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The most relevant theoretical outputs are about asymptotic problems, more precisely singular perturbation results or central limit theorems in probabilistic terminology.
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The interesting point is that the stationary version of the previous system, with the same assumptions on Λ, behaves like an Eikonal scalar equation.

There is an associated critical value, say \( c \). and if the ambient space is compact, the flat torus then \( a = c \) is the unique for which

\[
H_i(x, Du_i) + \sum_{j=1}^{M} \lambda_{ij} u_j(x) = a
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admits (viscosity) solution on the whole space. There exists an Aubry set and other facts of weak KAM theory can be generalized to the system setting.
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We have used as base probability space the space $\mathcal{D}$ of paths

$$\omega : [0, +\infty) \rightarrow \{1, \cdots, M\}$$

taking as values the indices of the system, from 1 to $M$, and with finite jumps in any bounded time interval (cadlag).
The space $D$ is endowed with the minimal $\sigma$–algebra $\mathcal{F}$ making the evaluation maps
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measurable. $\mathcal{F}$ is the Borel $\sigma$–algebra related to a metric on $D$, named after Prohorov, making $D$ a Polish space, namely complete and separable.
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A natural filtration $\mathcal{F}_t$ is also considered. Roughly speaking, the sets of $\mathcal{F}_t$ are measurable sets whose trajectories are selected via conditions on the interval $[0, t]$. 
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We denote, for $i = 1, \cdots, M$, by $\mathbb{P}_i$, $\mathbb{E}_i$ the probability measures and expectation operators related to $e_i$.

In order to define a random Lax–Oleinik semigroup, we have adapted, with Andrea and Maxime, the probabilistic frame to the time–dependent case.
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As we will see a main issue will be to show continuity of the function given by the formula
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**Theorem**

*Let $u : [0, +\infty) \times \mathbb{R}^N \to \mathbb{R}^M$, $\gamma$, $i$ be a locally Lipschitz–continuous function, an admissible curve, and an index in \{1, \ldots, M\}, respectively. Then

$$\frac{d}{dt} \mathbb{E}_i[u_{\omega(t)}(t, \gamma(t))] \bigg|_{t=s} = \mathbb{E}_i \left[-(u(s, \gamma(s)) \omega(s)) + \frac{d}{dt}u_{\omega(s)}(t, \gamma(t)) \bigg|_{t=s}\right]$$

for a.e. $s \in [0, +\infty)$*
We say that a function $u : [0, +\infty) \times \mathbb{R}^N \rightarrow \mathbb{R}^M$ has dominated evolution if
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for any $s_0 \geq t_0 \geq 0$, $i = 1, \ldots, M$, any admissible curve $\gamma$. Exploiting this notion it will be proved continuity of Lax–Oleinik formula plus and it will be put in relation with (HJS).
We say that a function \( u : [0, +\infty) \times \mathbb{R}^N \rightarrow \mathbb{R}^M \) has dominated evolution if

\[
\begin{align*}
&u_i(s_0, \gamma(0)) - \mathbb{E}_i[u_{\omega(s_0-t_0)}(t_0, \gamma(s_0-t_0))] \leq \mathbb{E}_i \int_0^{s_0-t_0} L_{\omega(s)}(\gamma(s), -\dot{\gamma}(s)) \, ds
\end{align*}
\]

for any \( s_0 \geq t_0 \geq 0 \), \( i = 1, \ldots, M \), any admissible curve \( \gamma \).
We say that a function \( u : [0, +\infty) \times \mathbb{R}^N \rightarrow \mathbb{R}^M \) has dominated evolution if

\[
ui(s_0, \gamma(0)) - E_i [u_{\omega(s_0-t_0)}(t_0, \gamma(s_0-t_0))] \leq E_i \int_0^{s_0-t_0} L_{\omega(s)}(\gamma(s), -\dot{\gamma}(s)) \, ds
\]

for any \( s_0 \geq t_0 \geq 0, \ i = 1, \ldots, M \), any admissible curve \( \gamma \).

Exploiting this notion it will proved continuity of Lax–Oleinik formula plus and it will be put in relation with (HJS).
The starting properties are
The starting properties are

- the function given by LO formula has dominated evolution and is greater than or equal to any continuous function with dominated evolution taking the same initial datum;
The starting properties are

- the function given by LO formula has dominated evolution and is greater than or equal to any continuous function with dominated evolution taking the same initial datum;

- any function locally bounded from above with dominated evolution is subsolution to (HJS)
The starting properties are

- the function given by LO formula has dominated evolution and is greater than or equal to any continuous function with dominated evolution taking the same initial datum;

- any function locally bounded from above with dominated evolution is subsolution to (HJS)

- any locally Lipschitz–continuous subsolution to (HJS) has dominated evolution
These properties, combined with a comparison principle which holds by monotonicity of the system, gives
These properties, combined with a comparison principle which holds by monotonicity of the system, gives

**Theorem**

*Let $u^0$ be bounded uniformly continuous then $u(t, x) = (S(t)u^0)(x)$ is the unique continuous solution to (HJS).*
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Theorem

- the minimizing curve $\eta$ is $C^1$ except at the switching times;
- the solution $u$ is $C^1$ on $\eta$ except at the switching times;
- for any minimizing curve $\eta$ there exists an adjoint random curve $P(\omega, t)$ with

$$P(\omega, t) \in \partial_v L_{\omega(t)}(\eta(\omega, t), -\dot{\eta}(\omega, t))$$

almost surely. Here $L_i$ are the Lagrangians associated to $H_i$. 