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Abstract

We present an algorithm for recursively generating orthogonal polynomials on a discrete set of the real plane. The algorithm is a sort of two dimensional Hermite-Lanczos method and is based on short recurrence relations. Practical implementation details and numerical issues are considered.

We apply the method in the context of polynomial hyperinterpolation of a continuous function. This is a projection operator that generalizes the idea of polynomial interpolation. With the aid of known cubature formulas with positive weights and high algebraic degree of exactness, we successfully apply hyperinterpolation over some planar regions, namely polygons and circular sections.

Least Squares approximation on Weakly Admissible Meshes is presented. Moreover given a finite measure that has a good asymptotic behaviour we try to build a well conditioned polynomial basis over non-standard domains.

Sommario

Si presenta un algoritmo per generare ricorsivamente polinomi ortogonali su un insieme finito di punti del piano. L'algoritmo è una sorta di metodo di Hermite–Lanczos due dimensionale ed è basato sulle ricorrenze brevi. Vengono analizzati dettagli implementativi e problemi numerici.

Si usa poi l'algoritmo per l'iperinterpolazione polinomiale di una funzione continua. Si tratta di un operatore di proiezione che generalizza l'idea di interpolazione polinomiale. Utilizzando una formula di cubatura a pesi positivi e con un grado di esattezza abbastanza alto, applichiamo l'iperinterpolazione su alcune regioni del piano, in particolare poligoni e sezioni circolari.

Utilizziamo la base polinomiale prodotta per l'approssimazione ai minimi quadrati su insiemi di punti opportuni (Weakly Admissible Meshes). Infine, data una misura discreta che abbia un buon comportamento asintotico, cerchiamo di costruire una base polinomiale ben condizionata su regioni del piano non-standard.
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Introduction

Orthogonal polynomials are an important area of applied and computational mathematics. In the one dimensional case, the subject has reached a substantial maturity. An evidence from the numerical point of view is for example Gautschi’s reference work on computation and approximation of orthogonal polynomials and related methods, such as Gaussian quadrature, together with the OPQ Matlab suite; see [31], [32].

In the multivariate case, the subject has been knowing recently a fast progress, especially on the theoretical side, with an important reference in the seminal book by Dunkl and Xu [23], but it is still far from maturity. Computation of multivariate orthogonal polynomials (and related orthogonal expansion) over non standard regions is still a challenging problem.

Let $\mu$ be a positive finite measure on an interval $\Omega \subset \mathbb{R}$ with finite moments. For $n \in \{0, 1, 2, \ldots\}$, a non-negative integer, the number $\mu_n = \int_{\Omega} t^n d\mu$ is the $n$-th moment of $d\mu$. The standard Gram-Schmidt process applied to the sequence $\{\mu_n\}$ with respect to the inner product

$$\langle f, g \rangle = \int_{\Omega} f(t) g(t) d\mu(t)$$

of $L^2_{d\mu}(\Omega)$ gives a sequence of orthogonal polynomials $\{\phi_n\}$, which satisfies $\langle \phi_n, \phi_m \rangle = 0$ if $n \neq m$ and $\phi_n$ is a polynomial of degree exactly $n$. The orthogonal polynomials are unique up to a constant multiple. They are called orthonormal if, in addition, $\langle \phi_n, \phi_m \rangle = 1$ and we assume that the measure is normalized by $\int_{\Omega} d\mu = 1$ when dealing with orthonormality.

The orthogonal polynomials enjoy many properties, which make them a useful tool in various applications and a reach source of research problems. A starting point for orthogonal polynomials of several variables is to extend those properties from one to several variables.

In particular we are dealing with bivariate polynomials. Let $j = (j_1, j_2)$ with $j_i \in \{0, 1, 2, \ldots\}$ be a multi-index. Given $j$ we consider the monomial

$$x^j = x^{j_1} y^{j_2},$$

the number $|j| = j_1 + j_2$ is the degree of $x^j$. We denote by $\mathbb{P}^2_n$ the space of polynomial of degree at most $n$:

$$\mathbb{P}^2_n = \text{span}\{x^j, \ |j| \leq n\}.$$ 

It is well known that

$$\dim(\mathbb{P}^2_n) = d_n = \frac{(n + 2)(n + 1)}{2}.$$
Let \( \mu \) be a positive finite measure on a connected open set \( \Omega \subset \mathbb{R}^2 \) with finite moments \( \mu_j = \int_{\Omega} x^j d\mu \). We can use the Gram-Schmidt process to the monomials with respect to the inner product

\[
\langle f, g \rangle = \int_{\Omega} f(x)g(x) d\mu
\]

of \( L^2_{d\mu}(\Omega) \) to produce a sequence of bivariate orthogonal polynomials. One problem, however, appears immediately: bivariate orthogonal polynomials are not unique. In order to apply the Gram-Schmidt process, we first need to order the moments \( \mu_j \); the choice in the present work will be lexicographic order.

Suppose we know a discrete inner product

\[
\langle f, g \rangle_w = \sum_{j=1}^{M} w_j f(x_j, y_j) g(x_j, y_j)
\]

for nodes \( \{(x_j, y_j)\}_{j=1}^{M} \) and positive weights \( \{w_j\}_{j=1}^{M} \) such that

\[
\langle f, g \rangle_w = \int_{\Omega} fg d\mu,
\]

for \( f, g \) in a dense subset of \( C(\Omega) \). The polynomials orthogonal with respect to this discrete inner product are called bivariate discrete orthogonal polynomials and share some interesting properties of classical orthogonal polynomials.

Generating orthogonal polynomials on a discrete subset of \( \mathbb{R} \) with the Hermitian Lanczos method is a part of classical numerical analysis; see e.g. [30] and references therein. In [41] an Hermitian Lanczos method for bivariate orthogonal polynomials with respect to the discrete inner product in (1) is proposed. To this end we associate with \( S \) two commuting real symmetric matrices \( H, K \) such that the spectrum of \( H + iK \) equals \( S \). Since \( H \) and \( K \) commute, we can generate bivariate orthogonal polynomials by introducing an iterative method. This is based on performing matrix vector multiplications in particular order; see Algorithm 1.2 for details. The length of recurrence to this end has a very modest growth of order \( \sqrt{8d} \), where \( d \) is the number of polynomials generated so far.

In finite precision the issue concerning the loss of orthogonality needs to be addressed. If the number of the nodes is very large, then saving a small, although increasing, portion of vectors will likely result in a loss of orthogonality. This can be remedied by re-orthogonalization, according to the “twice is enough” principle. The idea is that exactly two iteration-steps are already enough when full precision is wanted in the orthogonal basis problem and when the Classical Gram-Schmidt or Modified Gram-Schmidt algorithm is applied to (numerically) non singular set of column vectors. Of course, even if this can improve approximation dramatically, the work and storage will increase accordingly.

We consider a more general class of linear polynomial approximations, originally introduced in [57]. The results encompass the classical case of interpolation at the
zeros of orthogonal polynomials on an interval, but also extend to more general geometries and in any number of dimensions, and to situations in which the number of points exceeds the number of degrees of freedom of the approximating polynomial. Under suitable hypotheses the $L^2(\mu)$ error of the approximation converges to zero as the degree of the approximating polynomial approaches to infinity and the convergence is rapid if the function to approximate $f$ is suitably smooth.

The approximation is constructed with the aid of a well chosen cubature rule of suitably high order: the cubature rule is used to approximate the Fourier coefficients with respect to an arbitrary orthonormal set. If the number of quadrature points equals the number of degree of freedom, i.e. if the quadrature rule is “minimal”, then the approximating polynomial interpolates $f$ at the quadrature points. But if the number of quadrature points exceeds the number of degrees of freedom then the classical interpolation conditions are generally not satisfied. In that case we do not speak of interpolation, but rather of “hyperinterpolation”, intending to suggest interpolation attempted with too many points.

We employ some algebraic cubature formulas based on product Gaussian quadrature on various nonstandard geometries, such as convex and concave polygons [62] and circular sections [25]-[27].

A new insight on good points for multivariate polynomial approximation has been given by the theory of “Admissible Meshes” of Calvi and Levenberg [17], which are nearly optimal for least squares approximation and contain interpolation sets (Discrete Extremal Sets) that are suitable for polynomial interpolation. Admissible Meshes and Discrete Extremal Sets allow us to replace a continuous compact set by a discrete version, that is “just as good” for all practical purposes. Exploiting the nice properties of such sets of points we compute the discrete orthogonal polynomials on these points with uniform weights and build the discrete least squares approximation on the Weakly Admissible Meshes and polynomial interpolation on Discrete Extremal Sets.

The contents are summarized in the following

**Chapter 1** Link between univariate Lanczos and orthogonal polynomials. Bivariate Lanczos method for producing discrete orthogonal polynomials.

**Chapter 2** Numerical implementation details. Loss and recapture of orthogonality.

**Chapter 3** Hyperinterpolation: experiments in some regions for which cubature rules of suitably high degree are known.

**Chapter 4** Discrete least squares approximation on Weakly Admissible Meshes and interpolation on Discrete Extremal Sets.

In the Appendix A we enclose all the codes used. We carry out the computations with an Intel(R) Core(TM) i7-3537U CPU @ 2.00 GHz 2.50 GHz 8.00 GB, 64 bit processor.
Chapter 1

Bivariate discrete Orthogonal Polynomials

In this chapter, following the approach of [41] and [40], we explain how to build bivariate Orthogonal Polynomials (OPs) on a discrete set \( S \in \mathbb{R}^2 \). The idea is to use a Lanczos-like method for recursively computing bivariate orthogonal polynomials on a finite set \( S = \{(x_j, y_j)\}_{j=1}^M \subset \mathbb{R}^2 \) with respect to weights \( \{w_j\}_{j=1}^M \) which are positive and such that \( \sum_{j=1}^M w_j = 1 \). The resulting algorithm produces the polynomials without employing the standard monomial basis at any point, obtaining better numerical stability. Moreover the length of the recurrence formulas, even though increasing, is bounded like \( \sqrt{8d} \), where \( d \) is the number of polynomials generated so far.

In the articles the algorithms are thought as a scheme to build approximations to Eigenvalues of a given matrix, which is the main target of Lanczos Methods. Here instead we are interested in the generation of the orthogonal polynomials given a prescribed set of nodes (eigenvalues) and weights (starting vector). This is the reason why in first place we explain how Lanczos Method can be seen as a method for generating Orthogonal Polynomials in the simple one dimensional case.

1.1 Lanczos Iteration and Univariate Orthogonal Polynomials

In this section we summarize how Lanczos method works for a Hermitian matrix \( A \in \mathbb{C}^{M \times M} \), i.e. a matrix that coincides with its conjugate transposed, and stress the connection between the algorithm and the univariate discrete orthogonal polynomials.

1.1.1 Lanczos Iteration

Given a matrix \( A \) and a vector \( \mathbf{v} \) the linear space spanned by the sequence

\[
\mathbf{v}, A\mathbf{v}, A^2\mathbf{v}, \ldots, A^{n-1}\mathbf{v}
\]

is called the \( n \)-Krylov subspace and denoted by \( \mathcal{K}_n(\mathbf{v}; A) \) or simply \( \mathcal{K}_n \). If the vectors are linearly independent the dimension of \( \mathcal{K}_n \) is exactly \( n \), it is less otherwise.

Consider the set of univariate real polynomials \( \phi \in \mathbb{F}_{n-1} \) of degree less than or
equal to $n - 1$. The link with the $n$-Krylov subspace is clear when we replace the indeterminate by the matrix $A$:

$$\mathcal{K}_n(v; A) = \text{span}\{\phi(A)v, \phi \in \mathbb{P}_{n-1}\}.$$  

The Lanczos Algorithm was firstly introduced by Lanczos in [46] to reduce an Hermitian matrix $A$ in a tridiagonal form, computing at the same time a basis of the $n$-Krylov subspace $\mathcal{K}_n$. The tridiagonal form allows an easy computation of the eigenvalues of a matrix, so the Algorithm is widely used to compute or approximate eigenvalues [37].

There are various ways to recover the Lanczos iteration. We present a simple but effective one. Recall that every matrix $A \in \mathbb{C}^{M \times M}$ can be reduced in a upper Hessemberg form $H$ via Householder similarities $A = QHQ^*$, for a unitary matrix $Q$ [66]. Moreover if the starting matrix $A$ is Hermitian, the resulting matrix $H$ is tridiagonal, and we write the factorization as $A = QTQ^*$. We write the matrices $T$ and $Q$ as

$$T = \begin{bmatrix}
\alpha_1 & \beta_1 \\
\beta_1 & \alpha_1 & \beta_1 \\
& \beta_1 & \ddots & \ddots \\
& & \ddots & \alpha_{M-1} & \beta_{M-1} \\
& & & \beta_{M-1} & \alpha_M
\end{bmatrix}, \\
Q = \begin{bmatrix}
q_1 & q_2 & \cdots & q_M
\end{bmatrix}.$$

Consider the matrix identity $AQ = QT$. If we take the $i$-th column of each side, for $1 < i < M$, we obtain the following 3-term recurrence relation

$$Aq_i = \beta_{n-1}q_{i-1} + \alpha_i q_i + \beta_i q_{i+1}, \quad (1.1)$$

The relation, known as Lanczos iteration, allows to build the columns of $Q$ iteratively, according to the procedure listed in Algorithm (1.1). The columns of $Q$ are usually called Lanczos vectors.

**Algorithm 1.1 Lanczos Algorithm**

$\beta_0 = 0, q_0 = 0$

$q_1$ arbitrary of unitary norm

for $j = 1$ to $J < M$ do

$u = Aq_j$

$\alpha_j = (q_j, u)$

$u = u - \beta_{j-1}q_{j-1} - \alpha_j q_j$

$\beta_j = ||u||$

$q_{j+1} = u/\beta_j$

end for

To clarify how we are actually generating an orthonormal basis of the Krylov subspace $\mathcal{K}_n$ with Lanczos, a simple theorem is handy.

**Theorem 1.** Let $A$ be Hermitian, and such that $A = QTQ^*$, with $Q$ unitary and $T$ tridiagonal as above. The set $\{q_1, \ldots, q_j\}$ form an orthonormal basis of $\mathcal{K}_j(A; q_1)$ for each $1 \leq j \leq M$. 


Proof. The $q_s$ are orthonormal, being the columns of a unitary matrix. The only thing left to show is
\[ \text{span}\{q_1, \ldots, q_n\} = K_j(A; q_1) = \text{span}\{\phi(A)q_1, \phi \in \mathbb{P}_j^1\}, \]
for $1 \leq j \leq n$. We prove the statement by induction on $1 \leq j \leq n$. For $j = 1$, there is nothing to prove since $\text{span}\{q_1\} = K_1(A; q_1)$.

Suppose the double inclusion is true for $1 < j \leq n$. For each $q_i$, $i \leq j$ there exists a polynomial $\phi_{i-1} \in \mathbb{P}_i^1$ such that $q_i = \phi_{i-1}(A)q_1$, thanks to the inductive hypothesis. Rearranging the recurrence relation (1.1) and taking the index $i = j$, it yields
\[ \beta_j q_{j+1} = Aq_j - \beta_{j-1}q_{j-1} - \alpha_j q_j. \]
Thus
\[ q_{j+1} \in \text{span}\{Aq_j, q_{j-1}, q_j\} = \text{span}\{A\phi_{j-1}(A)q_1, \phi_{j-2}(A)q_1, \phi_{j-1}(A)q_1\}, \]
and the last set is contained in $K_{j+1}(A; q_1)$ because the polynomials $x\phi_{j-1}(x)$, $\phi_{j-2}(x)$ and $\phi_{j-1}(x)$ have degree less than or equal to $j$.

On the other hand, from relation (1.1) we get
\[ \beta_j q_{j+1} = A\phi_{j-1}(A)q_1 - \beta_{j-1}\phi_{j-2}(A)q_1 - \alpha_j\phi_{j-1}(A)q_1. \]
We define $\phi_j$ to be the polynomial satisfying the relation
\[ \beta_j \phi_j(x) = x\phi_{j-1}(x) - \beta_{j-1}\phi_{j-2}(x) - \alpha_j\phi_{j-1}(x). \]
The polynomial has degree $j$, hence $A\phi_j q_1 \in \text{span}\{q_1, \ldots, q_{j+1}\}$ and also the inclusion
\[ K_{j+1}(A; q_1) \subset \text{span}\{q_1, \ldots, q_{j+1}\} \]
holds true. \(\square\)

Since we took a Hermitian matrix $A$, there exist a unitary matrix $U$ and a diagonal real matrix $D$ such that $A = UDU^*$. Let $D = \text{diag}(x_1, \ldots, x_M)$; the elements $x_j$s are the eigenvalues of $A$, whereas the $j$-th column of $U$ is the eigenvector of $A$ relative to the eigenvalue $x_j$.

1.1.2 Orthogonal Univariate Polynomials

We change our point of view and the aim is no longer computing the eigenvalues of $A$. Suppose to start the Algorithm 1.1 with the matrix $A = \text{diag}(x_1, \ldots, x_M)$ and starting Lanczos vector $q_1$ of unitary norm, such that $|(q_1, e_j)|^2 = w_j > 0$. We are proving that the resulting Lanczos vectors $q_s$ are the evaluations of some polynomials in the eigenvalues of $A$. It turns out that these polynomials are the orthogonal polynomials with respect to a discrete weighted inner product we are introducing further.

Let us rearrange (1.1) to a more convenient form, moving all the terms involving $q_{n+1}$ to the left hand side
\[ \beta_n q_{n+1} = Aq_n - \alpha_n q_n - \beta_{n-1} q_{n-1} \tag{1.2} \]
From the Lanczos Algorithm 1.1 we also have the formulas for the coefficients $\alpha_n$ and $\beta_n$

$$\alpha_n = (Aq_n - \beta_{n-1}q_{n-1}, q_n) \quad \beta_n = ||Aq_n - \alpha_nq_n - \beta_{n-1}q_{n-1}||.$$

From the relation (1.2) we can read the scalar recurrence involving $q_{j,n+1}$ the $j$-th component of $q_{n+1}$

$$\beta_n q_{j,n+1} = x_j q_{j,n} - \alpha_n q_{j,n} - \beta_{n-1} q_{j,n-1}.$$  \hspace{1cm} (1.3)

Note that the solution $q_n$ to the recurrence (1.2) is uniquely determined, once is known the starting vector $q_1$. To be precise we can state the following.

**Lemma 1.** If $q_{j,n+1}$ is the $j$-th component of the $(n+1)$-th Lanczos basis vector $q_{n+1}$, then there exists a real polynomial $\phi_n(x)$ such that $\deg \phi_n = n$ and

$$q_{j,n+1} = \phi_n(x_j)q_{j,1} \quad n \geq 0$$  \hspace{1cm} (1.4)

where $x_j$ is the $j$-th eigenvalue of $A$ and $q_1$ is the initial Lanczos basis vector.

**Proof.** Suppose the starting vector is $q_1$. In case $n = 0$, we take $\phi_0(x) = 1$ and obtain $q_{j,1} = \phi_0(x_j)q_{j,1}$.

Suppose that $\phi_{-1}(x) \equiv 0$. Let $n \geq 1$. Given the scalar relation (1.3), at each step we take the polynomial $\phi_n(x)$ to satisfy the 3-term recurrence

$$\beta_n \phi_n(x) = (x - \alpha_n) \phi_{n-1}(x) - \beta_{n-1} \phi_{n-2}(x),$$

for all $x \in \{x_1, \ldots, x_M\}$. This gives a unique choice for the values of $\phi_n$ in the nodes $x_j$. Moreover since the $q_i$s satisfy the recurrence (1.3), we have $q_{j,n+1} = \phi_n(x_j)q_{j,1}$.

It follows immediately that the $\phi_n$s satisfy a 3-term recurrence, namely

\[
\begin{cases}
\phi_{-1}(x) \equiv 0 \\
\phi_0(x) \equiv 1 \\
\beta_n \phi_n(x) = (x - \alpha_n) \phi_{n-1}(x) - \beta_{n-1} \phi_{n-2}(x) \quad n \geq 1
\end{cases}
\hspace{1cm} (OP)
\]

for all $x \in \{x_1, \ldots, x_M\}$.

Let $\{x_j\}_{j=1}^M$ be an arbitrary set of nodes and $\{w_j\}_{j=1}^M$ be positive weights such that $\sum_{j=1}^M w_j = 1$. We introduce a discrete weighted inner product on the space of univariate real polynomials $\mathbb{P}_1$ as follows

$$\langle \phi, \rho \rangle_w = \sum_{j=1}^M w_j \phi(x_j)\rho(x_j)$$  \hspace{1cm} (1.5)

It is readily verified that it is an inner product because it is linear in each component, symmetric and positive definite. Remarkably the $\phi_n$ defined by the recurrence in (OP) are orthogonal with respect to this inner product.
Theorem 2. The polynomials $\phi_n$ defined in (OP) are orthogonal with respect to the inner product $\langle \cdot, \cdot \rangle_w$ defined in (1.5). That is to say

$$\langle \phi_l, \phi_h \rangle_w = \delta_{l,h}, \quad h, l \geq 0.$$ 

Proof. Recall that the Lanczos vectors are orthonormal, hence $(q_s, q_t) = \delta_{s,t}$ for all $s, t \geq 1$. Now given two any polynomials $\phi_l, \phi_h$

$$\langle \phi_l, \phi_h \rangle_w = \sum_{j=1}^{n} w_j \phi_l(x_j) \phi_h(x_j) = \sum_{j=1}^{n} (\phi_h(x_j) \sqrt{w_j}) (\phi_l(x_j) \sqrt{w_j}) =$$

$$= \sum_{j=1}^{n} (\phi_h(x_j) q_{j,1}) (\phi_l(x_j) q_{l,1}) = (q_{h+1}, q_{l+1}) = \delta_{h+1,l+1} = \delta_{h,l},$$

thus concluding the proof. \qed

To summarize we have shown that the Lanczos iteration, in exact arithmetic, produces a family $\{\phi_n\}_{n \geq 0}$ of polynomials that are orthogonal with respect to the discrete inner product defined in (1.5). Moreover these polynomials satisfy the 3-term recurrence given by (OP).

1.2 Bivariate discrete Orthogonal Polynomials

The interested reader could find further references about the theory of discrete orthogonal polynomials presented here in [72].

We denote the set of bivariate polynomials with real coefficients and degree less than or equal to $n$ as $\mathbb{P}^2_n$. Let $\{(x_j, y_j)\}_{j=1}^{M}$ be a set of nodes and $\{w_j\}_{j=1}^{M}$ be positive weights such that $\sum_{j=1}^{M} w_j = 1$. We introduce the weighted discrete inner product for any two polynomials $\varphi, \rho$ in $\mathbb{P}^2$ as

$$\langle \varphi, \rho \rangle_w \equiv \sum_{j=1}^{M} w_j \varphi(x_j, y_j) \rho(x_j, y_j). \quad (1.6)$$

Note that the definition makes sense since the form is linear in each component, symmetric and positive definite.

We name bivariate discrete Orthogonal Polynomials (OPs) polynomials of a prescribed degree that are orthonormal with respect to the inner product $\langle \cdot, \cdot \rangle_w$. To be precise a given basis $\{\varphi_i\}_{i=1}^{d}$ of the space $\mathbb{P}^2_n$, where the dimension is $d = d_n = \frac{(n+1)(n+2)}{2}$, consists of OPs if

$$\langle \varphi_i, \varphi_j \rangle_w = \delta_{i,j}. \quad (1.7)$$

1.2.1 How to order bivariate polynomials

In the univariate case the increasing degree of the monomials provide also an order. Indeed each polynomial can be written as the sum of monomials ordered by their increasing degree. The ordered sequence of the coefficients of the monomials
provide a unique representation in the space of polynomials of a fixed degree. The

correspondence in the space \( P^n \) is
\[
(a_0, a_1, \ldots, a_n) \leftrightarrow \varphi(x) = \sum_{j=0}^{n} a_j x^j.
\]

When we use two variables to obtain a similar bijection between ordered sequences
and polynomials, it is necessary to introduce an order among the monomials \( x^j y^l \). A
common choice to set an order among monomials is to take the graded lexicographic
order, denoted by \( \succ \). We say that \( x^j_1 y^l_1 \succ x^j_2 y^l_2 \)
if either \( j_1 + l_1 > j_2 + l_2 \) or if \( j_1 + l_1 = j_2 + l_2 \) and \( j_1 > j_2 \). We define the leading
term (\( \text{LT} \)) of a polynomial \( \varphi \) to be greatest (with respect to \( \succ \)) monomial
with a non zero coefficient together with its coefficient. Thus \( \text{LT}(\varphi) = cx^j y^l \) if \( c \neq 0 \) and
the monomial \( x^j y^l \) is the greatest monomial with respect to relation \( \succ \) in the sum
that gives \( \varphi \).

**Example 1.** Consider the polynomial \( \varphi(x, y) = 3 + 5x + 2y^2 + 3xy + y^3x + 5x^4 \).
It is of degree 4 and it is a sum of 6 monomials. The monomials are ordered
by the increasing graded lexicographic order. The leading term of \( \varphi \) is \( 5x^4 \). The
sequence that uniquely determines the polynomial in the space \( P^4_4 \) (dimension 15) is
\( (3, 0, 5, 2, 3, 0, 0, 0, 0, 0, 0, 1, 0, 0, 5) \).

### 1.2.2 Computing OPs with the monomial basis

The goal is to compute OPs of degree up to \( n \) in a prescribed set of distinct
nodes \( S = \{(x_j, y_j)\}_{j=1}^M \), with associated positive weights \( \{w_j\}_{j=1}^M \) summing to one.
For the moment we consider a straightforward manner to compute them. First we
evaluate the ordered monomial basis of bivariate polynomials of degree less than or
equal to \( k \) in the nodes, the result is a set of vectors. Every vector is associated to
a monomial \( x^h y^l \) and contains in its \( j \)-th component the evaluation of the monomial
in the \( j \)-th node, i.e. \( x^h y^l \). The produced sequence is then
\[
\{1, y, x, y^2, xy, x^2, \ldots, y^k, xy^{k-1}, \ldots, x^{k-1} y, x^k\},
\]
where we denote by \( \mathbf{1} \) the vector that has all components equal to 1.

Using the sequence of vectors, we generate another set of vectors orthonormal with
respect to the standard Euclidean Inner product \( (\cdot, \cdot) \) of \( \mathbb{R}^M \). The existence of such
a basis is theoretically guaranteed by the Gram-Schmidt process [37].

After orthogonalizations and scaling, at each step we obtain the sequence
\[
\{\mathbf{p}_{0,0}, \mathbf{p}_{0,1}, \mathbf{p}_{1,0}, \mathbf{p}_{0,2}, \mathbf{p}_{1,1}, \mathbf{p}_{2,0}, \ldots, \mathbf{p}_{0,k}, \mathbf{p}_{1,k-1}, \ldots, \mathbf{p}_{k-1,1}, \mathbf{p}_{k,0}\}. \quad (1.9)
\]

Thanks to the property of the Gram-Schmidt process
\[
\text{span}\{x^s y^{t-s}, 0 \leq t \leq k, 0 \leq s \leq t\} = \text{span}\{\mathbf{p}_{s,t-s}, 0 \leq t \leq k, 0 \leq s \leq t\},
\]

where \( \mathbf{p}_{s,t-s} \) is the vector whose \( s \times \)th component is one and all other components
are zero.
on $S$, for each $t \leq k$.

The last step is consider the weights. We introduce the matrix

$$W = \text{diag}(\sqrt{w_1}, \ldots, \sqrt{w_M}).$$

We take two polynomials $\varphi$, $\rho$ in $\mathbb{R}^2$ and denote by $p$ and $q$ in $\mathbb{R}^M$ the vectors

such that $p_j = \varphi(x_j, y_j)$ and $q_j = \rho(x_j, y_j)$, then the following relation between the standard Euclidean inner product $(\cdot, \cdot)$ and the weighted discrete inner product holds

$$\langle \varphi, \rho \rangle_w = (Wp, Wq).$$

To finally obtain the polynomials evaluated in the nodes we scale the $j$-th component of each vector in the sequence (1.9) by the $j$-th weight.

In matrix term, denoting by $P$ the matrix which has the vectors of (1.9) as columns, our final target is $Q = WP$.

We now observe something that allows interesting savings in computations. Notice that to expand the basis in the nodes and obtain the sequence in (1.8) we need only the vectors from the previous cycle. In particular the following proposition holds for each $(x_j, y_j) \in S$.

**Proposition 1.** The degree $k$ monomials at the point $(x_0, y_0) \in \mathbb{R}^2$ are obtained from the degree $k - 1$ monomials, multiplying them for the values $x_0, y_0$, for each $k \in \mathbb{N}$.

**Proof.** We can prove the statement by induction. In the case $k = 1$ we just take the values $x_0$ and $y_0$. Now suppose we are given the ordered degree $k$ monomials

$$\{y_0^k, x_0y_0^{k-1}, \ldots, x_0^{k-1}y_0, x_0^k\}.$$

We can obtain the degree $k + 1$ monomials by first multiplying the $y_0^k$ for $y_0$ and then all the degree $k$ monomials by $x_0$. The result is indeed the ordered set

$$\{y_0^{k+1}, x_0y_0^k, x_0^2y_0^{k-1}, \ldots, x_0^ky_0, x_0^{k+1}\},$$

thus concluding the proof. \hfill $\square$

### 1.2.3 Computing OPs with Lanczos

The main drawback of the generation of OPs by computing the monomial basis in the nodes and then orthogonalizing is the lack of numerical stability. Therefore our concern is find a stable way of generating OPs. We should try to find a bivariate alternative to the univariate procedure seen in section 1.1. As we are working with polynomials we expect there is some kind of Krylov subspace lurking beneath.

Take $H$ and $K$ to be

$$H = \text{diag}(x_1, \ldots, x_M) \quad K = \text{diag}(y_1, \ldots, y_M).$$

They are commuting real symmetric matrices such that the spectrum of $N = H + iK \in \mathbb{C}^{M \times M}$ equals $S = \{(x_j, y_j)\}_{j=1}^M \subset \mathbb{R}^2$, after identifying $\mathbb{C}$ with $\mathbb{R}^2$. 

7
Given a vector \( \mathbf{v} \in \mathbb{R}^M \), for every \( k \in \mathbb{N} \), we consider the following bivariate generalization of the definition of Krylov subspace

\[
\mathcal{K}_k(H, K; \mathbf{v}) \equiv \text{span}\{ \mathbf{v}, H \mathbf{v}, K \mathbf{v}, H^2 \mathbf{v}, H^3 \mathbf{v}, \ldots, K^k \mathbf{v}, \ldots, H^k \mathbf{v} \},
\]

where

\[
d = d_k \equiv \frac{(k + 1)(k + 2)}{2}
\]

denotes the dimension of the linear subspace when all the vectors are linearly independent. The connection with the bivariate polynomials \( \phi(x, y) \in \mathbb{P}^d_k \) of degree less than or equal to \( k \) is clear once we replace the monomial \( x \) by \( H \) and the monomial \( y \) by \( K \). Thus an equivalent definition is

\[
\mathcal{K}_k(H, K; \mathbf{v}) \equiv \text{span}\{ \phi(H, K) \mathbf{v}, \phi \in \mathbb{P}^d_k \}.
\]

Observe that \( d_k \) is the dimension of the space \( \mathbb{P}^d_k \). Furthermore let

\[
\{ \varphi_{j,l-j}(x, y), \quad l = 0, \ldots, k; \quad j = 0, \ldots, l
\]

with \( \text{LT}(\varphi_{j,l-j}(x, y)) = c_{j,l-j}x^jy^{l-j} \text{ and } c_{j,l-j} \neq 0 \}

be any polynomial basis of \( \mathbb{P}^d_k \), different form the monomial basis but ordered with respect to \( > \). Then for each \( 0 \leq l \leq k \) the inclusion

\[
\text{span}\{ H^j K^{l-j} \mathbf{v} \} = \text{span}\{ \varphi_{j,l-j}(H, K) \mathbf{v} \},
\]

with \( 0 \leq t \leq l, 0 \leq j \leq t \) holds.

Take a vector \( \mathbf{q}_0 \in \mathbb{R}^M \) of unit length such that \( |(\mathbf{q}_0, \mathbf{e}_j)|^2 = w_j \), where as usually \( \mathbf{e}_j \) is the \( j \)-th vector of the canonical basis of \( \mathbb{R}^M \), and \( (\cdot, \cdot) \) the standard Euclidean inner product of \( \mathbb{R}^M \).

Let

\[
Q \equiv [\mathbf{q}_0 \quad \mathbf{q}_1 \quad \mathbf{q}_2 \quad \cdots \quad \mathbf{q}_{d_k-1} - 1 \quad \mathbf{q}_{d_k-1} \quad \cdots \quad \mathbf{q}_{d_k-1}]
\]

be the matrix having as columns the vectors obtained from applying the Gram-Schmidt procedure to the Krylov subspace \( \mathcal{K}_k(H, K; \mathbf{q}_0) \). For each fixed degree \( 0 \leq t \leq k \) we have

\[
\text{span}\{ H^j K^{l-j} \mathbf{q}_0, \quad 0 \leq l \leq t, 0 \leq j \leq l \} = \text{span}\{ \mathbf{q}_0, \ldots, \mathbf{q}_{d_t-1} \}.
\]

This can be easily proved by induction, thanks to the property of Gram-Schmidt process.

Moreover for fixed indexes \((j, l)\), with \( 0 \leq l \leq k \), \( 0 \leq j \leq l \), there exists a polynomial \( \phi_{j,l-j}(x, y) \in \mathbb{P}^d_k \) with leading term \( x^j y^{l-j} \) such that a particular column of \( Q \) equals \( \phi_{j,l-j}(H, K) \mathbf{q}_0 \). Then the set

\[
\{ \phi_{j,l-j}(x, y) \}_{0 \leq l \leq k, 0 \leq j \leq l}
\]

is an ordered basis of the bivariate polynomials \( \mathbb{P}^d_k \).

More precisely let us denote with \( l(h, s) = d_{h-1} + s \), with \( 0 \leq h \leq k \) and \( 0 \leq s \leq h \) the indexing. Then

\[
\mathbf{q}_{l(h,s)} = \phi_{s,h-s}(H, K) \mathbf{q}_0,
\]

for \( 0 \leq h \leq k \) and \( 0 \leq s < h \).

There can occur zero vectors among \( \mathbf{q}_s \) and how this happens depends on the location of the nodes \( S \).
**Proposition 2.** The vector \( q_{(k,s)} \) equals the zero vector of \( \mathbb{R}^M \), i.e. \( q_{(k,s)} = 0 \), if and only if the polynomial \( \phi_{s,k-s}(x,y) \) is such that \( \phi_{s,k-s}(x_j, y_j) = 0 \) for each \( 1 \leq j \leq M \).

**Proof.** Recall that \( H = \text{diag}(x_1, \ldots, x_M) \) and \( K = \text{diag}(y_1, \ldots, y_M) \). Since we choose \( q_0 \) such that \( |(q_0, e_j)|^2 = w_j > 0 \), the starting vector is a linear combination of all the eigenvectors of both \( H \) and \( K \), namely \( \{e_j\}_{j=1}^M \). If \( q_{(k,s)} = 0 \) then

\[
0 = (e_j, q_{(k,s)}) = (e_j, \phi_{s,k-s}(H,K)q_0) = \phi_{s,k-s}(x_j, y_j)(q_0, e_j),
\]

for each \( j = 1, \ldots, M \). Being \((q_0, e_j)\) different from zero, \( \phi_{s,k-s}(x_j, y_j) \) must be zero for each \( j \).

We required \( S \) to have \( M \) distinct points, namely \( H + iK \) has distinct eigenvalues. The matrices \( H \) and \( K \) are diagonal, hence their eigenvectors are exactly the \( e_j \) of the canonical basis. The starting vector \( q_0 \) is supported by every spectral subspace of \( N \), i.e. \((q_0, e_j) \neq 0 \) for all \( 1 \leq j \leq M \), thus by applying the Gram-Schmidt method to the columns of \( Q \), we can produce at most \( M \) nonzero vectors \( q_j \). Being orthonormal, they yield an orthonormal basis of \( \mathbb{R}^M \). Usually the degree of the polynomials \( K \) is such that \( d_k < M \), going further lead only to zero vectors. If the nodes in \( S \) have the additional property of not lying on an algebraic curve of \( \mathbb{R}^2 \) with degree lower then \( k \), then there are no zero vectors among the columns of \( Q \).

**Proposition 3.** Suppose that \( \{(x_j, y_j)\}_{j=1}^M \) do not lie on an algebraic curve of degree less than or equal to \( k \), then the matrix \( Q \) has full column rank.

**Proof.** Suppose we get a zero, \( q_i = 0 \), \( i < d_k \). This means that there exists a polynomial \( \phi_{s,l-s} \), of degree \( l \leq k \), such that \( \phi_{s,l-s}(H,K)q_0 \) equals zero. Since \((q_0, e_j) \neq 0 \), for each nodes \((x_j, y_j)\) we have \( \phi_{s,l-s}(x_j, y_j) = 0 \), for a positive integer \( l \leq k \), meaning the points are located in an algebraic curve \( \phi_{s,l-s}(x, y) = 0 \) of the plane of degree \( l \leq k \). This contradicts the assumption.

The purpose is clarify the link with the orthogonal polynomials when the matrix \( Q \) has full column rank. Take the polynomials \( \phi_{s,i-s} \) and \( \phi_{t,h-t} \) in \( \mathbb{R}^2_k \) such that

\[
q_{(s,i)} = \phi_{s,i-s}(H,K)q_0
\]

and

\[
q_{(t,h)} = \phi_{t,h-t}(H,K)q_0,
\]

with \( 0 \leq s \leq i \), \( 0 \leq i \leq k \) and \( 0 \leq t \leq h \), \( 0 \leq h \leq k \). The columns of \( Q \) yields the evaluations in the nodes \((x_j, y_j)\) of the bivariate discrete orthogonal polynomials

\[
\{\phi_{t,h-t}(x,y)\}_{0 \leq k \leq t \leq h}.
\]
multiplied by the constant factor \( \sqrt{\omega_j} \). Indeed

\[
(\phi_{s,i-s}, \phi_{t,h-t})_w = \sum_{j=1}^{M} w_j \phi_{s,i-s}(x_j, y_j) \phi_{t,h-t}(x_j, y_j) = \\
= \sum_{j=1}^{M} (\phi_{s,i-s}(x_j, y_j) \sqrt{\omega_j})(\phi_{t,h-t}(x_j, y_j) \sqrt{\omega_j}) = \\
= (\phi_{s,i-s}(H, K)q_0, \phi_{t,h-t}(H, K)q_0) = (q_{l(s,i)}, q_{l(t,h)}) = \\
= \delta_{l(s,i), l(t,h)} = \delta_{s,t} \delta_{l,h}. \tag{1.10}
\]

Note that to expand the Krylov subspace we could have used the vectors resulting from the Gram-Schmidt process at the previous cycle, instead of the monomial basis. Expanding the generalized Krylov subspace using a set of orthonormal vectors yields more numerical stability; this procedure is precisely the two dimensional generalization of the Lanczos method we were looking for.

We now prove the statement that allows to build the Krylov subspace without passing through the monomial basis.

**Proposition 4.** For each \( 1 \leq t \leq k - 1 \),

\[
\text{span}\{q_0, Kq_0, Hq_0, \ldots, K^{t-1}q_0, \ldots, H^{t-1}q_0, \\
K^tq_0, HK^{t-1}q_0, \ldots, H^sK^{s-t}q_0, \ldots, H^tq_0\}
\]

equals

\[
\text{span}\{q_0, q_{l(1,0)}, q_{l(1,1)}, \ldots, q_{l(t-1,0)}, \ldots, q_{l(t-1,t-1)}, \\
Kq_{l(t-1,0)}, Hq_{l(t-1,0)}, Hq_{l(t-1,s)}, \ldots, Hq_{l(t,t)}\}.
\]

**Proof.** We prove the statement by induction on \( 1 \leq t \leq k - 1 \). The case \( t = 1 \) is the inclusion

\[
\text{span}\{q_0, Kq_0, Hq_0\} = \text{span}\{q_{l(0,0)}, q_{l(1,0)}, q_{l(1,1)}\},
\]

which is true because the \( q_s \)s form an orthonormal basis of the space on the left hand side.

Suppose the statement is true for \( t \) and prove it for \( t + 1 \). By inductive hypothesis we have the leading monomial of \( \phi_{s,i-s} \) equal to \( x^sy^{l-s} \) for each \( s = 0, \ldots, l, l = 0, \ldots, t \).

In particular \( LT(\phi_{s,i-s}) = x^sy^{l-s} \) for each \( 0 \leq s \leq t \). Moreover

- \( LT(y\phi_{l(t,0)}(x, y)) = yy^t \)
- \( LT(x\phi_{l(t,s)}(x, y)) = xx^sy^t \) for \( 0 \leq s \leq t \).

But then replacing \( x \) by \( H \) and \( y \) by \( K \) the equality between linear space of the statement holds for \( t + 1 \). Indeed

- \( K\phi_{0,l}(H, K)q_0 = Kq_{l(t,0)} \)
- \( H\phi_{s,t-s}(H, K)q_0 = Hq_{l(t,s)} \) for \( 0 \leq s \leq t \).

\( \square \)
With this idea, we expand the basis using the evaluations of the polynomials computed in the previous cycle. We generate a basis of \( \mathbb{R}^M \) according to the rule

\[
\begin{array}{cccccccccccccccc}
I & K & H & K & H & H & K & H & H & H & H & H & \cdots \\
q_0 & q_0 & q_0 & q_1 & q_1 & q_1 & q_2 & q_2 & q_2 & q_2 & q_2 & q_2 & \cdots \\
q_0 & q_1 & q_2 & q_3 & q_4 & q_5 & q_6 & q_7 & q_8 & q_9 & q_{10} & q_{11} & q_{12} & q_{13} & q_{14} & \cdots
\end{array}
\] (1.11)

which is read from left to right. The first row indicates the multiplying matrix; the second row indicates the numbering of the vector which is multiplied by the matrix in the first row above and the third row indicates the numbering of the resulting vector, after orthogonalizing against all the previous vectors in the third row and scaling by its length.

There can occur zero vectors among \( \boldsymbol{q}_i \), and how this happens depends on where the nodes \( \mathcal{S} \) are located. More precisely if \( \mathcal{S} \) lies on a low degree algebraic curve, then zero vectors will be generated by the orthogonalization process according to the following.

**Proposition 5.** If some \( \phi \), with leading term of \( \phi \) equal \( cx^jy^l \) vanishes on \( \mathcal{S} \), then for \( k \geq j + 1 \), we have \( \boldsymbol{q}_{\frac{k(k+1)}{2}+s} = 0 \) for \( j \leq s \leq k-1 \).

**Proof.** The statement is obvious looking at the (1.11) for building the sequence of vectors \( \boldsymbol{q}_j \) and the connection with the polynomials. \( \square \)

### 1.2.4 Short Recurrences

The most interesting property of the Hermitian-Lanczos method is its computational efficiency, due to the 3-term recurrence arising from the procedure. In the bivariate case can we have a similar recurrence relation or do we have to give up with that property turning to a recurrence relation growing linearly with the iteration number? Fortunately it turns out that using the rule (1.11) the length of the recurrence is neither fixed nor it grows linearly with the iteration number. It is at most \( 2k + 1 \) while generating orthogonal bivariate polynomials of degree \( k \) and, consequently, the length of the recurrence grows asymptotically like the square root of the iteration number.

**Theorem 3.** Let \( H, K \) in \( \mathbb{R}^{M \times M} \) be symmetric and commuting such that the spectrum of \( H + iK \) equals \( \mathcal{S} \). Then with \( \boldsymbol{q}_0 \in \mathbb{R}^M \), the length of recurrence for computing \( \boldsymbol{q}_{\frac{k(k+1)}{2}+s} \) is at most \( 2k + 1 \) for \( s = 0, \ldots, k \).

**Proof.** To generate the vectors of the \( k \)th cycle, we multiply first \( \boldsymbol{q}_{\frac{k(k-1)}{2}} \) by \( K \) and then vectors \( \boldsymbol{q}_j \) for \( j = \frac{k(k-1)}{2} + s \), with \( 0 \leq s \leq k-1 \), by \( H \). Consider the standard inner product of \( \mathbb{R}^M \)

\[
\left( K\boldsymbol{q}_{\frac{k(k-1)}{2}}, \boldsymbol{q}_{\frac{j(j+1)}{2}+t} \right) = \left( \boldsymbol{q}_{\frac{k(k-1)}{2}}, K\boldsymbol{q}_{\frac{j(j+1)}{2}+t} \right), \tag{1.12}
\]

with \( j \leq k - 1 \) and \( 0 \leq t \leq j \). By construction every \( \boldsymbol{q}_{\frac{k(k-1)}{2}+s} \) is orthogonal against \( \rho(H,K)\boldsymbol{q}_0 \) whenever \( \text{LT}(r) < x^s y^{k-1-s} \). In particular, \( K\boldsymbol{q}_{\frac{j(j+1)}{2}+t} = \rho(H,K)\boldsymbol{q}_0 \) with \( \text{LT}(\rho(x,y)) = c_{j+1} x^{j+1} y^{t+1} \). Thus if \( j + 1 < k - 1 \) or equivalently if \( j < k - 2 \) then the inner product (1.12) is zero. Therefore, to compute \( \boldsymbol{q}_{\frac{k(k-1)}{2}} \), it is only necessary
to orthogonalize against $2k - 1$ vectors of the $(k - 2)$-th and $(k - 1)$-th cycles.

Consider for $0 \leq s \leq k - 1$

$$
\left( H q_{\frac{k(k-1)}{2}+s}, q_{\frac{j(j+1)}{2}+t} \right) = \left( q_{\frac{k(k-1)}{2}+s}, H q_{\frac{j(j+1)}{2}+t} \right),
$$

(1.13)

with $j \leq k - 1$ and $0 \leq t \leq j$. Now by the same reasoning as earlier, we get the sufficient conditions that either $j + 1 \leq k - 1$ or $j + 1 = k - 1$ and $t + 1 < s$ for (1.13) to be zero. This means that orthogonalization is performed against $((k - 1) - (s - 2)) + k + s = 2k + 1$ vectors at most.

Let $d_k = \frac{(k+1)(k+2)}{2}$ denote the number of vectors computed after completing the the $k$-th cycle, then this means saving and orthogonalizing against of order $\sqrt{8d_k}$ vectors per iteration. This is a very modest growth of the work and storage. In fact, the the length of the recurrence of the Algorithm 1.2 has the slowest growth for generating bivariate orthogonal polynomials we are aware of.

We can give an explicit algorithm of the Lanczos-like Algorithm in the bivariate case, with the Algorithm 1.2. This algorithm works in infinite precision arithmetic and some issues arise when we consider its practical implementation. All the next chapter will be devoted to explore how to remedy the lack of orthogonality, especially when very high degree polynomials and a lot of nodes are involved.

We clarify the procedure to generate bivariate OPs with the following example.

**Example 2.** Let $S$ consist of 8 nodes on the unit circle

$$(x_i, y_i) = \left( \cos \left( \frac{2\pi j}{8} \right), \sin \left( \frac{2\pi j}{8} \right) \right) \in \mathbb{R}^2 \quad j = 0, \ldots, 7.$$

Associate with $S$ uniform weights $w_i = \frac{1}{8}$. Take $H = \text{diag}(x_1, \ldots, x_8)$, $K = \text{diag}(y_1, \ldots, y_8)$ and $q_0 = \frac{1}{2\sqrt{2}}(1, \ldots, 1)^t$. Then by executing the algorithm 1.2 we obtain bivariate orthogonal polynomials

$$
\begin{align*}
\phi_{0,0}(x, y) &= 1, \\
\phi_{0,1}(x, y) &= \sqrt{2}y, \quad \phi_{1,0}(x, y) = \sqrt{2}x, \\
\phi_{0,2}(x, y) &= \sqrt{2}(2y^2 - 1), \quad \phi_{1,1}(x, y) = 2\sqrt{2}xy, \\
\phi_{0,3}(x, y) &= \sqrt{2}(4y^3 - 3y), \quad \phi_{1,2}(x, y) = \sqrt{2}(4xy^2 - x), \\
\phi_{0,4}(x, y) &= (8y^4 - 8y^2 + 1).
\end{align*}
$$

Note that $\phi_{2,0} = \phi_{2,1} = \phi_{3,0}$, due to the fact that the nodes lies on a second degree algebraic curve.
Algorithm 1.2 Bivariate Lanczos-Like Algorithm

$H$, $K$ commuting real symmetric matrices, $q_0$ of unit length

for $k = 1$ to $j$
do
  Define $k_0 \equiv \frac{(k-2)(k-1)}{2}$, $k_1 \equiv \frac{(k-1)k}{2}$, $k_2 \equiv \frac{k(k+1)}{2}$
  $q_{k_2} = K q_{k_1}$
  for $s = k_0 - 1$ to $k_2 - 1$
do
    $\alpha_s = (q_{k_2}, q_s)$, $q_{k_2} = q_{k_2} - \alpha_s q_s$
  end for
  $\alpha_{k_2} = ||q_{k_2}||$
  if $\alpha_{k_2} > 0$ then
    $q_{k_2} = (1/\alpha_{k_2}) q_{k_2}$
  else
    $q_{k_2} = 0$
  end if
end for

for $l = k_1$ to $k_2 - 1$
do
  $q_{l+k+1} = H q_l$
  for $s = l - k$ to $l + k$
do
    $\beta_s = (q_{k+l+1}, q_s)$, $q_{k+l+1} = q_{k+l+1} - \beta_s q_s$
  end for
  $\beta_{k+l+1} = ||q_{k+l+1}||$
  if $\beta_{k+l+1} > 0$ then
    $q_{k+l+1} = (1/\beta_{k+l+1}) q_{k+l+1}$
  else
    $q_{k+l+1} = 0$
  end if
end for

end for
Chapter 2

Bivariate discrete OPs in Finite Precision Arithmetic

We now explore the implementation aspects of the Algorithm 1.2 proposed in the First Chapter. The Algorithm was meant to compute not high degree polynomials and only in the nodes, thus we have to rearrange it for our purposes. We will see that Lanczos vectors produced become less and less orthogonal as the number of nodes and the polynomial degree increases. Loss of orthogonality is typical of Gram-Schmidt type of processes and it is even worse because of the short recurrences.

As orthogonality is crucial for our aim of building the approximation to a given function (see Chapter 3 and 4), we have to somehow remedy the loss of orthogonality. We consider different strategies, all based on the well known principle of “twice is enough”. The first idea is to use a double $QR$ after producing the evaluations of the polynomials according to the Algorithm; otherwise still remaining in the framework of the Gram-Schmidt algorithms, we can orthogonalize against all the previous vectors and in addition repeat the orthogonalization at each step to gain orthogonality among the generated vectors.

We choose the methods in case of non-uniform and uniform weights and then analyse “qualitatively” computational costs, efficiency and numerical stability of the various methods to make a suitable choice.

Notation

Below we list some symbols we use often in the sequel

- $Q$ matrix produced by Algorithm 1, Chapter 1
- $P$ matrix of the orthogonal polynomials
- $\{x_j\}_{j=1}^M$ nodes
- $\{w_j\}_{j=1}^M$ weights
- $\{y_h\}_{h=1}^H$ finer mesh
- $W = \text{diag}(\sqrt{w_1}, \ldots, \sqrt{w_M})$
\{\phi_1, \ldots, \phi_d\} \text{ orthogonal polynomials}

\{p_1, \ldots, p_d\} \text{ evaluations of orthogonal polynomials in the nodes}

\langle \cdot, \cdot \rangle_w \text{ discrete inner product}

### 2.1 Some considerations about the weights

In the previous Chapter we ask the weights \(\{w_j\}_{j=1}^M\) to be positive and such that \(\sum_{j=1}^M w_j = 1\). The positivity is mandatory to make \(\langle \cdot, \cdot \rangle_w\) an inner product, but it is not necessary that the weights sum to one. The case of positive weights summing to a number greater then one arises for example when the weights are obtained form a positive cubature rule (see Chapter 3).

Consider the case of positive weights \(\{w_j\}_{j=1}^M\), with \(\sum_{j=1}^M w_j = \sigma \geq 1\). Define

\[ \tilde{w}_j = \frac{w_j}{\sigma}, \quad j = 1, \ldots, M. \]

Then the set of new weights \(\{\tilde{w}_j\}_{j=1}^M\) sums to one. Moreover if \(\langle \cdot, \cdot \rangle_{\tilde{w}}\) is the inner product associated with the weights \(\tilde{w}_j\) and \(\langle \cdot, \cdot \rangle_w\) the inner product defined in (1.6), the following relation holds

\[ \langle \cdot, \cdot \rangle_w = \sigma \langle \cdot, \cdot \rangle_{\tilde{w}}. \]

Given the set of nodes \(\{(x_j, y_j)\}_{j=1}^n\) and positive weights \(\{w_j\}_{j=1}^M\), from Algorithm 1.2 we obtain the matrix

\[ Q = WP, \tag{2.1} \]

where \(W = \text{diag}(\sqrt{w_1}, \ldots, \sqrt{w_M})\) and

\[ P = [\phi_j(x_i, y_i)]_{ij} = [p_1 \cdots p_d], \quad 1 \leq j \leq d, 1 \leq i \leq M \]

contains the evaluation of the orthogonal polynomials with respect to \(\langle \cdot, \cdot \rangle_w\) in the nodes. The goal is computing the polynomials \(\{\phi_1, \ldots, \phi_d\}\) at any point \((x, y)\) of a certain compact domain \(\Omega \subset \mathbb{R}^2\).

In the case of uniform weights the matrix \(Q\) equals \(P\) up to scaling, indeed

\[ Q = \frac{1}{\sqrt{M}} P, \]

thus it is possible to compute \(P\) directly from \(Q\), using the same recurrence used to compute \(Q\). Another option is to slightly modify the algorithm for producing directly the matrix \(P\); to this end observe that between the standard inner product \(\langle \cdot, \cdot \rangle\) of \(\mathbb{R}^M\) and \(\langle \cdot, \cdot \rangle_w\) the following relation

\[ \langle \cdot, \cdot \rangle_w = (W^*, W \cdot) \]

holds. Hence if we orthogonalize with respect to the inner product \(\langle \cdot, \cdot \rangle_w\), we obtain the matrix \(P\). This second option is necessary in case \(W^{-1}\) has huge diagonal elements and computing \(P\) as \(P = W^{-1}P\) is not possible, always in the case of non-uniform weights.
2.2 A domain for numerical tests

We want to compute the discrete orthogonal polynomials on the nodes of a cubature rule with positive weights (Chapter 3) or on good points for multivariate polynomial approximation, namely Weakly Admissible Meshes (WAMs) and Discrete Extremal Sets (see Chapter 4 for definitions). All these points are not contained in a low degree algebraic curve. Thus the matrix $Q$ from the bivariate Lanczos Algorithm has full column rank and it is either square or with more rows than columns. Henceforth we denote by $M$ the number of rows of $Q$, that is equal to the cardinality of the nodes and by $d$ the number of the columns, that is equal to the dimension of the space of bivariate polynomials of a fixed degree.

For testing the behaviour of the various algorithms, we consider a rather general quadrangle in the plane (Figure 2.1). The set of nodes in it is a WAM on the quadrangle; in the case of non-uniform weights we generate a (pseudo-) random vector of positive weights by the Matlab function \texttt{rand}. This domain is considered a non special domain because the orthogonality is not well preserved, and this is often the case for the set of nodes we are going to use.

2.3 Loss of orthogonality

We first test the behaviour of the algorithm with uniform weights. We implement the Algorithm exactly as presented in 1.2. There we used the Gram-Schmidt method in its numerical stable variant, called Modified Gram-Schmidt.

The orthogonality of the Lanczos vectors is desirable. Are we producing orthonormal vectors? A good index of the orthogonality of a rectangular matrix $Q \in \mathbb{R}^{M \times d}$ is the number

$$||Q'Q - I_d||_\diamond,$$

where we define the norm $|| \cdot ||_\diamond$ for a matrix $A = (a_{ij})$ to be

$$||A||_\diamond = \max_j \max_i |a_{ij}|.$$
From Table 2.1 is clear that the Lanczos vectors are less and less orthogonal as the degrees of the polynomials increase.

Experimenting we verify that the loss of orthogonality of Lanczos vectors depends strongly on the geometry of the domain and the location of the nodes. Different domains have different behaviours, in particular Table 2.2 shows different trends of orthogonality for nodes of WAMs over three different quadrangles with uniform weights.

### 2.4 Gram-Schmidt and loss of orthogonality

The Gram-Schmidt (GS) numerical algorithm deserves a wise and accurate analysis in a lot of different papers; see among others [37],[6]. There are two main variants, the Classical and Modified. Below we list the two algorithms, using a Matlab-like notation. Let $A = [a_1 \cdots a_d]$ be the starting matrix, and $Q = [q_1 \cdots q_d]$, the matrix obtained after the process.

The Classical GS (CGS) and Modified GS (MGS), despite being theoretically equivalent, have deep difference in numerical behaviour: MGS is numerically stable, CGS is not [37].

If we consider the loss of orthogonality is proportional to the square of the condition number for CGS, whereas it is proportional to the condition number for MGS (see [35]).

In our algorithm the matrix is built recursively and we have analogous cases in literature considering Arnoldi or Lanczos methods. Usually GS is applied to a starting matrix with a certain condition number, and only in this case precise bounds on the loss of orthogonality in terms of the condition number of the starting matrix are known. In the present case bounds are not available, this is the reason why in this section we do not give precise theoretical results on the loss of orthogonality, treating the problem only in its numerical side.
Algorithm 2.1 Classical GS

\[ r_{11} = \|a_1\|, \quad Q = a_1/r_{11} \]
\[ \text{for } j = 2 \text{ to } d \text{ do} \]
  \[ \text{Orthogonalize:} \]
  \[ r_j = Q^t a_j, \quad v = a_j - Qr_j \]
  \[ \text{Normalize:} \]
  \[ r_{jj} = ||v|| \]
  \[ \text{if } r_{jj} > 0 \text{ then} \]
  \[ r_j = [r_j^t; r_{jj}]^t \]
  \[ Q = [Q^t; v/r_{jj}] \]
  \[ \text{end if} \]
\[ \text{end for} \]

Algorithm 2.2 Modified GS

\[ r_{11} = \|a_1\|, \quad q_1 = a_1/r_{11} \]
\[ \text{for } j = 2 \text{ to } d \text{ do} \]
  \[ \text{Orthogonalize:} \]
  \[ v = a_j \]
  \[ \text{for } i = 1 \text{ to } j - 1 \text{ do} \]
  \[ r_{ij} = q_i^t v, \quad v = v - r_{ij} q_i \]
  \[ \text{end for} \]
  \[ \text{Normalize:} \]
  \[ r_{jj} = ||v|| \]
  \[ \text{if } r_{jj} > 0 \text{ then} \]
  \[ r_j = [r_j^t; r_{jj}]^t \]
  \[ Q = [Q^t; v/r_{jj}] \]
  \[ \text{end if} \]
\[ \text{end for} \]
<table>
<thead>
<tr>
<th>DEG</th>
<th>M</th>
<th>d</th>
<th>orthogonality (A)</th>
<th>orthogonality (B)</th>
<th>orthogonality (C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>36</td>
<td>21</td>
<td>7.008283e-16</td>
<td>9.367507e-16</td>
<td>6.349088e-16</td>
</tr>
<tr>
<td>10</td>
<td>121</td>
<td>66</td>
<td>2.097281e-15</td>
<td>1.138841e-12</td>
<td>1.341159e-12</td>
</tr>
<tr>
<td>15</td>
<td>256</td>
<td>136</td>
<td>3.688022e-15</td>
<td>1.272318e-09</td>
<td>8.194117e-10</td>
</tr>
<tr>
<td>20</td>
<td>441</td>
<td>231</td>
<td>1.241238e-14</td>
<td>7.751121e-08</td>
<td>7.981029e-07</td>
</tr>
<tr>
<td>25</td>
<td>676</td>
<td>351</td>
<td>1.046567e-14</td>
<td>1.060701e-03</td>
<td>1.263404e-02</td>
</tr>
<tr>
<td>30</td>
<td>961</td>
<td>496</td>
<td>1.948008e-14</td>
<td>1.281503e-01</td>
<td>2.986142e-01</td>
</tr>
<tr>
<td>35</td>
<td>1296</td>
<td>666</td>
<td>3.738503e-14</td>
<td>1.166014e-01</td>
<td>3.271176e-01</td>
</tr>
<tr>
<td>40</td>
<td>1681</td>
<td>861</td>
<td>4.036723e-14</td>
<td>2.024280e-01</td>
<td>4.080286e-01</td>
</tr>
<tr>
<td>45</td>
<td>2116</td>
<td>1081</td>
<td>6.319294e-14</td>
<td>2.050915e-01</td>
<td>5.035785e-01</td>
</tr>
<tr>
<td>50</td>
<td>2601</td>
<td>1326</td>
<td>8.054972e-14</td>
<td>1.745812e-01</td>
<td>4.979569e-01</td>
</tr>
<tr>
<td>55</td>
<td>3136</td>
<td>1596</td>
<td>4.529016e-14</td>
<td>1.964126e-01</td>
<td>5.175557e-01</td>
</tr>
<tr>
<td>60</td>
<td>3721</td>
<td>1891</td>
<td>6.010557e-14</td>
<td>2.227258e-01</td>
<td>7.407150e-01</td>
</tr>
</tbody>
</table>

Table 2.2: Loss of orthogonality for 3 different quadrangle with uniform weights, using Algorithm 1.2. Quadrangle A has vertices \{(-1,-1), (1,-1), (1,1), (-1,1)\}; quadrangle B has vertices \{(-1,-1), (1,-1), (0,1), (-1,1)\}; quadrangle C has vertices \{(-1,0), (0,-1), (1,0), (0,1)\}. Orthogonality is measured by \|·\|_0 norm.

### 2.5 A Better Conditioned Basis

Even though not orthogonal, the matrix produced from the Algorithm 1.2 is better conditioned with respect to other known polynomial basis. Clearly the Lanczos basis is better conditioned then the standard monomial basis. But remarkably Lanczos basis is also better conditioned if compared to the total-degree Chebyshev basis of the minimal rectangle containing the domain. A small condition number is particularly appreciated in the least-squares approximation and also for the extraction of Approximate Fekete Points (Chapter 4). For testing the condition number we consider again the quadrangle of Figure 2.1. The condition number is computed by Matlab routine \texttt{cond}.

### 2.6 Remedies to the loss of orthogonality

With the Algorithm 1.2 we are orthogonalizing against an increasing number of vectors, but not all of them since we are using short recurrences. We expect a situation similar to the univariate Lanczos, where the short recurrences causes a loss of orthogonality. Indeed at each step of Lanczos the components in the direction of the eigenvectors corresponding to the greatest eigenvalues are amplified causing the phenomenon of the ghost eigenvalues [52],[20].

The first idea is to use the Lanczos vectors produced by the Algorithm 1.2 with uniform weights. The vectors are not orthogonal, but the matrix \(Q\) is not too ill conditioned. When the conditioning (in the 2-norm) is below (or not much greater) then the reciprocal of machine precision two \(QR\) factorization succeed in producing
Table 2.3: Condition number of the Vandermonde-like matrices for the monomial basis, Chebyshev basis and Lanczos basis evaluated in the nodes of the WAM on the test quadrangle.

<table>
<thead>
<tr>
<th>DEG</th>
<th>Monomial</th>
<th>Chebyshev</th>
<th>Lanczos</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>8.545052e + 02</td>
<td>2.936783e + 02</td>
<td>1.000000e + 00</td>
</tr>
<tr>
<td>10</td>
<td>1.873821e + 06</td>
<td>2.470754e + 05</td>
<td>1.000000e + 00</td>
</tr>
<tr>
<td>15</td>
<td>4.518375e + 09</td>
<td>1.994484e + 08</td>
<td>1.000000e + 00</td>
</tr>
<tr>
<td>20</td>
<td>1.107869e + 13</td>
<td>1.578622e + 11</td>
<td>1.000000e + 00</td>
</tr>
<tr>
<td>25</td>
<td>2.756511e + 16</td>
<td>1.233764e + 14</td>
<td>1.000013e + 00</td>
</tr>
<tr>
<td>30</td>
<td>9.586300e + 18</td>
<td>1.244124e + 16</td>
<td>1.027106e + 00</td>
</tr>
<tr>
<td>35</td>
<td>6.220577e + 20</td>
<td>1.254566e + 16</td>
<td>1.088690e + 02</td>
</tr>
<tr>
<td>40</td>
<td>2.730426e + 22</td>
<td>2.296354e + 16</td>
<td>8.569502e + 04</td>
</tr>
<tr>
<td>45</td>
<td>1.019542e + 24</td>
<td>2.983872e + 16</td>
<td>1.345507e + 07</td>
</tr>
<tr>
<td>50</td>
<td>3.445620e + 25</td>
<td>3.638682e + 16</td>
<td>1.507130e + 09</td>
</tr>
<tr>
<td>55</td>
<td>1.659042e + 27</td>
<td>4.840527e + 16</td>
<td>1.002238e + 10</td>
</tr>
<tr>
<td>60</td>
<td>3.029659e + 29</td>
<td>9.197680e + 16</td>
<td>4.988739e + 11</td>
</tr>
</tbody>
</table>

A matrix orthogonal up to an error close to machine precision. This phenomenon is known as “twice is enough” in the contest of numerical orthogonalization [36]. The advantage of this method is using a fast and optimized routine in Matlab, the economical QR factorization. Moreover the triangular matrices $R_1$ and $R_2$ (of the first and the second QR factorization respectively) yield the changes of basis that bring the polynomial basis to be orthogonal with respect to the inner product $\langle \cdot, \cdot \rangle_w$.

We summarize the procedure in Algorithm 2.3. Note that the first orthogonalization is needed only to make the matrix better conditioned, whereas multiplication by $W$ is necessary to orthogonalize with respect to the inner product $\langle \cdot, \cdot \rangle_w$.

**Algorithm 2.3 Computing OPs on the nodes - Method 1**

Compute matrix $Q$ from the Algorithm 1.2. 

\[
Q_1 R_1 = Q \\
Q_2 R_2 = W Q_1 \\
P = Q R_1^{-1} R_2^{-1}
\]

The other way to compute the matrix $P$ of the orthogonal polynomials is to use the GS process with respect to the inner product $\langle \cdot, \cdot \rangle_w$. But - as we saw already in the case of uniform weights - we have to face the loss of orthogonality. Even accepting recurrences growing linearly with the iteration number and losing the great efficiency of the algorithm, there is no substantial improvement of the orthogonality and the only way to obtain orthogonal vectors from a GS process is to repeat the orthogonalization twice at each step [35]. Note that also in this case we are using the “twice is enough” principle.

In this second case we rewrite the Algorithm 1.2 as shown in Algorithm 2.4. In the orthogonalization steps is possible to use either Modified GS or Classical GS. The two algorithms share the same trend as regarding the orthogonality. However, the CGS allows block computations, hence is faster in Matlab (and more generally in a
Algorithm 2.4 Computing OPs on the nodes - Method 2

**INPUT**
- $H = \text{diag}(x_1, \ldots, x_M)$
- $K = \text{diag}(y_1, \ldots, y_M)$
- $W = \text{diag}(\sqrt{w_1}, \ldots, \sqrt{w_M})$

**for** $k = 1$ to $j$ **do**
- Define $k_1 \equiv \frac{(k-1)k}{2}$, $k_2 \equiv \frac{k(k+1)}{2}$
- $q_{k_2} = Kq_{k_1}$
- **for** $s = 1$ to $k_2 - 1$ **do**
  - Orthogonalise twice $q_{k_2}$ against $q_s$ with respect to $\langle \cdot, \cdot \rangle_w$
- Normalize $q_{k_2}$
- **for** $l = k_1$ to $k_2 - 1$ **do**
  - $q_{l+k+1} = Hq_l$
  - **for** $s = 1$ to $l + k$ **do**
    - Orthogonalise twice $q_{l+k+1}$ against $q_s$ with respect to $\langle \cdot, \cdot \rangle_w$
- Normalize $q_{k+l+1}$

end for

2.7 Computing OPs at any point

We would like to evaluate the computed OPs at any fixed point of $\mathbb{R}^2$, possibly different from the nodes. Let $\{x_j, y_j\}_{j=1}^M$ be the set of nodes and $\{w_j\}_{j=1}^M$ the weights. As we have seen in the previous section we can produce the matrix $P$ using two methods. In this section we will show that for both methods is possible to compute the OPs also outside the nodes.

If the matrix $P$ is produced with the Algorithm 2.3, we store the recurrence coefficients used to produce $Q$, and the upper triangular matrices $R_1$ and $R_2$ of the changes of basis. Storing all these terms allows the computation of every polynomials also outside the nodes.

In the second case we store the recurrence coefficients produced by both the first and the second GS orthogonalizations. These coefficients are sufficient to reconstruct the orthogonal polynomials at any points in $\mathbb{R}^2$.

2.8 Computational Cost and Efficiency

In this section we analyse the computational cost and efficiency of the two methods proposed to remedy the loss of orthogonality. The computational cost is considered in terms of FLOPs (Floating Points Operations, namely additions,
Algorithm 2.5 Computing OPs at any point - Method 1

**INPUT:**

- \((x, y)\)
- recurrence coefficients to compute \(Q\)
- matrices \(R_1, R_2\)

Use the coefficients to find

\[Q = [q_1 \cdots q_d]\]

\[P = [p_1 \cdots p_d] = QR_1^{-1}R_2^{-1}\]

Algorithm 2.6 Computing OPs at any point - Method 2

**INPUT:**

- \((x, y)\)
- recurrence coefficients to compute \(Q\)

Use the coefficients to find

\[P = [p_1 \cdots p_d]\]

subtractions, multiplications and divisions) required for the computation of the orthogonal polynomials in the nodes. The efficiency is measured by the amount of space used in the memory to store the computed recurrence coefficients and the triangular matrices of the change of basis. All the expressions are obtained using the symbolic operations with Mathematica [70].

### 2.8.1 Computational cost for computing the OPs in the nodes

**Method 1** The first Method as exposed in 2.3 has the computational cost of the basic Algorithm plus the two QR factorizations in economical form. Let \(M\) be the number of nodes and \(d\) the dimension of the space of polynomials of degree less than or equal to \(n\).

To produce the recurrence coefficients as in 1.2 we need the following number of operations

\[
\sum_{k=1}^{n} \left\{ \sum_{k_0-1}^{k_2-1} (2M - 1 + 2M) + 2M + M + \sum_{l=k_1}^{l+k} \left( M + \sum_{s=l-k}^{l+k} (2M - 1 + 2M) + 2M + M \right) \right\}.
\]

Expanding the formula we obtain an expression containing \(M\) and \(n\), namely

\[
\frac{1}{6} (-11n - 15n^2 - 4n^3 + 80nM + 72n^2M + 16n^3M) .
\]

Note that the computational cost to produce the OPs using the algorithm 1.2 is asymptotic to \(\mathcal{O}(16Mn^3/6)\). Moreover we add: the cost of the two QR factorization [37], which is

\[
2 \left( Md^2 - \frac{2}{3}d^3 \right)
\]
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the cost of the multiplications by the weights matrix $W$ $(Md)$ and the cost of solving two triangular systems, with triangular matrices $R_1$ and $R_2$ $(Md^2$ each).

Thus the resulting cost is

$$-\frac{4}{3} + 5M - \frac{47}{6} n + \frac{161}{6} Mn - \frac{27}{2} n^2 + \frac{51}{2} M n^2 - \frac{67}{6} n^3 + \frac{26}{3} M n^3 - \frac{11}{2} n^4 + M n^4 - \frac{3}{2} n^5 + \frac{1}{6} n^6.$$

Summarizing we proved that the computational cost of the Method 1 proposed has asymptotic behaviour equal to $\mathcal{O}(Mn^4)$.

**Method 2** The second Method as proposed in 2.4 has the computational cost of the repeated GS process with respect to the discrete inner product $\langle \cdot, \cdot \rangle_w$. In both versions (with Modified and Classical GS) the cost of the algorithm is computed as

$$\sum_{k=1}^{n} \left\{ M + \sum_{s=0}^{k_2-1} (2M - 1 + 2M) + 2M + M + \sum_{l=k_1}^{k_2-1} (M + \sum_{s=0}^{l+k} (2M - 1 + 2M) + 2M + M) \right\}.$$

Since at each orthogonalization we consider the vector multiplied by $W$ (recall that $\langle \cdot, \cdot \rangle_w = \langle W \cdot, W \cdot \rangle$), we have to add $2Md$ operations.

Expanding this formula we obtain the following expression

$$2M - \frac{3}{2} n + 15Mn - \frac{11}{4} n^2 + 14Mn^2 - \frac{3}{2} n^3 + 6Mn^3 - \frac{1}{4} n^4 + Mn^4.$$

This algorithm has asymptotic behaviour equal to $\mathcal{O}(Mn^4)$ too, but looking at the second order term, this latter algorithm appears cheaper.

Despite the computational costs, the timings of the algorithms are quite different.

We display in Table 2.4 the time spent for computing the OPs in the nodes with the Method 1 and Method 2 (both Modified and Classical GS variants).

The fact that the Classical GS allows block-columns operations makes the Method 2 more suitable for Matlab implementation. As regarding the orthogonality it is better preserved in the variants with the Modified Gram-Schmidt algorithm, but also in the case of Classical GS and Method 1 the level of orthogonality is satisfactory.

### 2.8.2 Computational cost for evaluating the OPs

**Method 1** The first Method as exposed in 2.5 has the computational cost of reproducing the basic Algorithm plus the cost of the multiplication by the upper triangular matrices $R_1^{-1}$, $R_2^{-1}$. Let $H$ be the number of points at which we want to evaluate the $d$ polynomials of degree less than or equal to $n$.

To reproduce the polynomials using the recurrence coefficients we need the following
number of operations (we skip the computation of the coefficients)

\[
\sum_{k=1}^{n} \left\{ H + \sum_{s=k_0-1}^{k_2-1} (2H) + H + \sum_{l=k_1}^{k_2-1} \left( H + \sum_{s=l-k}^{l+k} (2H) + H \right) \right\}.
\]

Expanding the formula we obtain an expression containing \( H \) and \( n \), namely

\[
\frac{20}{3} Hn + 6Hn^2 + \frac{4}{3} Hn^3.
\]

Note that we save about half of the operations used to compute the OPs in the nodes. Moreover we add the cost of the two matrix multiplications, i.e. \( 2Hd^2 \). Thus the resulting cost is

\[
2H + \frac{38}{3} Hn + \frac{25}{2} Hn^2 + \frac{13}{3} Hn^3 + \frac{1}{2} Hn^4
\]

We showed that the computational cost for evaluating the OPs, after producing the recurrence coefficients and the inverse triangular matrices has asymptotic behaviour equal to \( O(Hn^4) \).

**Method 2** The second Method as proposed in 2.6 evaluate the OPs up to degree \( n \) in \( H \) points and has different computational cost. In both versions (with Modified and Classical GS) the algorithm costs can be computed as

\[
\sum_{k=1}^{n} \left\{ H + \sum_{s=0}^{k_2-1} (2H) + H + \sum_{l=k_1}^{k_2-1} \left( H + \sum_{s=0}^{l+k} (2H) + H \right) \right\}.
\]

Expanding this formula we obtain the following expression

\[
-\frac{3}{2} n + 6Hn - \frac{11}{4} n^2 + \frac{13}{2} Hn^2 - \frac{3}{2} n^3 + 3Hn^3 - \frac{1}{4} n^4 + \frac{1}{2} Hn^4.
\]

This algorithm has asymptotic behaviour equal to \( O(Hn^4) \), but the number of operations needed are half of the ones needed to compute OPs in the nodes. Again comparing the second order term this second algorithm appear more convenient.

Even in the case of evaluation of the polynomials, we consider the timings to have a concrete idea about the quality of the proposed Methods. To this end we compute the recurrence coefficients and (possibly) the triangular matrices for degrees 10, 20, 30 and 40 and then use these values to evaluate polynomials in an increasing number of points. The results are presented in the Table 2.5, again the block columns implementation of Classical GS algorithm causes the Method 2 with CGS to be the best choice. Note that the difference become smaller as the degree and the number of points increase. To explain this fact consider that the Matlab command / to compute the multiplication by the triangular inverse matrices are optimized causing a better usage of memory and faster computations.
2.8.3 Efficiency

Consider now the quantity of floating numbers that we need to store to evaluate the orthogonal polynomials.

For the first Method we have to store the coefficients $\alpha$s and $\beta$s, their number is

$$\frac{1}{3} \left( 10n + 9n^2 + 2n^3 \right).$$

Moreover we have to store the triangular matrices, which are of dimension $d \times d$ each, this means that we need to save

$$1 + \frac{19}{3} n + \frac{25}{4} n^2 + \frac{13}{6} n^3 + \frac{1}{4} n^4.$$ 

For the second Method we need to store the coefficients of both the orthogonalizations, this means storing

$$3n + \frac{13}{4} n^2 + \frac{3}{2} n^3 + \frac{1}{4} n^4$$

numbers.

In both ways the space to store the coefficients are of order $O(n^4/4)$; one more time the second Method appears better then the first, looking at the second order term.

2.9 Stability

In this section we observe the response of the various method proposed to small perturbations of the nodes and the weights.

The analysis is done on a numerical point of view. Suppose the nodes and the weights are affected by an error of order $\varepsilon$. We denote the new weights by $\{\hat{w}_j\}_{j=1}^M$ and the new nodes by $\{(\hat{x}_j, \hat{y}_j)\}_{j=1}^M$. Let $\hat{P}$ be the matrix obtained by one of the orthogonalization methods proposed using the perturbed nodes and weights and let $P$ be the matrix obtained using the original nodes and weights.

We produce artificially the nodes and weights affected by errors by adding to the original quantity a random error of the desired order, namely of order $\varepsilon$. We consider as index of stability the distance $||\hat{P} - P||_\diamondsuit$. 
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(a) Time to compute OPs in the nodes

<table>
<thead>
<tr>
<th>DEG</th>
<th>Method 1</th>
<th>Method 2 (MGS)</th>
<th>Method 2 (CGS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>5.018330e−03</td>
<td>1.507264e−02</td>
<td>2.815298e−02</td>
</tr>
<tr>
<td>10</td>
<td>1.558499e−02</td>
<td>5.349547e−02</td>
<td>1.880150e−02</td>
</tr>
<tr>
<td>15</td>
<td>7.597983e−02</td>
<td>2.258162e−01</td>
<td>3.051189e−02</td>
</tr>
<tr>
<td>20</td>
<td>1.559336e−01</td>
<td>6.808208e−01</td>
<td>4.496751e−02</td>
</tr>
<tr>
<td>25</td>
<td>2.510725e−01</td>
<td>2.105556e+00</td>
<td>1.446769e−01</td>
</tr>
<tr>
<td>30</td>
<td>6.432010e−01</td>
<td>4.797996e+00</td>
<td>1.487998e−01</td>
</tr>
<tr>
<td>35</td>
<td>1.897586e+00</td>
<td>5.666013e+00</td>
<td>4.047092e−01</td>
</tr>
<tr>
<td>40</td>
<td>3.402484e+00</td>
<td>1.099150e+01</td>
<td>1.715695e+00</td>
</tr>
<tr>
<td>45</td>
<td>7.130280e+00</td>
<td>4.458592e+01</td>
<td>5.102558e+00</td>
</tr>
<tr>
<td>50</td>
<td>1.265740e+01</td>
<td>8.806264e+01</td>
<td>9.958521e+00</td>
</tr>
<tr>
<td>55</td>
<td>2.017278e+01</td>
<td>1.091873e+02</td>
<td>1.574774e+01</td>
</tr>
<tr>
<td>60</td>
<td>3.101888e+01</td>
<td>2.163251e+02</td>
<td>1.832612e+01</td>
</tr>
</tbody>
</table>

(b) Orthogonality of $Q = WP$

<table>
<thead>
<tr>
<th>DEG</th>
<th>Method 1</th>
<th>Method 2 (MGS)</th>
<th>Method 2 (CGS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>6.661338e−16</td>
<td>2.220446e−16</td>
<td>4.440892e−16</td>
</tr>
<tr>
<td>10</td>
<td>1.11023e−15</td>
<td>6.661338e−16</td>
<td>6.661338e−16</td>
</tr>
<tr>
<td>15</td>
<td>1.554312e−15</td>
<td>8.881784e−16</td>
<td>8.881784e−16</td>
</tr>
<tr>
<td>20</td>
<td>1.998401e−15</td>
<td>8.881784e−16</td>
<td>1.110223e−15</td>
</tr>
<tr>
<td>25</td>
<td>1.776357e−15</td>
<td>1.554312e−15</td>
<td>8.881784e−16</td>
</tr>
<tr>
<td>30</td>
<td>2.220446e−15</td>
<td>1.332268e−15</td>
<td>8.881784e−16</td>
</tr>
<tr>
<td>35</td>
<td>2.664535e−15</td>
<td>1.110223e−15</td>
<td>1.110223e−15</td>
</tr>
<tr>
<td>40</td>
<td>2.886580e−15</td>
<td>1.110223e−15</td>
<td>1.110223e−15</td>
</tr>
<tr>
<td>45</td>
<td>3.330669e−15</td>
<td>1.332268e−15</td>
<td>1.332268e−15</td>
</tr>
<tr>
<td>50</td>
<td>4.662937e−15</td>
<td>8.881784e−16</td>
<td>9.228729e−16</td>
</tr>
<tr>
<td>55</td>
<td>3.996803e−15</td>
<td>1.332268e−15</td>
<td>8.881784e−16</td>
</tr>
<tr>
<td>60</td>
<td>5.773160e−15</td>
<td>1.554312e−15</td>
<td>1.554312e−15</td>
</tr>
</tbody>
</table>

Table 2.4: Quadrangle of vertices $\{(-1, -1), (2, 0), (1, 1), (-2, 2)\}$ with non-uniform weights. Comparison among various methods to compute OPs. Measures of elapsed time in seconds for computing the OPs in the nodes. Orthogonality of the computed matrix in the $\| \cdot \|_0$ norm.
<table>
<thead>
<tr>
<th>$H$</th>
<th>Method 1</th>
<th>Method 2 (MGS)</th>
<th>Method 2 (CGS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^5$</td>
<td>$5.165458e-02$</td>
<td>$1.261318e-01$</td>
<td>$1.904451e-02$</td>
</tr>
<tr>
<td>$10^2$</td>
<td>$3.585983e-02$</td>
<td>$1.307626e-01$</td>
<td>$2.249871e-02$</td>
</tr>
<tr>
<td>$10^3$</td>
<td>$7.163346e-02$</td>
<td>$2.064558e-01$</td>
<td>$3.839979e-02$</td>
</tr>
<tr>
<td>$10^4$</td>
<td>$2.891325e-01$</td>
<td>$9.961866e-01$</td>
<td>$1.917382e-01$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$H$</th>
<th>Method 1</th>
<th>Method 2 (MGS)</th>
<th>Method 2 (CGS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^6$</td>
<td>$2.176916e-01$</td>
<td>$1.620216e+00$</td>
<td>$5.352824e-02$</td>
</tr>
<tr>
<td>$10^2$</td>
<td>$2.412967e-01$</td>
<td>$1.633113e+00$</td>
<td>$6.354765e-02$</td>
</tr>
<tr>
<td>$10^3$</td>
<td>$3.949167e-01$</td>
<td>$2.498941e+00$</td>
<td>$1.889257e-01$</td>
</tr>
<tr>
<td>$10^4$</td>
<td>$1.988462e+00$</td>
<td>$1.042253e+01$</td>
<td>$1.699664e+00$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$H$</th>
<th>Method 1</th>
<th>Method 2 (MGS)</th>
<th>Method 2 (CGS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^5$</td>
<td>$6.352388e-01$</td>
<td>$7.290339e+00$</td>
<td>$1.197903e-01$</td>
</tr>
<tr>
<td>$10^2$</td>
<td>$6.930041e-01$</td>
<td>$8.252970e+00$</td>
<td>$1.690478e-01$</td>
</tr>
<tr>
<td>$10^3$</td>
<td>$1.127305e+00$</td>
<td>$1.471608e+01$</td>
<td>$7.668499e-01$</td>
</tr>
<tr>
<td>$10^4$</td>
<td>$5.034270e+00$</td>
<td>$5.791837e+01$</td>
<td>$7.076889e+00$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$H$</th>
<th>Method 1</th>
<th>Method 2 (MGS)</th>
<th>Method 2 (CGS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^6$</td>
<td>$1.786669e+00$</td>
<td>$2.536993e+01$</td>
<td>$2.496776e-01$</td>
</tr>
<tr>
<td>$10^2$</td>
<td>$1.810302e+00$</td>
<td>$2.445212e+01$</td>
<td>$3.948120e-01$</td>
</tr>
<tr>
<td>$10^3$</td>
<td>$2.668694e+00$</td>
<td>$3.925531e+01$</td>
<td>$2.094131e+00$</td>
</tr>
<tr>
<td>$10^4$</td>
<td>$1.360306e+00$</td>
<td>$1.476062e+02$</td>
<td>$2.245733e+01$</td>
</tr>
</tbody>
</table>

**Table 2.5:** Quadrangle of vertices \{(-1, -1), (2, 0), (1, 1), (-2, 2)\} with non-uniform weights. Comparison among various methods to evaluate OPs. Measures of elapsed time in seconds in the subset of first $H$ nodes taken from a degree 120 WAM on the quadrangle.
Table 2.6: Quadrangle of vertices \{(-1, -1), (2, 0), (1, 1), (-2, 2)\} with non-uniform weights. We add to the nodes coordinates and weights a vector of order $\varepsilon$. Measures of $\|\hat{P} - P\|_\diamond$ for the various methods to compute OPs.

<table>
<thead>
<tr>
<th>DEG</th>
<th>Method 1</th>
<th>Method 2 (MGS)</th>
<th>Method 2 (CGS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>$2.553513 e-15$</td>
<td>$3.164136 e-15$</td>
<td>$2.775558 e-15$</td>
</tr>
<tr>
<td>10</td>
<td>$2.114975 e-13$</td>
<td>$2.741141 e-13$</td>
<td>$2.023243 e-13$</td>
</tr>
<tr>
<td>15</td>
<td>$4.477965 e-11$</td>
<td>$6.235895 e-11$</td>
<td>$5.537974 e-11$</td>
</tr>
<tr>
<td>20</td>
<td>$7.939116 e-09$</td>
<td>$4.108985 e-08$</td>
<td>$1.909450 e-08$</td>
</tr>
<tr>
<td>25</td>
<td>$1.337670 e-06$</td>
<td>$1.144611 e-03$</td>
<td>$6.975289 e-04$</td>
</tr>
<tr>
<td>30</td>
<td>$3.898145 e-04$</td>
<td>$4.874856 e-01$</td>
<td>$7.569423 e-01$</td>
</tr>
<tr>
<td>35</td>
<td>$6.715763 e-01$</td>
<td>$7.750173 e-01$</td>
<td>$7.502276 e-01$</td>
</tr>
<tr>
<td>40</td>
<td>$6.688278 e-01$</td>
<td>$1.649483 e+00$</td>
<td>$2.249518 e+00$</td>
</tr>
<tr>
<td>45</td>
<td>$9.226162 e-01$</td>
<td>$2.024141 e+00$</td>
<td>$2.366285 e+00$</td>
</tr>
<tr>
<td>50</td>
<td>$1.220909 e+00$</td>
<td>$1.206194 e+00$</td>
<td>$1.155290 e+00$</td>
</tr>
<tr>
<td>55</td>
<td>$2.950014 e+00$</td>
<td>$5.475262 e+00$</td>
<td>$4.161549 e+00$</td>
</tr>
<tr>
<td>60</td>
<td>$3.241659 e+00$</td>
<td>$3.066390 e+00$</td>
<td>$2.686518 e+00$</td>
</tr>
</tbody>
</table>

Table 2.6: Quadrangle of vertices \{(-1, -1), (2, 0), (1, 1), (-2, 2)\} with non-uniform weights. We add to the nodes coordinates and weights a vector of order $\varepsilon$. Measures of $\|\hat{P} - P\|_\diamond$ for the various methods to compute OPs.

(b) $\varepsilon = 10^{-14}$
Chapter 3

Hyperinterpolation over some planar regions

In this chapter we present a generalization of polynomial interpolation. Given a continuous function \( f \) over a rather general planar region, hyperinterpolation is a linear approximation that uses values of \( f \) on a well chosen finite set. The approximation is a discrete least-squares approximation constructed with the aid of a high-order cubature rule. For a rule exact on polynomials of suitably high degree (\( 2n \) or greater), the \( L^2 \) error of the approximation is bounded by a constant factor of the error of best uniform approximation by polynomials of degree less than or equal to \( n \). Therefore \( L^2 \) error converges to zero as the degree of the approximating polynomial approaches infinity. The theoretical background of this chapter can be found in [57].

After presenting the main result of the paper [57], we use the algorithm to produce OPs presented in the previous chapter to build the hyperinterpolant over non-standard domains. We are presenting hyperinterpolation over some planar regions, for which Gaussian rules of high-degree are known, namely circular sections and polygons.

3.1 Hyperinterpolation: Setting and Results

Let \( \Omega \) be a compact region of \( \mathbb{R}^2 \). The region \( \Omega \) is assumed to be a closure of a connected open domain of \( \mathbb{R}^2 \) with finite measure with respect to some positive measure \( d\mu \), that is to say

\[
\mu(\Omega) = \int_{\Omega} d\mu < \infty.
\]

We wish to approximate \( f \in C(\Omega) \) by a real bivariate polynomial of degree less than or equal to \( n \), \( L_n f \).

Assume that we are given also a positive cubature formula of polynomial degree of exactness at least \( 2n \). This means that there exist a finite set of points and related positive weights

\[
x_k \in \Omega \quad \text{and} \quad w_k > 0 \quad 1 \leq k \leq M = M_{2n},
\]

(3.1)
with the property that
\[
\sum_{k=1}^{M} w_k g(x_k) = \int_{\Omega} g d\mu \quad \forall g \in \mathbb{P}^2_n(\Omega). \tag{3.2}
\]

The degree of exactness $2n$ of the cubature rule guarantees that the rule is exact over polynomials of degree less than or equal to $2n$.

Let $d = d_n = \frac{(n + 2)(n + 1)}{2}$ the dimension of $\mathbb{P}^2_n$. Consider a basis of $\mathbb{P}^2_n$
\[
\{\phi_1, \ldots, \phi_d\} \in \mathbb{P}^2_n,
\]
which is orthonormal in $L^2_{d\mu}(\Omega)$, that is
\[
\int_{\Omega} \phi_i \phi_j d\mu = \delta_{i,j} \quad 1 \leq i, j \leq d. \tag{3.3}
\]

The sets of nodes and weights from the cubature rule induces a discrete weighted inner product $\langle \cdot, \cdot \rangle_w$ defined by
\[
\langle f, g \rangle_w \equiv \sum_{k=1}^{M} w_k f(x_k) g(x_k). \tag{3.4}
\]

Thanks to the degree of exactness $2n$, the basis $\{\phi_1, \ldots, \phi_d\}$ is orthonormal also with respect to this inner product. Indeed
\[
\langle \phi_i, \phi_j \rangle_w = \sum_{k=1}^{M} w_k \phi_i(x_k) \phi_j(x_k) = \int_{\Omega} \phi_i \phi_j d\mu = \delta_{i,j}. \tag{3.5}
\]

Note that also the converse is true: a polynomial basis orthonormal with respect to the discrete inner product is orthonormal also in $L^2_{d\mu}(\Omega)$. It is natural to define the approximation $L_n f$ of $f$ as the orthogonal projection of $f$ onto $\mathbb{P}^2_n(\Omega)$, with respect to the discrete inner product $\langle \cdot, \cdot \rangle_w$.
Then $L_n f$, the approximation of $f$, is defined as
\[
L_n f \equiv \sum_{j=1}^{d} c_j \phi_j, \quad c_j = \langle f, \phi_j \rangle_w. \tag{3.6}
\]

Later on we prove that $L_n f$ is a good approximation to $f$. Asking the exactness up to degree $2n$ polynomials does not come for free and the resulting lower bound on the number $M$ of quadrature points is presented in the next lemma [50].

**Lemma 2.** If a quadrature rule is exact for all polynomials of degree less than or equal to $2n$, the number of quadrature points $M$ satisfies $M \geq d$.

**Proof.** Let $Q$ be the $d \times m$ matrix with elements $q_{jk} = w_k^{1/2} p_j(x_k)$. Then (3.5) asserts that the rows of $Q$ are orthogonal, and hence linearly independent, so that $\text{rank}(Q) = d$. Since $\text{rank}(Q) \leq M$, the result follows. \qed
Other lower bounds on the number of quadrature points are known for special situations. For a summary on these results see [51]. An $M$-point quadrature rule that is exact for all polynomials of degree less than or equal to $2n$ is said to be minimal if $M = d$.

The following lemma asserts that $L_n f = f$ if $f$ is a polynomial of degree less than or equal to $n$, meaning that the approximation is exact for polynomials in $P^2_n$.

**Lemma 3.** If $f \in P^2_n(\Omega)$, then $L_n f = f$.

**Proof.** Since $f \in P^2_n$ can be written as

$$f = \sum_{j=1}^d a_j \phi_j,$$

definition (3.6) yields

$$L_n f = \sum_{j=1}^d \left( \sum_{i=1}^d a_i \phi_i \right) w \phi_j = \sum_{j=1}^d \sum_{i=1}^d a_i \langle \phi_i, \phi_j \rangle w \phi_j = \sum_{j=1}^d a_j \phi_j = f.$$

□

We are now ready to state the main result of the paper [57]. The norms are defined as usual

$$\|g\|_2 \equiv \left( \int_{\Omega} g^2 d\mu \right)^{1/2}, \quad g \in L^2_{d\mu}(\Omega)$$

and

$$\|g\|_\Omega \equiv \max_{x \in \Omega} |g(x)|, \quad g \in C(\Omega).$$

Moreover we define $E_n(g; \Omega)$ to be the error of best uniform approximation of $g$ by an element of $P^2_n$ as

$$E_n(g; \Omega) \equiv \inf_{\chi \in P^2_n} \|g - \chi\|_\Omega, \quad g \in C(\Omega). \quad (3.7)$$

**Theorem 4.** Given $f \in C(\Omega)$, let $L_n f \in P^2_n$ be defined by (3.6), where the quadrature points and weights in the discrete inner product satisfy (3.1) and the quadrature rule is exact on polynomials of degree up to $2n$. Then

$$\|L_n f - f\|_2 \leq 2 \mu(\Omega)^{1/2} E_n(f; \Omega). \quad (3.8)$$

Thus $\|L_n f - f\|_2 \to 0$ as $n \to \infty$.

**Proof.** Under the hypothesis of the statement, let us prove that

$$(L_n f, L_n f)_w \leq (f, f)_w. \quad (3.9)$$

Write any polynomial $\chi \in P^2_n$ as $\chi = \sum_{j=1}^d a_j \phi_j$. From definition 3.6 and discrete orthogonality relations among $\phi_i$ follows that $f - L_n f$ is orthogonal to the space $P^2_n$.}
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Indeed,

\[
\langle f - L_n f, \chi \rangle_w = \sum_{j=1}^{d} a_j \langle f, \phi_j \rangle_w - \sum_{j=1}^{d} a_j \langle L_n f, \phi_j \rangle_w = \sum_{j=1}^{d} a_j \langle f, \phi_j \rangle_w - \sum_{j=1}^{d} a_j \left( \sum_{i=1}^{d} \langle f, \phi_i \rangle_w \phi_i, \phi_j \rangle_w = 0. \]

Since \( L_n f \in \mathbb{P}_n^2 \) and \( \langle \cdot, \cdot \rangle_w \) is bilinear we get \( \langle L_n f, L_n f \rangle_w = \langle f, L_n f \rangle_w \).

We finally obtain (3.9) by positivity and linearity of \( \langle \cdot, \cdot \rangle_w \).

We now show that

\[
\|L_n f\|_2 \leq \mu(\Omega)^{1/2} \|f\|_\Omega. \tag{3.10}
\]

Consider

\[
\|L_n f\|_2^2 = \int_{\Omega} (L_n f)^2 d\mu = \langle L_n f, L_n f \rangle_w \leq \langle f, f \rangle_w = \sum_{k=1}^{m} w_k f(x_k)^2 \leq \sum_{k=1}^{m} w_k \|f\|_\Omega^2 = \mu(\Omega) \|f\|_\Omega^2,
\]

where in the second equality we used the rule (3.2), which is applicable because \( (L f)^2 \in \mathbb{P}_n^2 \), then we used (3.9). In the last step we used again (3.2), with \( g = 1 \).

The error bound (3.8) is finally achieved by the next argument. For any \( \chi \in \mathbb{P}_n^2 \), we have by (3.10),

\[
\|L_n f - f\|_2 \leq \|L_n (f - \chi) - (f - \chi)\|_2 \leq \|L_n (f - \chi)\|_2 + \|f - \chi\|_2 \leq \mu(\Omega)^{1/2} \|f - \chi\|_\Omega + \mu(\Omega)^{1/2} \|f - \chi\|_\Omega = 2\mu(\Omega)^{1/2} \|f - \chi\|_\Omega.
\]

It follows, taking the inf \( \chi \in \mathbb{P}_n^2 \), that

\[
\|L_n f - f\|_2 \leq 2\mu(\Omega)^{1/2} \inf_{\chi \in \mathbb{P}_n^2} \|f - \chi\|_\Omega = 2\mu(\Omega)^{1/2} E_n(f; \Omega).
\]

A relevant quantity is also the uniform norm of \( L_n : C(\Omega) \rightarrow \mathbb{P}_n^2(\Omega) \), that is the operator norm with respect to \( \|f\|_\Omega = \max_{x \in \Omega} |f(x)| \). Observing that

\[
L_n f(x) = \sum_{j=1}^{d} c_j \phi_j(x) = \sum_{j=1}^{d} \phi_j(x) \sum_{i=1}^{M} w_i \phi_i(x_i) f(x_i) = \sum_{i=1}^{M} f(x_i) \Psi_i(x),
\]

where

\[
\Psi_i(x) = K_n(x, x_i) = w_i \sum_{j=1}^{d} \phi_j(x) \phi_j(x_i),
\]

and \( K_n(x, y) \) is the reproducing kernel of \( \mathbb{P}_n^2(\Omega) \), with the underlying inner product [23], one can prove that

\[
\|L_n\| = \sup_{f \in \mathbb{P}_n^2} \frac{\|L_n f\|_\Omega}{\|f\|_\Omega} = \max_{x \in \Omega} \sum_{i=1}^{M} |\Psi_i(x)|. \tag{3.11}
\]
Theoretical or numerical bounds for (3.11) allow to estimate the hyperinterpolation convergence rate

$$||L_n f - f||_\Omega \leq (1 + ||L_n||) E_n(f; \Omega),$$

(3.12)
as well as to study the response of hyperinterpolation to perturbations of the sampled values, that is its stability.

### 3.2 Positive Cubature Rules

A key feature for hyperinterpolation is the availability of a positive cubature formula on the given compact domain $\Omega \in \mathbb{R}^2$ exact up to degree $2n$ and with as least nodes as possible, in view of efficiency. Indeed all the matrix operations involved have computational complexity proportional to the number of nodes (see Chapter 2 for details). The positivity is mandatory for the quadrature rule to generate a discrete inner product as defined in (3.4).

Unfortunately, minimal cubature formulas, are known in few multivariate instances, and mainly in standard geometries, see [18] and references therein. In [56] they presented two classes of integrals for which Mysovskikh’s characterization holds and to extend the one-dimensional results directly to the bivariate case. The integrals discussed allow an explicit computation of minimal formulae of an arbitrary even or odd degree of exactness. The domain bounded by two lines and a parabola presented there is used in [73] to build minimal cubature rules in the square $[-1,1]^2$. Other exact Gaussian formulas on the hexagon and triangle are presented in [47].

In recent years some attention has been devoted to the computation of minimal or near minimal formulas on virtually arbitrary geometries by suitable optimization algorithms, which are also able to impose positivity constraint [65],[71]. Cubature formulas with a given polynomial degree of exactness and cardinality equal to the dimension of the corresponding polynomial space can be constructed by discrete extremal sets on various non standard geometries (e.g. polygons), but in general, though numerically stable, they present some negative weights; see [34],[13] for the computation of multivariate extremal sets of Fekete and Leya type.

On the other hand, several positive quadrature formulas based on product Gaussian quadrature have been obtained for the ordinary area or surface measure on standard geometries, via suitable geometric transformation; see [25],[26],[28]. We present here some examples that exploit such product type formulas.

#### 3.2.1 Circular Sections

In [11],[26] trigonometric interpolation and quadrature on subintervals of the period have been studied: in particular, “subperiodic” Gaussian-type quadrature formulas have been implemented. In [33], the quadrature problem has been inserted in the more general framework of sub-range Jacobi polynomials. These results have opened the way to the generation of product Gaussian quadrature formulas for the area measure on several domains constructed by circular arcs, such as circular segments, sectors, zones, and more general regions obtained by linear blending or circular and elliptical arcs.

The basic idea is that such regions are image of a rectangle by a suitable injective
analytic transformation, say \( \omega : \mathcal{R} \rightarrow \Omega \), whose components belong to the tensor-product space \( \mathbb{P}_1^d \otimes \mathbb{T}_1 \) (\( \mathbb{T}_k^d \) denotes the space of trigonometric polynomials of degree not exceeding \( k \) in \( d \) variables), and thus any polynomial \( p \in \mathbb{P}_n^d(\Omega) \) corresponds to a tensor algebraic-trigonometric polynomial \( p \circ \omega \in \mathbb{P}_n \otimes \mathbb{T}_n \). By a change of integration variables

\[
\int_{\Omega} p(x)dx = \int_{\mathcal{R}} p(\omega(y))|\det J \omega(y)|dy,
\]

we can obtain a product formula, observing that \( \det J \omega \in \mathbb{P}_1^d \otimes \mathbb{T}_1 \) and has constant sign. For details and examples we refer to [25],[28].

The method has been also applied to regions related to a couple of overlapping disks with possibly different radii, such as lenses (intersection), double bubbles (union) and lunes (difference), see [26],[27]. The cardinality of such formulas for exactness degree \( n \) is \( cn^2 + \mathcal{O}(n) \), with \( c = 1 \) or \( c = 1/2 \) (and even \( c = 1/4 \) by symmetry arguments in the special case of circular segments).

In the Table 3.1 we present a summary on the planar regions and the software available for this kind of formulas for a rather general circular sections.

<table>
<thead>
<tr>
<th>Circular regions</th>
<th>Matlab code</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>circular sectors</td>
<td>gqcircsect.m</td>
<td>[28]</td>
</tr>
<tr>
<td>circular segments</td>
<td>gqcircsegm.m</td>
<td>[28]</td>
</tr>
<tr>
<td>circular zones</td>
<td>gqcirczones.m</td>
<td>[28]</td>
</tr>
<tr>
<td>symmetric lenses</td>
<td>gqsymmlens.m</td>
<td>[28]</td>
</tr>
<tr>
<td>bubbles</td>
<td>gqdbubble.m</td>
<td>[26]</td>
</tr>
<tr>
<td>lunes</td>
<td>gqlune.m</td>
<td>[27]</td>
</tr>
<tr>
<td>lenses</td>
<td>gqlens.m</td>
<td>[26]</td>
</tr>
<tr>
<td>linear blending</td>
<td>gqellblend.m</td>
<td>[25]</td>
</tr>
</tbody>
</table>

**Table 3.1:** Overview of the Matlab code available for building the cubature rules over rather general circular Sections, for the source code see [38].

### 3.2.2 Polygons

In [62] a triangulation-free positive cubature formula for the standard area measure on a wide class of polygons was presented. The formula, implemented in by the Matlab function Polygauss.m [38], is based on product Gaussian quadrature by decomposition into trapezoidal panels, and works on all convex polygons, as well as on a class of non-convex polygons with a simple geometric characterization. The cardinality for exactness degree \( n \) is bounded by \( Ln^2/4 + \mathcal{O}(n) \), where \( L \) is the number of polygons sides.
3.3 Numerical Examples

As we have seen above, there are two main ingredients: the availability of a positive cubature formula on the compact domain, and the possibility to compute the orthogonal polynomials with respect to $\langle \cdot, \cdot \rangle_w$ in the points of the domain. As regarding this second issue we use the algorithm implemented in the previous Chapter, by Method 2 (CGS).

We build the approximation by the following procedure.

1. Compute weights $\{\sqrt{w_1}, \ldots, \sqrt{w_M}\}$ and nodes $\{x_1, \ldots, x_M\}$ of a cubature formula of degree of exactness at least $2n$ in the desired planar region $\Omega$.
   
   We use the Software available to experiment hyperinterpolation on circular sections and polygons.

2. Compute the OPs $P_n^d$ up to degree $n$ with the Algorithm 2.4 with CGS. The discrete inner product to use $\langle \cdot, \cdot \rangle_w$ is the one induced by the cubature formula.
   
   We produce the matrix $P = [\phi_j(x_i)]$ for $1 \leq j \leq d, 1 \leq i \leq M$, numerically orthogonal with respect to the weighted inner product.

3. Given a continuous function in the region $\Omega$, we evaluate it at the nodes $f = [f(x_1) \ldots f(x_M)]^t$.

4. We compute the coefficients $c = [c_1 \ldots c_d]^t$ of the expansion of $f$ in the basis of OPs using the following formula

   $$c = P^t f,$$

   thanks to the orthogonality.

5. Given a point $y \in \Omega$, we can compute the evaluation of the hyperinterpolant at $y$ as

   $$L_n f(y) = W c,$$

   where $W = [\phi_1(y) \ldots \phi_d(y)]$, is the row vector of the evaluations of the OPs in $y$, produced using the Algorithm 2.6.

3.3.1 Circular Sections

We consider five test functions with different regularity

\begin{align*}
  f_1(x, y) &= (x + y + 2)^{30} \\
  f_2(x, y) &= \cos(x + y) \\
  f_3(x, y) &= \cos(5x + 5y) \\
  f_4(x, y) &= ((x - 0.5)^2 + (y - 0.5)^2)^{3/2} \\
  f_5(x, y) &= |x - 0.5| + |y - 0.5|
\end{align*}

Note that $f_1$ is a polynomial, $f_2$ and $f_3$ are analytic functions, whereas $f_4$ belongs to $C^3$, with singular point $(0.5, 0.5)$ and $f_5$ belongs to $C^1$, with the lines $x = 0.5$ and $y = 0.5$. 
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0.5 of singular points. Moreover the two analytic functions have different frequency, meaning that the function \( f_3 \) is more oscillatory, hence harder to approximate.

The relative reconstruction error by hyperinterpolation is estimated as

\[
\left( \frac{\sum_{i=1}^{M} w_i (L_n f(x_i) - f(x_i))^2}{\sum_{i=1}^{M} w_i (f(x_i))^2} \right)^{1/2} \approx \left\| L_n f - f \right\|_2
\]

(3.14)

In Figure 3.1 we show the numerical tests on a double bubble and on a circular zones. Observe that the singular point \((0.5, 0.5)\) of \( f_4 \) and the singular points with at least one coordinate equal to 0.5 of \( f_5 \) belong to the interior of both regions.

Note that the error on the polynomial \( f_1 \) becomes close to the machine precision as soon as exactness reaches the polynomial degree. This is expected, because \( L_n \) is a projection operator (Proposition 3). The other errors are influenced by the smoothness level of the functions as expected from (3.8) and the fact that circular sections are “Jackson Compacts”. Indeed all these regions, as the other quoted above, admit a multivariate Jackson inequality, see [25],[27].

Recall that a compact \( \Omega \in \mathbb{R}^2 \) which is a closure of an open bounded set, is termed a Jackson Compact if it admits a Jackson inequality, namely for each \( k \in \mathbb{N} \) there exist a positive constant \( c_k \) such that

\[
n^k E_n(f; \Omega) \leq c_k \sum_{|i| \leq m_k} \| D^i f \|_{\Omega}, \quad n > k, \quad \forall f \in C^{m_k}(\Omega)
\]

(3.15)

We refer to [53] for a recent survey on the multivariate Jackson inequality.

In Figure 3.2 we report the uniform norm of the hyperinterpolation operator as a function of the degree \( n \), for the two examples. We take as control mesh the cubature nodes for exactness degree 4\( n \), say the points \( T = \{ y_1, \ldots, y_H \} \). Thus we estimate the operator norm computing

\[
\left\| L_n \right\| \approx \max_{x \in T} \sum_{i=1}^{M} |\Psi_i(x)|.
\]

(3.16)

It is worth stressing that the increase rate experimentally observed \( \left\| L_n \right\| = \mathcal{O}(n \log n) \) is not surprising concerning the circular sections, since it is compatible with known theoretical estimates for hyperinterpolation over the whole disk [39].

**OPs in the cubature points** Consider in the sequel the computation of OPs in the double bubble and in the circular zone. In the Table 3.2 we report for degree \( n = 5, 10, \ldots, 50 \) the cardinality \( M \) of the set of nodes required to make the cubature rule has degree of exactness 2\( n \). We also consider the orthogonality of the resulting matrix and the time elapsed for the computation of the matrix \( P \) (using the Method 2 with the CGS variant). Note that this is the heaviest part of the computational cost.

### 3.3.2 Polygons

Consider the test polygons on the top of Figure 3.3, the first is convex, the second non-convex. We analyse the relative hyperinterpolation error estimates for the test
function (3.13). Note that the singular points of $f_4$ and $f_5$ are still contained in the interior of the two domains.

In Figure 3.3 (bottom) we show the estimated relative error approximating $f_i$ with $L_n f_i$ computed as in (3.14).

Note that the error, if the function to approximate is smooth enough, is close to the machine level with degree 20. This is explained by the high cardinality of the nodes in the Gaussian-type rule for polygons: such large sets impose also a large sampling of the function, reducing the errors.

Again the errors are influenced by the regularity of the test function. Moreover the polygons are Jackson compacts, being a finite union of triangles.

Since the cardinality of nodes is sufficiently large, we compute the norm of the hyperinterpolation operator taking $\mathcal{T} = \{x_1, \ldots, x_M\}$ and using the estimate in (3.16). In the Figure 3.4 we see that the operator norm grows as $O(n \log n)$.

**OPs in the cubature points** Consider in the sequel the computation of OPs in the convex and non-convex polygons above. The large cardinality of the cubature nodes on the polygons forces to stop the computations at degree equal to 30. In the Table we report for degree $n = 5, 10, \ldots, 30$ the cardinality $M$ of the set of nodes.
Figure 3.2: Numerically evaluated uniform norms of the hyperinterpolation operator for degree $n = 5, 10, \ldots, 50$ on the examples of bubbles (◦) and circular zone (△) compared with $n \log n$ and $\frac{1}{2} n \log n$ (upper and lower (∗) curves).

required to make the cubature rule has degree of exactness $2n$. We also consider the orthogonality of the resulting matrix and the time elapsed for the computation of the matrix $P$ (with the Method 2 with the CGS variant). Note that this is the overall computing cost.
(a) Double Bubble

<table>
<thead>
<tr>
<th>$n$</th>
<th>$M$</th>
<th>$H$</th>
<th>orthogonality</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>72</td>
<td>242</td>
<td>$4.440892e - 16$</td>
<td>$1.259918e - 02$</td>
</tr>
<tr>
<td>10</td>
<td>242</td>
<td>882</td>
<td>$1.110223e - 15$</td>
<td>$7.477789e + 00$</td>
</tr>
<tr>
<td>15</td>
<td>512</td>
<td>1922</td>
<td>$8.881784e - 16$</td>
<td>$2.068398e + 01$</td>
</tr>
<tr>
<td>20</td>
<td>882</td>
<td>3362</td>
<td>$2.220446e - 15$</td>
<td>$3.013147e + 01$</td>
</tr>
<tr>
<td>25</td>
<td>1352</td>
<td>5022</td>
<td>$1.332268e - 15$</td>
<td>$4.850831e + 01$</td>
</tr>
<tr>
<td>30</td>
<td>1922</td>
<td>7442</td>
<td>$1.554312e - 15$</td>
<td>$7.707397e + 01$</td>
</tr>
<tr>
<td>35</td>
<td>2592</td>
<td>10082</td>
<td>$1.110223e - 15$</td>
<td>$1.231661e + 02$</td>
</tr>
<tr>
<td>40</td>
<td>3362</td>
<td>13122</td>
<td>$8.881784e - 16$</td>
<td>$1.726235e + 02$</td>
</tr>
<tr>
<td>45</td>
<td>4232</td>
<td>16562</td>
<td>$6.439294e - 15$</td>
<td>$2.301095e + 02$</td>
</tr>
<tr>
<td>50</td>
<td>5202</td>
<td>20402</td>
<td>$1.001369e - 15$</td>
<td>$2.624078e + 02$</td>
</tr>
</tbody>
</table>

(b) Circular zone

<table>
<thead>
<tr>
<th>$n$</th>
<th>$M$</th>
<th>$H$</th>
<th>orthogonality</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>78</td>
<td>253</td>
<td>$6.661338e - 16$</td>
<td>$1.853134e - 03$</td>
</tr>
<tr>
<td>10</td>
<td>253</td>
<td>903</td>
<td>$1.110223e - 15$</td>
<td>$7.808692e + 00$</td>
</tr>
<tr>
<td>15</td>
<td>528</td>
<td>1953</td>
<td>$8.881784e - 16$</td>
<td>$1.824021e + 01$</td>
</tr>
<tr>
<td>20</td>
<td>903</td>
<td>3403</td>
<td>$1.332268e - 15$</td>
<td>$3.185490e + 01$</td>
</tr>
<tr>
<td>25</td>
<td>1378</td>
<td>5253</td>
<td>$1.110223e - 15$</td>
<td>$5.142113e + 01$</td>
</tr>
<tr>
<td>30</td>
<td>1953</td>
<td>7503</td>
<td>$1.110223e - 15$</td>
<td>$7.059854e + 01$</td>
</tr>
<tr>
<td>35</td>
<td>2628</td>
<td>10153</td>
<td>$8.396062e - 16$</td>
<td>$1.130459e + 02$</td>
</tr>
<tr>
<td>40</td>
<td>3403</td>
<td>13203</td>
<td>$1.110223e - 15$</td>
<td>$1.905071e + 02$</td>
</tr>
<tr>
<td>45</td>
<td>4278</td>
<td>16653</td>
<td>$1.054712e - 15$</td>
<td>$2.233412e + 02$</td>
</tr>
<tr>
<td>50</td>
<td>5253</td>
<td>20503</td>
<td>$1.294104e - 15$</td>
<td>$2.399346e + 02$</td>
</tr>
</tbody>
</table>

Table 3.2: Computation of OPs up to degree $n$ on $M$ nodes from a cubature rule on circular sections with degree of exactness $2n$. Orthogonality is measured with $\| \cdot \|_0$ norm. We display also the cardinality $H$ of the finer mesh used to compute the norm of the hyperinterpolation operator.
Figure 3.3: Polygons. The Hyperinterpolation error for test functions $f_i$, $i = 1, 2, 3, 4, 5$ is displayed in the y-axis; $n$ is displayed in the x-axis.

Figure 3.4: Numerically evaluated uniform norms of the hyperinterpolation operator for degree $n = 5, 10, \ldots, 30$ on the examples of a non-convex polygon (⊙) and a convex-polygon (∆) compared with $n \log n$ and $\frac{1}{2} n \log n$ (upper and lower (∗) curves).
### Table 3.3: Computation of OPs up to degree $n$ on $M$ nodes from a cubature rule on polygons with degree of exactness $2n$. Orthogonality is measured with $\| \cdot \|_\diamond$ norm.

#### (a) Convex polygon

<table>
<thead>
<tr>
<th>$n$</th>
<th>$M$</th>
<th>Orthogonality</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>660</td>
<td>$6.661338e-16$</td>
<td>$1.637061e+00$</td>
</tr>
<tr>
<td>10</td>
<td>2520</td>
<td>$4.978656e-16$</td>
<td>$1.679057e+01$</td>
</tr>
<tr>
<td>15</td>
<td>5580</td>
<td>$6.661338e-16$</td>
<td>$2.342652e+01$</td>
</tr>
<tr>
<td>20</td>
<td>9840</td>
<td>$8.881784e-16$</td>
<td>$4.462161e+01$</td>
</tr>
<tr>
<td>25</td>
<td>15300</td>
<td>$9.298118e-16$</td>
<td>$5.943143e+01$</td>
</tr>
<tr>
<td>30</td>
<td>21960</td>
<td>$8.659740e-15$</td>
<td>$9.171649e+01$</td>
</tr>
</tbody>
</table>

#### (b) Non-convex polygon

<table>
<thead>
<tr>
<th>$n$</th>
<th>$M$</th>
<th>Orthogonality</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>770</td>
<td>$6.661338e-16$</td>
<td>$1.719121e+00$</td>
</tr>
<tr>
<td>10</td>
<td>2940</td>
<td>$1.110223e-15$</td>
<td>$1.074729e+01$</td>
</tr>
<tr>
<td>15</td>
<td>6510</td>
<td>$7.762888e-16$</td>
<td>$2.107101e+01$</td>
</tr>
<tr>
<td>20</td>
<td>11480</td>
<td>$8.604228e-16$</td>
<td>$4.540764e+01$</td>
</tr>
<tr>
<td>25</td>
<td>17850</td>
<td>$1.557782e-15$</td>
<td>$5.977046e+01$</td>
</tr>
<tr>
<td>30</td>
<td>25620</td>
<td>$3.996803e-15$</td>
<td>$8.573632e+01$</td>
</tr>
</tbody>
</table>
Chapter 4

Approximating Functions with Bivariate Polynomials

In this Chapter we are presenting the theory of Weakly Admissible Meshes (WAMs) and Discrete Extremal Sets. The idea is to replace a continuous compact set $\Omega \subset \mathbb{R}^2$ by these discrete sets of points belonging to the domain, thus compressing the information in a (minimal) finite set of nodes. We can interpolate or approximate (in the least squares sense) any continuous function using the function values in the points from these meshes, the properties of WAMs guarantee the success of the least squares approximation. Moreover the methods proposed in Chapter 2 for computing OPs allows to produce a Vandermonde-like matrix on the points of a WAM, which is not too ill conditioned. From that we can both have a good least squares approximation and extract points that are good for the interpolation, what we name Discrete Extremal Sets.

Discrete Extremal Sets have interesting asymptotic behaviour: they induce a discrete measure that is asymptotic to the pluripotential-theoretic equilibrium measure of $\Omega$ (see Theorem 5 for a precise statement). Such a property can be exploited to produce a good conditioned basis of OPs using that points as nodes, with uniform weights.

This theory and the possibility to compute discrete orthogonal polynomials give new tools in different applications such as numerical cubature [61], digital filtering [59] and high-order methods for Partial Differential Equations [29].

We first present the general theory of polynomial interpolation, then we introduce the theory of Weakly Admissible Meshes and their properties. Numerical result on least squares approximation on WAMs and interpolation on Discrete Extremal Sets are also presented.

4.1 Polynomial Interpolation and Fekete Points

Given a compact set $\Omega \subset \mathbb{R}^2$, let $S_N \equiv \text{span}\{\psi_j\}_{1 \leq j \leq N}$ be a finite-dimensional space of continuous and linearly independent functions on $\Omega$.

Given a continuous function $f$ defined on $\Omega$ we want to reconstruct $f$ using the
chosen basis $S_N$, namely find the appropriate coefficients $c_j$ such that

$$f(y) \approx \sum_{j=1}^{N} c_j \psi_j(y), \quad y \in \Omega.$$ 

We restrict ourselves to the case in which the $\psi_j$ are polynomials, and we talk about polynomial interpolation. Recall that every $f \in C(\Omega)$ has sup-norm $||f||_\Omega \equiv \max_{x \in \Omega} |f(x)|$.

Consider a set of points $X = \{x_1, \ldots, x_N\} \in \Omega$, we can build the Vandermonde matrix

$$V(x_1, \ldots, x_N) \equiv [\psi_j(x_i)]_{ij}.$$ 

It is well known that if $\det(V(x_1, \ldots, x_N)) \neq 0$ then the set $X$ is unisolvent for the interpolation on $S_N$, meaning that two functions assuming the same values on $X$ coincide on $S_N$.

Moreover if we define

$$\varphi_j(y) = \frac{\det V(x_1, \ldots, x_{j-1}, y, x_{j+1}, \ldots, x_N)}{\det V(x_1, \ldots, x_{j-1}, x_j, x_{j+1}, \ldots, x_N)},$$

for $1 \leq j \leq N$, we have that $\varphi_j$ is a cardinal basis for the space, i.e. $\varphi_j(x_i) = \delta_{ji}$. It is possible to build the Lagrange interpolation polynomial as

$$L_{S_N} f(y) = \sum_{j=1}^{N} f(x_j) \varphi_j(y).$$

We can estimate the interpolation error with the following inequality (for an introduction on the theory see [59], for a more general setting see [2])

$$||f - L_{S_N} f||_\Omega \leq (1 + \Lambda_N) E_{S_N}(f; \Omega),$$

(4.2)

where

$$\Lambda_N \equiv ||L_{S_N}|| = \max_{x \in \Omega} \sum_{j=1}^{N} |\varphi_j(x)|$$

is the Lebesgue constant and

$$E_{S_N}(f; \Omega) \equiv \inf_{p \in S_N} ||f - p||_\Omega$$

is the error of best uniform approximation of $f$ by an element of $S_N$.

From the inequality (4.2) is clear that we have to look for unisolvent points that have a minimal Lebesgue constant $\Lambda_N$. However finding such optimal sets is a computationally challenging problem.

For this reason there was an attempt to find set of points for which the growth of $\Lambda_N$ is not too high, for example looking for the so-called Fekete Points.

The concept of Fekete points can be described in a very general, not necessarily polynomial, setting and for dimension greater than 2 [15].

Fekete points are the points $\{x_1, \ldots, x_N\}$ that maximize the absolute value of the denominator of (4.1) in $\Omega^N$. We have

$$||\varphi_j||_\Omega \leq 1$$

...
for every $j$, thus the norm of the interpolation operator $L_{SN} : C(\Omega) \to S_N$ is bounded by the dimension of the interpolation space:

$$\Lambda_N = \max_{x \in \Omega} \sum_{j=1}^{N} |\varphi_j(x)| \leq N. \quad (4.3)$$

Fekete points as well as $\Lambda_N$ are independent of the choice of the basis in $S_N$, since the determinant of the Vandermonde-like matrices changes by a factor independent on the points (i.e. the determinant of the transformation matrix between the bases).

There are several open problems about Fekete points. They are analytically known only in few instances: interval (Gauss-Lobatto points), complex circle (equispaced points) and the cube (tensor-product of Gauss-Lobatto points for tensor interpolation). They are asymptotically equidistributed with respect to the pluripotential equilibrium measure of $\Omega$ [5]. Moreover Fekete points are very difficult to compute, requiring an expensive and numerically challenging nonlinear multivariate optimization. Thus the problem has been solved numerically only in very special cases, like the triangle [64] and the sphere [1], for limited range of degrees.

### 4.2 Weakly Admissible Meshes and Discrete Extremal Sets

Looking for good points for polynomial interpolation led to the introduction of the (Weakly) Admissible Meshes in [17], we refer to this paper for further readings.

As in the previous Chapter we denote the set of bivariate real polynomials of degree less than or equal to $n$, restricted to $\Omega$, with the symbol $P^2_n(\Omega)$. Recall the dimension of $P^2_n(\Omega)$ equals $d = d_n = \frac{(n+1)(n+2)}{2}$. We take $\Omega \in \mathbb{R}^2$ to be a polynomial determining compact set, i.e. polynomials vanishing there are identically zero.

A Weakly Admissible Mesh (WAM) is defined to be a sequence of discrete subsets $A_n \in \Omega$ such that

$$||p||_\Omega \leq C(A_n)||p||_{A_n} \quad \forall p \in P^2_n(\Omega),$$

where both the cardinality of the mesh $\text{card}(A_n) \geq d_n$ and $C(A_n)$ grows at most polynomially with $n$:

$$d_n \leq \text{card}(A_n) = O(n^\alpha) \quad \alpha > 0$$
$$C(A_n) = O(n^\beta) \quad \beta > 0.$$  

When $C(A_n)$ is bounded $C(A_n) \leq C$, we speak of Admissible Meshes (AM). The adverb “Weakly” refers to the fact that to keep $\text{card}(A_n)$ smaller we allow a less strict bound on the growth of the constant $C(A_n)$.

**Example 3.** A symmetric polar WAM for the unit disk with approximately $O(n^2)$ points and $C(A_n) = O(\log^2 n)$ is presented in [16]. The set $A_n$ is made by equally spaced angles and Chebyshev-Lobatto points on the corresponding diameters

$$A_n = \{(r_j \cos \theta_k, r_j \sin \theta_k)\},$$
\( r_j = \cos \left( \frac{j \pi}{n} \right), \quad 0 \leq j \leq n \quad \text{and} \quad \theta_k = \frac{k \pi}{m}, \quad 0 \leq k \leq m - 1, \)

where \( m = n + 2 \) for \( n \) even and \( m = n + 1 \) for \( n \) odd. See Figure 4.1 for a graphic example.

For an overview of WAMs and their properties we refer the reader to [15]. Below we list the main features of WAMs in terms of ten properties:

**P1** \( C(\mathcal{A}_n) \) is invariant under affine mapping;

**P2** any sequence of unisolvent interpolation sets (i.e. they have a unique solution to the interpolation problem) whose Lebesgue constant grows at most polynomially with \( n \) is a WAM, \( C(\mathcal{A}_n) \) being the Lebesgue constant itself;

**P3** any sequence of supersets of a WAM whose cardinalities grow polynomially with \( n \) is a WAM with the same constant \( C(\mathcal{A}_n) \);

**P4** a finite union of WAMs is a WAM for the corresponding union of compacts, \( C(\mathcal{A}_n) \) being the maximum of the corresponding constant;

**P5** a finite cartesian product of WAMs is a WAM for the corresponding union of compacts, \( C(\mathcal{A}_n) \) being the product of the corresponding constants;

**P6** in \( \mathbb{C}^2 \) a WAM of the boundary \( \partial \Omega \) is a WAM of \( \Omega \) (by the maximum principle);

**P7** given a polynomial mapping \( \pi_s \) of degree \( s \), then \( \pi(\mathcal{A}_{ns}) \) is a WAM for \( \pi_s(\Omega) \) with constants \( C(\mathcal{A}_{ns}) \);

**P8** any \( \Omega \) satisfying a Markov polynomial inequality like

\[
\| \nabla p \|_\Omega \leq M n^r \| p \|_\Omega
\]

has an AM with \( O(n^{2r}) \) points;
**P9**  convergence of least squares polynomial approximation of \( f \in C(\Omega) \): the least squares polynomial \( L_{A_n}f \) on a WAM is such that
\[
\|f - L_{A_n}f\|_\Omega \lesssim C(A_n) \sqrt{\text{card}(A_n)} E_n(f; \Omega),
\]
where \( E_n(f; \Omega) \) is the error of best uniform approximation of \( f \) by an element of \( P^2_n \).

**P10**  Fekete points: the Lebesgue constant of Fekete points extracted from a WAM can be bounded like \( \Lambda_n \leq d_n C(A_n) \), that is the elementary classical bound of the continuum Fekete points times a factor \( C(A_n) \). Moreover, their asymptotic distribution is the same of the continuum Fekete points, in the sense that the corresponding discrete probability measures converges weak-\( * \) to the pluripotential equilibrium measure of \( \Omega \).

These ten properties give the basic tools for the construction and application of WAMs in polynomial approximation and interpolation. The present exposition takes advantage mainly of properties **P9** and **P10**, therefore they are re-examined in the next Sections.

We are able to build WAMs for different standard domains such as quadrangles, disks and triangles. The properties of WAMs allow to produce WAMs -via quadrangulation and triangulation- also for arbitrary polygons. In the following Table 4.1, we present an overview on the software used for producing WAMs in the present Chapter.

<table>
<thead>
<tr>
<th>Planar regions</th>
<th>Matlab code</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>unit disk</td>
<td>wamdisk.m</td>
<td>[16]</td>
</tr>
<tr>
<td>quadrangles</td>
<td>wamquadrangle.m</td>
<td>[45]</td>
</tr>
<tr>
<td>polygons (quadrangulation)</td>
<td>wam_polygon_quad.m</td>
<td>[34]</td>
</tr>
<tr>
<td>polygons (triangulation)</td>
<td>wam_polygon_tri.m</td>
<td>[34]</td>
</tr>
</tbody>
</table>

Table 4.1: Overview of the Matlab code used for computing WAMs on some planar regions; cf. [38].

### 4.3 Discrete Least Squares Approximation on WAMs

Consider a WAM \( A_n \subset \Omega \), with \( \Omega \) polynomial determining compact set. Let
\[
\mathbf{a} = \{a_1, \ldots, a_M\}
\]
be the mesh of cardinality \( M \geq d_n \) and
\[
\mathbf{p} = \{\phi_1, \ldots, \phi_d\}
\]
the polynomial basis, both ordered in some manners. The associated rectangular Vandermonde-like matrix is
\[
V = V(\mathbf{a}; \mathbf{p}) = [\phi_j(a_i)]_{ij} \quad 1 \leq i \leq M, 1 \leq j \leq d.
\]
Given the continuous function \( f \in C(\Omega) \), let
\[ f = [f(a_1) \ldots f(a_M)]^t \]
be the vector containing the sampling of \( f \) in the nodes. Finding the approximation is equivalent to compute the coefficients \( c = [c_1, \ldots, c_d]^t \) such that
\[ Vc = f. \]

We consider the least squares solution of the over-determined linear system, namely the solution that minimizes the residual. For a survey on least squares numerical methods see [7].

If the matrix \( V \) is orthonormal, i.e. \( V^t V = I \), then the least squares solution is
\[ c = V^t f. \]

Denoting by \( L_{A_n} \) the discrete least squares projection operator on the WAM \( A_n \), we can write
\[ L_{A_n} f(x) = \sum_{j=1}^d \left( \sum_{i=1}^M f(a_i) \phi_j(a_i) \right) \phi_j(x) = \sum_{i=1}^M f(a_i) \Psi_i(x), \tag{4.7} \]
where
\[ \Psi_i(x) = K_n(x, a_i) \quad i = 1, \ldots, M, \tag{4.8} \]
and \( K_n(x, y) = \sum_{j=1}^d \phi_j(x) \phi_j(y) \) is the reproducing kernel corresponding to the discrete inner product.

Moreover, the norm of the least squares operator is given by
\[ ||L_{A_n}|| = \max_{x \in \Omega} \sum_{i=1}^M |\Psi_i(x)|. \tag{4.9} \]

We are able to build for our domains WAMs with \( C(A_n) = O(\log^2 n) \) and \( \text{card}(A_n) = O(n^2) \). Property \( P9 \) guarantees that the WAMs can be used for least squares approximation with a near-optimal error, up to a factor \( O(n \log^2 n) \). Looking at the numerical experiment, the bound turns out to be a rough overestimate.

### 4.4 Discrete Extremal Sets

As we pointed out the computation of Fekete points is not always possible and hard to obtain. A reasonable approach is to consider a discretization of the domain. Property \( P10 \) suggests WAMs are good candidates as starting meshes for extracting “Approximate” Fekete Points. Indeed the Lebesgue constant is bounded by \( d_n \), the dimension of the polynomial space \( P_2^d \) times the slowly increasing constant factor \( C(A_n) \), of order \( O(\log^2 n) \).

Since the rows of the Vandermonde matrix \( V = V(a; p) \) correspond to the mesh points and the columns to the polynomial basis elements, computing the Approximate Fekete Points for a WAM amounts to select \( d \) rows of \( V \) such that the volume
generated by these rows, i.e. the absolute value of the determinant of the resulting
\(d \times d\) submatrix is maximum. The points

\[ \xi = \{\xi_1, \ldots, \xi_d\} \]

having the same indices of the selected rows are the Approximate Fekete Points. This problem, however, is known to be NP-hard, so heuristic or stochastic algorithms are mandatory.

Recall that the volume of a general rectangular matrix \(V\) is defined to be \(\text{vol} V = \sqrt{\det(A^tA)}\); cf. [42] for the notion of volume generated by a set of vectors.

An approximate solution can be given by two different greedy algorithm, which compute what we call “Discrete Extremal Sets” [14],[13]. We present the two greedy Algorithms 4.1 and 4.2 in a Matlab-like notation.

**Algorithm 4.1** Algorithm greedy 1 (Approximate Fekete Points)

\[
W = V(a;p)^t; \ ind = [\ ];
\]

\[
\text{for } k = 1 : d \text{ do}
\]

\[
\text{select the index } i_k \text{ that maximizes } \text{vol} V([ind, i_k], 1 : d);
\]

\[
\text{end for}
\]

\[
\xi = a(i_1, \ldots, i_d)
\]

**Algorithm 4.2** Algorithm greedy 2 (Discrete Leja Points)

\[
W = V(a;p)^t; \ ind = [\ ];
\]

\[
\text{for } k = 1 : d \text{ do}
\]

\[
\text{select the index } i_k \text{ that maximizes } |\det V([ind, i_k], 1 : k)|;
\]

\[
\text{end for}
\]

\[
\xi = a(i_1, \ldots, i_d)
\]

In both algorithms the selected points (as opposed to the Fekete Points) depend on the choice of the polynomial basis.

In the second algorithm, where the notion of the determinant is involved, the selected points depend also on ordering of the basis. On the contrary, dependence on the ordering of the basis does not occur with the first algorithm, which is based on the notion of the volume generated by the rows of a rectangular matrix.

One interesting property of the Discrete Leja points is that they form a nested sequences of points. Indeed, fixed a polynomial order, the set of DLP for degree \(k\) polynomials is contained in the set of DLP for degree \(k + 1\) polynomials.

The two greedy algorithms correspond to basic procedures of numerical linear algebra: the computation of Discrete Leja Points can be done by \(LU\) factorization with row pivoting of the Vandermonde matrix, we refer for details to [55]; the extraction of Approximate Fekete Points can be done by \(QR\) factorization with column pivoting of the transposed Vandermonde matrix, see [60]. This is summarized by the Matlab-like codes 4.4 and 4.3.
Algorithm 4.3 Approximate Fekete Points (AFP)

\[
W = V(a; p)^t \\
w = W \setminus (1, \ldots, 1)^t \\
\text{ind} = \text{find}(w \neq 0) \\
\xi = a(\text{ind})
\]

Algorithm 4.4 Discrete Leja Points (DLP)

\[
V = V(a; p)^t \\
[L, U, \sigma] = LU(V, 'vector') \\
\text{ind} = \sigma(1, \ldots, d) \\
\xi = a(\text{ind})
\]

The most interesting feature of these discrete sets of points is that they are associated to a discrete measure that converges to an equilibrium measure. Discrete Extremal Sets share the same asymptotic behaviour, exactly that of the continuum Fekete points, as stated in the following theorem. See [14], [13] for a proof and [43] for the definition of the relevant terms.

**Theorem 5.** Suppose that \( \Omega \subset \mathbb{R}^2 \) is compact, non-pluripolar, polynomially convex and regular (in the sense of Pluripotential theory) and that for \( n \in \{1, 2, \ldots\} \), \( A_n \subset \Omega \) is a WAM. Let \( \xi = \{\xi_1, \ldots, \xi_d\} \) be the Approximate Fekete Points selected from \( A_n \) by the greedy Algorithm AFP using any basis \( p \), or the Discrete Leja Points selected by \( A_n \) by the greedy algorithm DLP using any basis of the form \( p = Le \), where \( e = \{e_1, \ldots, e_d\} \) is any ordering of the standard monomials \( x^\alpha \) such that \( \deg(e_j) \leq \deg(e_k) \) for \( j \leq k \) that is consistent with the degree and \( L \in \mathbb{R}^{d \times d} \) is lower triangular. Then

- \( \lim_{n \to \infty} |\det V(\xi; p)|^{1/m_n} = \tau(\Omega) \),
  where \( \tau(\Omega) \) is the transfinite diameter of \( \Omega \) and \( m_n = 2n \) (the sum of the degrees of the \( d \) monomials of degree less than or equal to \( n \))

- the sequence of discrete probability measures \( \mu_n = \frac{1}{d} \sum_{j=1}^d \delta_{\xi_j} \) converge to the pluripotential-theoretic equilibrium measure \( d\mu_{\Omega} \) of \( \Omega \), in the sense that
  \[ \lim_{n \to \infty} \int_{\Omega} f(x)d\mu_n = \int_{\Omega} f(x)d\mu_{\Omega}, \]
  for every \( f \in C(\Omega) \).

To extract Discrete Extremal Set using tools of numerical linear algebra, we have to choose a polynomial basis \( p \) for which the resulting Vandermonde matrix

\[
V(a; p)
\]

is not too ill conditioned, so the standard monomial basis will not be considered. We are using...
(CH) total-product Chebyshev basis in the minimal rectangle containing the points \( a \)

(OP) OPs in the nodes \( a \), with uniform weights \( w_i = 1 / \text{card}(a) \)

Recall that for a fixed degree \( n \) the total-product Chebyshev basis is

\[ p = \{T_i(x)T_j(y) \mid i, j \in \{0, 1, \ldots, n\} \text{ such that } i + j \leq n\}, \]

where \( T_k(\cdot) = \cos(k \arccos(\cdot)) \) is the degree \( k \) classical Chebyshev polynomial defined in the interval \([-1, 1]^2\).

The total Chebyshev is the better choice if we want to build a Vandermonde matrix quickly and with an acceptable condition number. The OPs basis gives a better conditioned Vandermonde matrix (see Section 2.5 for a comparison), but the time to produce it is larger. Another option is use the Chebyshev basis to compute the Vandermonde matrix and then, if the condition number is less than the reciprocal of the machine accuracy, a two step orthogonalization (via QR factorizations) will suffice to obtain a better conditioned basis. The process is faster then doing all the algorithm for producing OPs.

Later on we are working with both basis to compare their behaviors in the least square approximation and polynomial interpolation.

In the sequel we give an example of Approximate Fekete Points and Discrete Leja Points extracted from a WAM on a quadrangle.

**Example 4.** First we compute the Chebyshev product basis of degree \( n = 10 \) in the points of the WAM \( A_{10} \) for the quadrangle. Then using the implementation of the algorithms 4.4 and 4.3 (approxfek.m) we extract the AFP and DLP of degree \( n = 10 \) respectively. The number of points equals the dimension of the polynomial space \( \mathbb{P}_{d_{10}}^2 \), i.e. \( d_{10} = 66 \).

Figure 4.2: WAM on a quadrangle, with extracted DLP and AFP.
4.5 Numerical Examples

We consider five test functions with different regularity

\[ f_1(x, y) = (x + y + 2)^{30} \]
\[ f_2(x, y) = \cos(x + y) \]
\[ f_3(x, y) = \cos(5x + 5y) \]
\[ f_4(x, y) = ((x - 0.5)^2 + (y - 0.5)^2)^{3/2} \]
\[ f_5(x, y) = |x - 0.5| + |y - 0.5| \]

Note that \( f_1 \) is a polynomial, \( f_2 \) and \( f_3 \) are analytic functions, whereas \( f_4 \) belongs to \( C^3 \), with singular point \((0.5, 0.5)\) and \( f_5 \) belongs to \( C^1 \), with the lines \( x = 0.5 \) and \( y = 0.5 \) of singular points. Moreover the two analytic functions have different frequency, meaning that the function \( f_3 \) is more oscillatory, hence harder to approximate.

As test domains we choose two polygons (convex and non-convex), the quadrangle and the unit disk shown in Figure 4.3. Observe that the singular point \((0.5, 0.5)\) of \( f_4 \) and the singular points with at least one coordinate equal to 0.5 of \( f_5 \) belong to the interior of all regions.

![Figure 4.3: Domains to test least squares Approximation and Interpolation. Points from a degree 8 WAM on the domain.](image-url)
4.5.1 Least squares Approximation on WAMs

Suppose $\mathcal{T} = \{y_1, \ldots, y_H\}$ is a mesh, (possibly) finer than $\mathcal{A}_n$. We estimate numerically the relative error of the discrete least squares approximation by computing the quantity

$$\frac{\|L_{\mathcal{A}_n} f - f\|_\Omega}{\|f\|_\Omega} \approx \frac{\max_{x \in \mathcal{T}} \left| L_{\mathcal{A}_n} f(x) - f(x) \right|}{\max_{x \in \Omega} \left| f(x) \right|}.$$  \hspace{1cm} (4.11)

In Figure 4.4 we show the convergence of the least squares approximation, the relative error is computed as in 4.11. Note that the convergence depends on the regularity of both the function and the domain.

Moreover we can compute numerically the operator norm of the least squares operator. Recall the following formula

$$\|L_{\mathcal{A}_n}\| = \|\sum_{i=1}^M \Psi_i\|_\Omega = \max_{x \in \Omega} \left| \sum_{i=1}^M \sum_{j=1}^d \phi_j(x) \phi_j(a_i) \right|.$$
By matrix notation we can write

$$
\sum_{i=1}^{M} \sum_{j=1}^{d} \phi_j(x) \phi_j(a_i) = V(p; a)p(x),
$$

where \( p(x) = [\phi_1(x) \ldots \phi_d(x)]^t \). Let

$$
V_1 = V_1(y; p) = [\phi_j(y_i)]_{ij} \quad 1 \leq i \leq H, 1 \leq j \leq d
$$

be the Vandermonde matrix in the mesh \( T \), we can approximate the norm of the operator \( L_{A_n} \) by

$$
||L_{A_n}|| \approx \|VV_1^t\|_1,
$$

(4.12)

where \( \| \cdot \|_1 \) is the usual 1-norm for matrices. This quantity is important to have an upper bound on the approximation error, thanks to the inequality

$$
||L_{A_n}f - f||_\Omega \leq (||L_{A_n}|| + 1)||f||_\Omega.
$$

In Table 4.2 we present the numerical estimation of the quantity \( ||L_{A_n}|| \) for the chosen domain. It is clear that the norm grows slowly with \( n \) and property \( P9 \) ensures convergence of the least squares approximation.

<table>
<thead>
<tr>
<th>( n )</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
</tr>
</thead>
<tbody>
<tr>
<td>convex polygon</td>
<td>3.62</td>
<td>5.02</td>
<td>6.09</td>
<td>7.03</td>
<td>7.86</td>
<td>12.67</td>
<td>18.56</td>
</tr>
<tr>
<td>non-convex polygon</td>
<td>4.04</td>
<td>5.19</td>
<td>6.31</td>
<td>7.09</td>
<td>7.78</td>
<td>16.57</td>
<td>24.45</td>
</tr>
<tr>
<td>quadrangle</td>
<td>3.17</td>
<td>4.48</td>
<td>5.39</td>
<td>6.21</td>
<td>6.87</td>
<td>7.50</td>
<td>8.04</td>
</tr>
<tr>
<td>disk</td>
<td>2.82</td>
<td>4.11</td>
<td>5.07</td>
<td>5.99</td>
<td>6.67</td>
<td>7.32</td>
<td>7.94</td>
</tr>
</tbody>
</table>

Table 4.2: Uniform norm of the least squares projection operator on the WAM \( A_n \) for different domains, we use a finer mesh (\( T = A_{2n} \)) to compute the quantity (4.12).

### 4.5.2 Interpolation on Discrete Extremal Sets

We now experiment how good is the polynomial interpolation built using the OPs on the AFP or DLP extracted from a WAM \( A_n \). The algorithms used are illustrated in 4.3 and 4.4 respectively. We are using as polynomial basis for compute the Vandermonde-like matrix \( V \) the Chebyshev basis.

Let us estimate numerically the relative error of the approximation by polynomial interpolation computing the quantity

$$
\frac{||L_\xi f - f||_\Omega}{||f||_\Omega} \approx \frac{\max_{x \in \mathcal{T}} |L_\xi f(x) - f(x)|}{\max_{x \in \mathcal{T}} |f(x)|},
$$

(4.13)

where \( \mathcal{T} \) is the finer mesh \( A_{2n} \).

In Figure 4.5 we present the relative error of interpolation using OPs computed in Approximate Fekete Points with uniform weights and in Figure 4.6 using OPs computed in Discrete Leja Points with uniform weights.
Note that after reaching the machine precision, the error increase. Indeed as the degree \( n \) the Vandermonde-like matrix \( V \) computed in the WAM using Chebyshev basis becomes more and more ill conditioned, causing a wrong selection of the optimal points; on this point observe how the procedures of numerical linear algebra 4.3 and 4.4 require the matrix \( V \) not to be ill conditioned.

Moreover note how the error depends on the chosen points (of Fekete or Leja type), but also on the domain. A particularly nice behavior is observed for the unit disk.

### 4.5.3 Computation of Discrete Extremal Sets

For the computation of Discrete Extremal Sets the first step is build a Vandermonde matrix on the WAM \( \mathcal{A}_n \):

\[
V(a; p) = [p_j(a_i)]_{ij} \quad 1 \leq i \leq M, 1 \leq j \leq d.
\]  

(4.14)

We have some choices, with different computational cost, to compute the polynomials basis. We list below the possible ways to produce the Vandermonde-like matrix.
Figure 4.6: Interpolation using OPs on DLP extracted from a WAM $\mathcal{A}_n$ using Chebyshev basis. We show the relative error of approximation for the various test-functions in the different regions. In the $x$-axis is displayed $n$, the degree of the interpolant.
(i) Use the total-degree product Chebyshev basis of the minimal rectangle containing the domain; if the matrix $V$ is too ill conditioned, we can still use it provided that we iterate (twice) an orthogonalization procedure, namely we change the basis;

(ii) Use the basis of bivariate orthogonal polynomials implemented as proposed in Chapter 2, with uniform weights in the nodes of a WAM in the domain. Note that this approach is quite expensive considering the computational cost for the production of the matrix.

(iii) The last option is a hybrid method that takes advantage of the nice asymptotic distribution of the Discrete Leja Points. We extract the DLP using the Chebyshev basis to produce the Vandermonde-like matrix $V$, and then compute the orthogonal polynomial using uniform weights and DLP as nodes. Then we evaluate the orthogonal polynomials in all the points of a WAM and extract the Approximate Fekete Points from this new Vandermonde-like matrix.

In Table 4.3 we show the Lebesgue constant of the Discrete Extremal Sets extracted from the three methods. We stop the computation to degree 30, because for the Chebyshev basis the matrix $V$ becomes too ill conditioned. On the other hand the methods (ii) and (iii) rely on the algorithm for computing OPs, which is affected by instability for high degree.

In the previous section we noted that the Vandermonde-like matrix $V$ is increasingly ill conditioned, using the Chebyshev basis. Exploiting the feature of better conditioning of the new basis, we can compute $V$ using the bivariate discrete orthogonal polynomials on the nodes of a WAM with uniform weights. Surely the procedures from numerical linear algebra work better if using the OPs basis, the issue relays now in the computation of the polynomial basis. Indeed as show in section 2.9 the algorithm for the computation of the OPs is not stable and, as the degree increases, the evaluations of the OPs stray more and more from the “original” values.

Nevertheless the interpolation on this point works. In Figure 4.8 and Figure 4.7 we present the relative error of the degree $n$ interpolant for $n = 5, 10, \ldots, 35$. Note how the errors depend on both the type of points and the domain.
<table>
<thead>
<tr>
<th>DEG</th>
<th>Cheb</th>
<th>OPs</th>
<th>OPs on Leja</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>6.2</td>
<td>8.6</td>
<td>8.0</td>
</tr>
<tr>
<td>10</td>
<td>13.2</td>
<td>28.5</td>
<td>18.3</td>
</tr>
<tr>
<td>15</td>
<td>32.5</td>
<td>35.6</td>
<td>46.9</td>
</tr>
<tr>
<td>20</td>
<td>38.8</td>
<td>79.4</td>
<td>54.8</td>
</tr>
<tr>
<td>25</td>
<td>52.5</td>
<td>189.9</td>
<td>76.7</td>
</tr>
<tr>
<td>30</td>
<td>88.4</td>
<td>133.4</td>
<td>109.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>151.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DEG</th>
<th>Cheb</th>
<th>OPs</th>
<th>OPs on Leja</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>7.0</td>
<td>17.4</td>
<td>6.0</td>
</tr>
<tr>
<td>10</td>
<td>13.3</td>
<td>22.3</td>
<td>18.6</td>
</tr>
<tr>
<td>15</td>
<td>25.8</td>
<td>37.7</td>
<td>31.2</td>
</tr>
<tr>
<td>20</td>
<td>42.2</td>
<td>65.2</td>
<td>89.3</td>
</tr>
<tr>
<td>25</td>
<td>77.5</td>
<td>159.8</td>
<td>186.1</td>
</tr>
<tr>
<td>30</td>
<td>83.9</td>
<td>205.0</td>
<td>123.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DEG</th>
<th>Cheb</th>
<th>OPs</th>
<th>OPs on Leja</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>5.8</td>
<td>8.0</td>
<td>6.2</td>
</tr>
<tr>
<td>10</td>
<td>14.6</td>
<td>24.5</td>
<td>20.7</td>
</tr>
<tr>
<td>15</td>
<td>33.6</td>
<td>52.7</td>
<td>47.3</td>
</tr>
<tr>
<td>20</td>
<td>55.0</td>
<td>73.1</td>
<td>70.4</td>
</tr>
<tr>
<td>25</td>
<td>73.9</td>
<td>116.8</td>
<td>164.1</td>
</tr>
<tr>
<td>30</td>
<td>96.7</td>
<td>159.4</td>
<td>161.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DEG</th>
<th>Cheb</th>
<th>OPs</th>
<th>OPs on Leja</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>11.0</td>
<td>11.0</td>
<td>11.0</td>
</tr>
<tr>
<td>10</td>
<td>13.5</td>
<td>27.6</td>
<td>21.0</td>
</tr>
<tr>
<td>15</td>
<td>38.4</td>
<td>40.8</td>
<td>35.0</td>
</tr>
<tr>
<td>20</td>
<td>52.5</td>
<td>89.5</td>
<td>63.7</td>
</tr>
<tr>
<td>25</td>
<td>75.1</td>
<td>118.8</td>
<td>90.3</td>
</tr>
<tr>
<td>30</td>
<td>98.7</td>
<td>225.7</td>
<td>202.5</td>
</tr>
</tbody>
</table>

**Table 4.3:** Lebesgue constants for AFP and DLP extracted with different basis: Chebyshev basis (first column), OPs basis (second column), hybrid method (third column).
Figure 4.7: Interpolation using OPs on DLP extracted from a WAM $A_n$ using OPs basis. We show the relative error of approximation for the various test-functions in the different regions. In the $x$-axis is displayed $n$, the degree of the interpolant.
Figure 4.8: Interpolation using OPs on AFP extracted from a WAM $A_n$ using OPs basis. We show the relative error of approximation for the various test-functions in the different regions. In the x-axis is displayed $n$, the degree of the interpolant.
Conclusion

In the present work we improved and stabilized a method proposed for generating bivariate discrete orthogonal polynomials with a Lanczos-like algorithm. The strategy was already known in literature, but the loss of orthogonality was not yet addressed and remedied.

Using the new algorithm we can produce linear polynomial approximations of continuous functions over rather general planar regions. In particular we consider hyperinterpolation and discrete least squares approximation, where the orthogonality is crucial or highly desirable.

However, studying the subject we find new issues to tackle. We list below some hints for further investigations

- Instead of using a Gram-Schmidt procedure for the orthogonalization process is it possible to produce a recursive $QR$ factorization, producing a more stable algorithm?

- Accepting the re-orthogonalization we lose the great efficiency of the algorithm presented in the first Chapter. Are there any methods to reconstruct sparse polynomials (polynomials with just a few coefficients different from zero) that allow to compute the recurrence coefficients in a stable way?

- We only show the numerical behavior with respect to the loss of orthogonality. Theoretical considerations may lead to explain the dependency between loss of orthogonality and the sets of nodes and weights.

- A few nonstandard domains with minimal cubature rules of arbitrary high degree are known. How does hyperinterpolation work with such regions?

- Huhtanen and Larsen state that their Lanczos-like algorithm can be generalized to any dimension, thus would be interesting to implement it also for 3-dimensional domains.
Appendix A

Software

In the sequel we present all the codes we used throughout the thesis. Except the algorithms for producing and evaluating the bivariate discrete OPs in all their variants, the other codes were ready to use and can be find in [38].

• Basic algorithm

function [Q,A]=OPf(J,H,K)

%INPUT
%H elements xi of the nodes
%K elements yi of the nodes
%J deg of the polynomials generated

%OUTPUT
%Q = matrix of orthonormal vectors containing weighted orthonormal
%polynomials evaluated in the nodes
%A = coefficients alpha and beta of the algorithm

%suppose the points are equally weighted: mi=1/n
n=size(H,1);
q0=ones(n,1)/sqrt(n);

%initialize A
M=(J+2)*(J+1)/2; %columns of A
A=zeros(M,M);

%initialize Q:
Q=q0;
A(1,1)=1;

%first cycle k=1
p=K.*Q;
\[ A(1,2) = p'Q(:,1); \quad p = p - A(1,2)Q(:,1); \]
\[ A(2,2) = \text{norm}(p); \]
\[ p = p / A(2,2); \]
\[ Q = [Q \ p]; \]

\[ p = H.*Q(:,1); \]
\[ \text{for } i = 1:2 \]
\[ A(i,3) = p'Q(:,i); \quad p = p - A(i,3)Q(:,i); \]
\[ \text{end} \]
\[ A(3,3) = \text{norm}(p); \]
\[ p = p / A(3,3); \]
\[ Q = [Q \ p]; \]

%second cycle \( k = 2 \)
\[ p = K.*Q(:,2); \]
\[ \text{for } i = 1:3 \]
\[ A(i,4) = p'Q(:,i); \quad p = p - A(i,4)Q(:,i); \]
\[ \text{end} \]
\[ A(4,4) = \text{norm}(p); \]
\[ p = p / A(4,4); \]
\[ Q = [Q \ p]; \]
\[ \]
\[ \text{for } l = 2:3 \]
\[ p = H.*Q(:,1); \]
\[ \text{for } i = 1:2+l \]
\[ A(i,3+l) = p'Q(:,i); \quad p = p - A(i,3+l)Q(:,i); \]
\[ \text{end} \]
\[ A(3+l,3+l) = \text{norm}(p); \]
\[ p = p / A(3+l,3+l); \]
\[ Q = [Q \ p]; \]
\[ \]
\[ \text{end} \]
\[ \]
\[ \text{for } k = 3:J \]
\[ k0 = (k-2)(k-1)/2 + 1; \]
\[ k1 = (k-1)/2 + 1; \]
\[ k2 = k*(k+1)/2 + 1; \]
\[ p = K.*Q(:,k1); \]
\[ \text{for } i = k0-1:k2-1 \]
\[ A(i,k2) = p'Q(:,i); \quad p = p - A(i,k2)Q(:,i); \]
\[ \text{end} \]
\[ A(k2,k2) = \text{norm}(p); \]
\[ p = p / A(k2,k2); \]
\[ Q = [Q \ p]; \]
\[ \text{for } l = k1:k2-1 \]
Algorithm 2.3

function \([Q,A,R,R1,N]=\text{OP1}(J,H,K,w)\)

%INPUT
%H xi of the nodes (xi,yi)
%K yi of the nodes (xi,yi)
%J degree of polynomials generated
%w weights of the discrete inner product

%OUTPUT
%Q contains in its columns evaluations in the nodes of polynomials orthonormal with respect to discrete weighted inner product
%A coefficients of the recurrence relations
%R, R1 triangular matrices that bring the not-orthonormal matrix to an orthonormal one

N=size(H,1);
q0=ones(N,1)/sqrt(N);

%initialize A
d=(J+2)*(J+1)/2; %columns of A
A=zeros(d,d);

%initialize Q:
Q=q0;
A(1,1)=1;

%degree k=1
p=K.*Q;
A(1,2)=p'*Q(:,1); p=p-A(1,2)*Q(:,1);
A(2,2)=norm(p);
p=p/A(2,2);

for i=1-k:1+k
    A(i,1+k+1)=p'*Q(:,i); p=p-A(i,1+k+1)*Q(:,i);
end
A(1+k+1,1+k+1)=norm(p);
p=p/A(1+k+1,1+k+1);
Q=[Q p];
end
end

A=sparse(A);

• Alogorithm 2.3

\[ p = H \cdot Q(;1) \]

for \( i = 1 \) to \( 1+k \):
    \[ A(i,1+k+1) = p' \cdot Q(:,i); \]
    \[ p = p - A(i,1+k+1) \cdot Q(:,i); \]
end

\[ A(1+k+1,1+k+1) = \text{norm}(p); \]
\[ p \cdot A(1+k+1,1+k+1); \]
\[ Q = [Q \ p]; \]

end
Q=[Q p];

p=H.*Q(:,1);
for i=1:2
  A(i,3)=p'*Q(:,i); p=p-A(i,3)*Q(:,i);
end
A(3,3)=norm(p);
p=p/A(3,3);
Q=[Q p];

%degree k=2
p=K.*Q(:,2);
for i=1:3
  A(i,4)=p'*Q(:,i); p=p-A(i,4)*Q(:,i);
end
A(4,4)=norm(p);
p=p/A(4,4);
Q=[Q p];

for l=2:3
  p=H.*Q(:,l);
  for i=1:2+l
    A(i,3+l)=p'*Q(:,i); p=p-A(i,3+l)*Q(:,i);
  end
  A(3+l,3+l)=norm(p);
p=p/A(3+l,3+l);
  Q=[Q p];
end

%higher degree
for k=3:J
  k0=(k-2)*(k-1)/2 + 1;
k1=(k-1)*k/2 + 1;
k2=k*(k+1)/2 + 1;

  p=K.*Q(:,k1);
  for i=k0-1:k2-1
    A(i,k2)=p'*Q(:,i); p=p-A(i,k2)*Q(:,i);
  end
  A(k2,k2)=norm(p);
p=p/A(k2,k2);
  Q=[Q p];

  for l=k1:k2-1
    p=H.*Q(:,l);
    for i=l-k:l+k

\[ A(i, l+k+1) = p' \cdot Q(:, i); \quad p = p - A(i, l+k+1) \cdot Q(:, i); \]

end

\[ A(l+k+1, l+k+1) = \text{norm}(p); \]

\[ p = p / A(l+k+1, l+k+1); \]

\[ Q = [Q \quad p]; \]

end

end

A = \text{sparse}(A);

W = \text{diag}(\text{sqrt}(w));

\[ [\cdot, R] = \text{qr}(Q, 0); \]

\[ Q = Q / R; \]

\[ [\cdot, R1] = \text{qr}(W \cdot Q, 0); \]

\[ Q = Q / R1; \]

end

- Algorithm 2.4
  variant with MGS

function \([Q, A] = \text{OPf4w}(\text{deg}, H, K, W)\)

%INPUT:
%\text{deg} = orthogonal polynomials are produced up to degree \text{deg}
%H = x-components of the nodes (xi, yi)
%K = y-components of the nodes (xi, yi)

%OUTPUT:
%Q = nearly orthonormal matrices, containes the weighted evaluation
%of the orthogonal polynomials produced at the nodes.
%A = matrix of the coefficients, both coefficients of first and second
%orthogonalization are saved -> build the exact Vandermonde matrix

%compute the matrix Q using routine ORTHcgs1w:
%orthogonalize twice against all previous vectors, wihtout using any
%criterion to decide if is better to repeat or not

%replacing ORTHcgs1w by ORTHcgs2:
%compute the matrix Q using routine ORTHcgs2:
%orthogonalize twice against all previous vectors, using a criterion to
%decide if is better to repeat or not. fail with some sets of nodes

%suppose the points are equally weighted: \( mi = 1 / n \)
if nargin < 4
    W=ones(size(H));
end

sum_W=sum(W);
n=length(H);
q0=ones(n,1)/sqrt(sum_W);

M=(deg+2)*(deg+1)/2; %columns of A
A=zeros(M,2*M);

%initialize Q
Q=q0;

%first cycle k=1
p=K.*Q;
[A(1:2,3:4),p]=ORTHcgs1w(Q,p,W);
Q=[Q p];
p=H.*Q(:,1);
[A(1:3,5:6),p]=ORTHcgs1w(Q,p,W);
Q=[Q p];

%second cycle k=2
p=K.*Q(:,2);
[A(1:4,7:8),p]=ORTHcgs1w(Q,p,W);
Q=[Q p];
for l=2:3
    p=H.*Q(:,l);
    [A(1:3+l,5+2*l:6+2*l),p]=ORTHcgs1w(Q,p,W);
    Q=[Q p];
end

for k=3:deg
    k1=(k-1)*k/2 + 1;
    k2=k*(k+1)/2 + 1;
    p=K.*Q(:,k1);
    [A(1:k2,2*k2-1:2*k2),p]=ORTHcgs1w(Q,p,W);
    Q=[Q p];
    for l=k1:k2-1
        p=H.*Q(:,l);
        [A(1:l+k+1,2*(l+k)+1:2*(l+k+1)),p]=ORTHcgs1w(Q,p,W);
        Q=[Q p];
    end
end
end

end

A=sparse(A);

function [S,w] = ORTHcgs1w(Q,w,W)
%INPUT
%Q = orthonormal matrix
%w = vector, linearly independent to columns of Q

%OUTPUT
%S = coefficients of the weighted inner products between w and columns of Q
% - this variant return the coefficients from both the repetition of the
% algorithm -> we can build the exact Vandermonde matrix
%w = normalized orthogonal projection of w into the complement of span(Q)

k=size(Q,2);
S=zeros(k+1,2);

%repeat twice, without using a criterion
for i=1:2
    for j=1:k
        wmod=W.*w;
        S(j,i)=Q(:,j)'*wmod;
        w=w-S(j,i)*Q(:,j);
    end
end

% S(k+1,2)=norm(w,2);
wmod=W.*w;
S(k+1,2)=sqrt(w'*wmod);
w=w/S(k+1,2);

variant with CGS

function [Q,A]=OPf5w(deg,H,K,W)
%INPUT:
%deg = orthogonal polynomials are produced up to degree deg
%H = x-components of the nodes (xi, yi)
%K = y-components of the nodes (xi, yi)

%OUTPUT:
%Q = nearly orthonormal matrices, contains the weighted evaluation
%of the orthogonal polynomials produced at the nodes.
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% A = matrix of the coefficients, both coefficients of first and second
% orthogonalization are saved -> build the exact Vandermonde matrix

% compute the matrix Q using routine ORTHcgs1w:
% orthogonalize twice against all previous vectors, without using any
% criterion to decide if is better to repeat or not

% replacing ORTHcgs1w by ORTHcgs2:
% compute the matrix Q using routine ORTHcgs2:
% orthogonalize twice against all previous vectors, using a criterion to
% decide if is better to repeat or not. Fail with some sets of nodes

% suppose the points are equally weighted: mi=1/n

if nargin < 4
    W=ones(size(H));
end

sum_W=sum(W);
n=length(H);
q0=ones(n,1)/sqrt(sum_W);

M=(deg+2)*(deg+1)/2; % columns of A
A=zeros(M,2*M);

% initialize Q
Q=q0;

% first cycle k=1
p=K.*Q;
[A(1:2,3:4),p]=ORTHcgs1w(Q,p,W);
Q=[Q p];
p=H.*Q(:,1);
[A(1:3,5:6),p]=ORTHcgs1w(Q,p,W);
Q=[Q p];

% second cycle k=2
p=K.*Q(:,2);
[A(1:4,7:8),p]=ORTHcgs1w(Q,p,W);
Q=[Q p];

for l=2:3
    p=H.*Q(:,1);
    [A(1:3+1,5+2*1:6+2*1),p]=ORTHcgs1w(Q,p,W);
    Q=[Q p];
end
for k=3:deg
    k1=(k-1)*k/2 + 1;
    k2=k*(k+1)/2 + 1;
    p=K.*Q(:,k1);
    [A(1:k2,2*k2-1:2*k2),p]=ORTHcgs1w(Q,p,W);
    Q=[Q p];
    for l=k1:k2-1
        p=H.*Q(:,l);
        [A(1:l+k+1,2*(l+k)+1:2*(l+k+1)),p]= ORTHcgs1w(Q,p,W);
        Q=[Q p];
    end
end
A=sparse(A);

function [S,w] = ORTHcgs1w(Q,w,W)
%INPUT
%Q = orthonormal matrix
%w = vector, linearly independent to columns of Q

%OUTPUT
%S = coefficients of the weighted inner products between w and columns of Q
% - this variant return the coefficients from both the repetition of the
% algorithm -> we can build the exact Vandermonde matrix
%w = normalized orthogonal projection of w into the complement of span(Q) ;

k=size(Q,2);
repeat=2;
S=zeros(k+1,repeat);
%repeat twice, without using a criterion
for i=1:repeat
    wmod=W.*w;
    S(1:end-1,i)=Q'*wmod;
    w=w-Q*S(1:end-1,i);
end
%S(k+1,2)=norm(w,2);
wmod=W.*w;
S(k+1,2)=sqrt(w'*wmod);
\[ w = \frac{w}{S(k+1,2)}; \]

- \textbf{Algorithm 2.5}

\begin{verbatim}
function \[V\]=OP1eval(J,H,K,A,R,R1,N)

\%build the matrix V of the orthogonal polynomials in an arbitrary set of \%points (xi,yi)

\%INPUT
\% H xi of the points (xi,yi)
\% K yi of the points (xi,yi)
\% J degree of polynomials
\% A matrix of the recurrence coefficients
\% R,R1 triangular matrices of the change of basis
\% N cardinality of the nodes used to build the polynomials

\%OUTPUT
\% V matrix of vectors containing the evaluation of the orthogonal \% polynomials in the points

n=size(H,1);
q0=ones(n,1)/sqrt(N);

\%initialize V:
V=q0;

\%degree k=1
p=K.*V;
p=p-A(1,2)*V(:,1);
p=p/A(2,2);
V=[V p];
p=H.*V(:,1);
for i=1:2
    p=p-A(i,3)*V(:,i);
end
p=p/A(3,3);
V=[V p];

\%degree k=2
p=K.*V(:,2);
for i=1:3
    p=p-A(i,4)*V(:,i);
end
p=p/A(4,4);
V=[V p];

end
\end{verbatim}
p = p/A(4,4);
V = [V p];

for l = 2:3
    p = H.*V(:,l);
    for i = 1:2+l
        p = p - A(i,3+l)*V(:,i);
    end
    p = p/A(3+l,3+l);
    V = [V p];
end

% higher degree
for k = 3:J
    k0 = (k-2)*(k-1)/2 + 1;
    k1 = (k-1)*k/2 + 1;
    k2 = k*(k+1)/2 + 1;
    p = K.*V(:,k1);
    for i = k0-1:k2-1
        p = p - A(i,k2)*V(:,i);
    end
    p = p/A(k2,k2);
    V = [V p];
    for l = k1:k2-1
        p = H.*V(:,l);
        for i = 1-k:1+k
            p = p - A(i,l+k+1)*V(:,i);
        end
        p = p/A(l+k+1,l+k+1);
        V = [V p];
    end
end

V = (V/R)/R1;
end

- Algorithm 2.6 variant with MGS

function [Q] = OPf4weval(deg, H, K, A, W)

% INPUT:
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%deg = orthogonal polynomials are produced up to degree deg
%H = x-components of the nodes (xi, yi)
%K = y-components of the nodes (xi, yi)

%OUTPUT:
%Q = nearly orthonormal matrices, contains the weighted evaluation
%of the orthogonal polynomials produced at the nodes.
%A = matrix of the coefficients, both coefficients of first and second
%orthogonalization are saved -> build the exact Vandermonde matrix

%compute the matrix Q using routine ORTHcgs1:
%orthogonalize twice against all previous vectors, without using any
%criterion to decide if is better to repeat or not

%replacing ORTHcgs1 by ORTHcgs2:
%compute the matrix Q using routine ORTHcgs2:
%orthogonalize twice against all previous vectors, using a criterion to
%decide if is better to repeat or not. fail with some sets of nodes

%suppose the points are equally weighted: mi=1/n

n=size(H,1);
dim=sum(W);
q0=ones(n,1)/sqrt(dim);
M=(deg+2)*(deg+1)/2; %columns of A

%initialize Q
Q=q0;

%first cycle k=1
p=K.*Q;
% [A(1:2,3:4),p]=ORTHcgs1(Q,p);
p=OP5eval(Q,p,A(1:2,3:4));
Q=[Q p];
p=H.*Q(:,1);
% [A(1:3,5:6),p]=ORTHcgs1(Q,p);
p=OP5eval(Q,p,A(1:3,5:6));
Q=[Q p];

%second cycle k=2
p=K.*Q(:,2);
%[A(1:4,7:8),p]=ORTHcgs1(Q,p);
p=OP5eval(Q,p,A(1:4,7:8));
Q=[Q p];
for l=2:3
    p=H.*Q(:,1);
    % [A(1:3+1,5+2*1:6+2*1),p]=ORTHcgs1(Q,p);
    p=OP5eval(Q,p,A(1:3+1,5+2*1:6+2*1));
    Q=[Q p];
end
for k=3:deg
    k1=(k-1)*k/2 + 1;
    k2=k*(k+1)/2 + 1;
    p=K.*Q(:,k1);
    % [A(1:k2,2*k2-1:2*k2),p]=ORTHcgs1(Q,p);
    p=OP5eval(Q,p,A(1:k2,2*k2-1:2*k2));
    Q=[Q p];
    for l=k1:k2-1
        p=H.*Q(:,l);
        % [A(1:l+k+1,2*(l+k)+1:2*(l+k+1)),p]= ORTHcgs1(Q,p);
        p=OP5eval(Q,p,A(1:l+k+1,2*(l+k)+1:2*(l+k+1)));
        Q=[Q p];
    end
end
A=sparse(A);

function w=OP5eval(Q,w,S)
%repeat twice, without using a criterion
k=size(Q,2);
for i=1:2
    % S(1:end-1,i)=Q'*w;
    for j=1:k
        w=w-S(j,i)*Q(:,j);
    end
end
%S(k+1,2)=norm(w,2);
w=w/S(end,2);

variant with CGS
function [Q]=OPf5weval(deg,H,K,A,W)
%INPUT:
%deg = orthogonal polynomials are produced up to degree deg
%H = x-components of the nodes (xi, yi)
%K = y-components of the nodes (xi, yi)

%OUTPUT:
%Q = nearly orthonormal matrices, containes the weighted evaluation
%of the orthogonal polynomials produced at the nodes.
%A = matrix of the coefficients, both coefficients of first and second
%orthogonalization are saved -> build the exact Vandermonde matrix

%compute the matrix Q using routine ORTHcgs1:
%orthogonalize twice against all previous vectors, without using any
%criterion to decide if is better to repeat or not

%replacing ORTHcgs1 by ORTHcgs2:
%compute the matrix Q using routine ORTHcgs2:
%orthogonalize twice against all previous vectors, using a criterion to
%decide if is better to repeat or not. Fail with some sets of nodes

%suppose the points are equally weighted: mi=1/n

n=size(H,1);
dim=sum(W);
q0=ones(n,1)/sqrt(dim);

M=(deg+2)*(deg+1)/2; %columns of A

%initialize Q
Q=q0;

%first cycle k=1
p=K.*Q;
% [A(1:2,3:4),p]=ORTHcgs1(Q,p);
p=OP5eval(Q,p,A(1:2,3:4));
Q=[Q p];

p=H.*Q(:,1);
% [A(1:3,5:6),p]=ORTHcgs1(Q,p);
p=OP5eval(Q,p,A(1:3,5:6));
Q=[Q p];

%second cycle k=2
p=K.*Q(:,2);
% [A(1:4,7:8), p] = ORTHcgs1(Q, p);
p = OP5eval(Q, p, A(1:4, 7:8));
Q = [Q p];
for l = 2:3
    p = H.*Q(:, l);
    % [A(1:3+l, 5+2*l:6+2*l), p] = ORTHcgs1(Q, p);
p = OP5eval(Q, p, A(1:3+l, 5+2*l:6+2*l));
Q = [Q p];
end
for k = 3:deg
    k1 = (k-1)*k/2 + 1;
    k2 = k*(k+1)/2 + 1;
    p = K.*Q(:, k1);
    % [A(1:k2, 2*k2-1:2*k2), p] = ORTHcgs1(Q, p);
p = OP5eval(Q, p, A(1:k2, 2*k2-1:2*k2));
Q = [Q p];
for l = k1:k2-1
    p = H.*Q(:, l);
    % [A(1:l+k+1, 2*(l+k)+1:2*(l+k+1)), p] = ORTHcgs1(Q, p);
p = OP5eval(Q, p, A(1:l+k+1, 2*(l+k)+1:2*(l+k+1)));
Q = [Q p];
end
end
A = sparse(A);

function w = OP5eval(Q, w, S)

% repeat twice, without using a criterion
for i = 1:2
    % S(1:end-1, i) = Q'*w;
    w = w - Q*S(1:end-1, i);
end
% S(k+1, 2) = norm(w, 2);
w = w / S(end, 2);

• Domains for hyperinterpolation
  a) Convex polygon
polygon_side = [0.1 0; 0.7 0.2; 1 0.5; 0.75 0.85; 0.5 1; ... 0 0.25; 0.1 0];
xyw = polygauss_2014(2*deg,polygon_side);

b) Non-convex polygon
polygon_side = [0 0;0.5 0;0.8 0.6; 0.6 1; 0.3 0.6;0 1;0 0];
xyw = polygauss_2014(2*deg,polygon_side);

c) Double bubble
xyw = gqdbubble(2*deg,0,0,5,6,0,3);

d) Circular zone
xyw = gqcirczone(2*deg,pi/9,2*pi/3,1);

- Hyperinterpolation

function [R,R1,cfs,hyperr,hypnorm] = hypintp(deg,nodes,weights,...
controlmesh,F,basis_type)

% INPUT
% deg: polynomial degree
% nodes: d-column array of the cubature nodes of a positive
% formula exact up to degree 2*deg
% weights: 1-column array of the positive cubature weights
% controlmesh: 2-column array of control nodes to estimate the
% uniform norm of the hyperinterpolation operator

% OUTPUT
% R,R1: upper triangular matrices for basis orthonormalization,
% [DP basis] = [old basis]*inv(R)*inv(R1)
% cfs: 1-column array of hyperinterpolation coefficients
% hyperr: hyperinterpolation error
% hypnorm: uniform norm of the hyperinterpolation operator

% NOTICE: after a call to multivop, the hyperinterpolant values at
% a given d-column array of points, say mymesh, can be computed by
% U = myvand(deg,mymesh); C = (U/R)/R1; s = C*cfs;

% FUNCTION BODY
if nargin < 6
    basis_type=1;
end

if isempty(weights) == 1
    L=size(nodes,1);
    weights=ones(L,1)/L;
end
% Vandermonde in the polynomial basis on the cubature nodes
switch basis_type
  case 0
    % fprintf('
 \t CHEB');
 X=nodes(:,1); Y=nodes(:,2);
 a=min(X); b=max(X); c=min(Y); d=max(Y);
 rect=[a b c d];
 V = chebvand2d(deg,nodes,rect);
  case 1
    % fprintf('
 \t OP2');
 [V,A]=OPw(deg,nodes(:,1),nodes(:,2),weights);
end

% scaling matrix
W = sparse(diag(sqrt(weights)));
if basis_type==0
  % orthogonalization process by a double QR
  [~,R] = qr(V,0);
  V = V/R;
  [~,R1] = qr(W*V,0);
  V = V/R1;
else
  R=[]; R1=[];
end

% sampling a function fun at the cubature nodes
f = feval(F,nodes(:,1),nodes(:,2));
% hyperinterpolation coefficients of the function
cfs = V'*(weights.*f);
% estimating the hyperinterpolation error
hyperr = sqrt(weights'*(V*cfs-f).^2)/sqrt(weights'*f.^2);

% Vandermonde in the OP basis on the control nodes
switch basis_type
  case 0
    U1 = chebvand2d(deg,controlmesh,rect);
    U =U1/R/R1;
  case 1
    U=OPw_eval(deg,controlmesh(:,1),controlmesh(:,2),A,weights);
end
% estimating the uniform norm of the hyperinterpolation operator
hypnorm = norm(W^2*V*U',1);
end

- Domains for discrete least squares approximation
  a) Convex polygon

    quadrangle=1; %=0 -> triangle
polygon_vertices=0.1*[4 0;6 0;8 1;9 3;8 5;5 9;2 5;1 3;2 1;4 0];
if quadrangle
    [xy,v] = wam_polygon_quad(polygon_vertices,deg);
else
    [xy, err] = wam_polygon_tri(polygon_vertices,deg);
end

b) Non-convex polygon

quadrangle=1; %=0 -> triangle
polygon_vertices=0.1*[1 1;6 2;7 4;10 3;9 6;6 7;4 5;1 6;1 1];
if quadrangle
    [xy,v] = wam_polygon_quad(polygon_vertices,deg);
else
    [xy, err] = wam_polygon_tri(polygon_vertices,deg);
end

c) Quadrangle

xy = wamquadrangle(deg,[2 0;1 1;-2 2;-1 -1]);

d) Unit disk

xy = wamdisk(deg);

• extraction of AFP and DLP

function [fek,R1,R2,leb,dets] = approxfek(deg,mymesh,leja,...
controlmesh,rect,vandfcn,moms,varargin)

%--------------------------------------------------------------------------------
% OBJECT.
%--------
% Extracts approximate Fekete or Leja interpolation points from a 1D, 2D
% or 3D mesh/cloud and estimates their Lebesgue constant.
%--------------------------------------------------------------------------------
% PAPERS.
%--------
% A. Sommariva and M. Vianello, Computing approximate Fekete points by QR
%
% L. Bos, S. De Marchi, A. Sommariva and M. Vianello, Computing
% multivariate Fekete and Leja points by numerical linear algebra,
%--------------------------------------------------------------------------------
% INPUT.
%--------
% deg = interpolation degree
%
% mymesh = 1-, 2- or 3-column array of mesh points coordinates, from which
% the approximate Fekete or Leja points will be extracted; if
% mymesh is already a set of interpolation points, their Lebesgue
% constant will be estimated on controlmesh.
%
% leja = 0: computes approximate Fekete points
% 1: computes approximate Leja points
%
% controlmesh = 1-, 2- or 3-column array of mesh point coordinates
% (possibly finer mesh to evaluate the Lebesgue constant of the
% points)
% if controlmesh == [], then it will be set controlmesh = mymesh
%
% rect = 2-, 4- or 6-component vector such that the rectangle
% [rect(1),rect(2)] in 1D
% [rect(1),rect(2)] x [rect(3),rect(4)] in 2D
% [rect(1),rect(2)] x [rect(3),rect(4)] x [rect(5),rect(6)] in 3D
% contains the meshes
% if rect == [], it will be automatically tailored to the meshes.
%
% vandfcn = string determining the m-function that computes the basis.
% EXAMPLE. If the function that computes the basis is dubiner_simplex.m
% than put vandfct equal to 'dubiner_simplex'. The interpolation matrix
% must be $V(i,j)=\phi_j(x_i)$ where $\phi_1,\phi_2,...$ is the
% polynomial basis to be considered.
%---------------------------------------------------------------------
% OUTPUT.
%----------
% fek = 1-, 2- or 3-column array of approximate Fekete or Leja
% points coordinates.
%
% P = transformation matrix for the total-degree product Chebyshev basis
% of the rectangle, namely
% [new basis] = [old basis] * P
% [new Vandermonde] = [old Vandermonde] * P
%
% leb = Approximate Lebesgue constant.
% A call without this output argument will directly avoid to compute
% it.
%---------------------------------------------------------------------

%%
%% Copyright (C) 2013. Alvise Sommariva, Marco Vianello.
%%
%% This program is free software; you can redistribute it and/or modify
%% it under the terms of the GNU General Public License as published by
%% the Free Software Foundation; either version 2 of the License, or
%% (at your option) any later version.
%%
%% This program is distributed in the hope that it will be useful,
%% but WITHOUT ANY WARRANTY; without even the implied warranty of
%% MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the
%% GNU General Public License for more details.
%%
%% You should have received a copy of the GNU General Public License
%% along with this program; if not, write to the Free Software
%% Foundation, Inc., 59 Temple Place, Suite 330, Boston, MA 02111-1307 USA
%%
%% Authors:
%%
%% Alvise Sommariva <alvise@euler.math.unipd.it>
%% Marco Vianello <marcov@euler.math.unipd.it>
%%
%% Date: May 09, 2013
%%

%----------------
% FUNCTION BODY.
%----------------

%----------------
% DEFAULTS.
%----------------

% Setting rectangle if not defined.

% LEJA DEFAULTS.
if nargin < 3
  leja=0;
end

if length(leja) == 0
  leja=0;
end

% CONTROLMESH DEFAULTS.
if nargin < 4
  controlmesh=[];
end
% RECT DEFAULTS.
if nargin < 5
    rect = [];
end

if size(rect) == [0 0]
    if length(mymesh(:,1)) == 1
        allpts = [mymesh; controlmesh];
        rect(1) = min(allpts(:,1));
        rect(2) = max(allpts(:,1));
    else
        allpts = [mymesh; controlmesh];
        rect(1) = min(allpts(:,1));
        rect(2) = max(allpts(:,1));
        rect(3) = min(allpts(:,2));
        rect(4) = max(allpts(:,2));
        if length(mymesh(:,1)) == 3
            rect(5) = min(allpts(:,3));
            rect(6) = max(allpts(:,3));
        end
    end
end

% VANDERMONDE MATRIX DEFAULTS.
if nargin < 6
    % computing the rectangular Chebyshev-Vandermonde matrix on the mesh
    W = chebvand(deg, mymesh, rect);
else
    vand = fcnchk(vandfcn);
    W = feval(vand, deg, mymesh, varargin{:});
end

% Dimension of the polynomial space.
if length(mymesh(:,1)) == 1
    dim = deg + 1;
end
if length(mymesh(:,1)) == 2
    dim = (deg + 1) * (deg + 2) / 2;
end
if length(mymesh(:,1)) == 3
    dim = (deg + 1) * (deg + 2) * (deg + 3) / 6;
end
% MOMENTS DEFAULTS.
moms_flag=0;
if nargin < 7
    moms_flag=1;
moms=ones(dim,1);
else
    if length(moms) == 0
        moms_flag=1;
moms=ones(dim,1);
    end
end

%%%%%%%%%%%%%%%%%%%%%%%
% ACTUAL CODE.
%%%%%%%%%%%%%%%%%%%%%%%

% approximate Fekete or Leja points extraction from mymesh

% change of basis via 2 successive QR factorizations of the
% Vandermonde matrices; to keep the original basis set ort=0
ort=1;
B=W;
if ort==1
    [Q,R1]=qr(B,0);
    B=B/R1;
    [Q,R2]=qr(B,0);
    B=B/R2;
else
    R1=eye(dim); R2=eye(dim);
end;

% P is the basis transformation matrix:
% now B = W * P is the Chebyshev-Vandermonde matrix on mymesh
% in the new basis and is nearly-orthogonal
% (unless W is too severely ill conditioned)

% extracting the interpolation points and computing the weights
if leja == 0
    % approximate Fekete points and corresponding weights
    % by QR factorization with column pivoting of B’=(W*P)’
w=B’\moms;
ind = find(abs(w) > 0);
fek = mymesh(ind,:);
w = w(ind,:);
else
    % approximate Leja points and corresponding weights
    % by LU factorization with row pivoting of B=W*P
    [L,U,perm] = lu(B,'vector');
    fek = mymesh(perm(1:dim,:),:);
end

% estimating the Lebesgue constant

% square Chebyshev-Vandermonde matrix at the interpolation points
% V = chebvand(deg,fek,rect);
if nargin < 6
    V = chebvand(deg,fek,rect);
else
    V = feval(vand,deg,fek,varargin{:});
end

% setting controlmesh if not defined and computing the rectangular
% Chebyshev-Vandermonde matrix on controlmesh
if size(controlmesh) == [0 0]
    controlmesh = mymesh;
    controlV = W;
else
    if nargin < 6
        controlV = chebvand(deg,controlmesh,rect);
    else
        controlV = feval(vand,deg,controlmesh,varargin{:});
    end
end

if nargout >= 4
    % numerical maximization of the Lebesgue function on controlmesh,
    % stabilizing by the basis transformation matrix
    leb = norm(((V/R1)/R2)' 
               \((controlV/R1)/R2)' \',1);
end

if nargout >= 5
    dets = det(V);
end

if moms_flag == 0
    fek = [fek w];
end
function V = chebvand(deg, gmesh, rect)

if length(gmesh(1,:)) == 1
    V = chebvand(deg, gmesh, rect)
else
    V = chebvand(deg, gmesh, rect)
end
% couples with length less or equal to deg
j=(0:1:deg);

% mapping the mesh in the interval [-1,1]
a=rect(1); b=rect(2);
map=(2*gmesh(:,1)-b-a)/(b-a);

% Chebyshev-Vandermonde matrix on the mesh
V=cos(acos(map(:,1))*j);
end

if length(gmesh(1,:)) == 2

% couples with length less or equal to deg
j=(0:1:deg);
[j1,j2]=meshgrid(j);
good=find(j1(:)+j2(:)<deg+1);
couples=[j1(good) j2(good)];

% mapping the mesh in the square [-1,1]^2
a=rect(1); b=rect(2); c=rect(3); d=rect(4);
map=[(2*gmesh(:,1)-b-a)/(b-a) (2*gmesh(:,2)-d-c)/(d-c)];

% Chebyshev-Vandermonde matrix on the mesh
V1=cos(couples(:,1)*acos(map(:,1))');
V2=cos(couples(:,2)*acos(map(:,2))');
V=(V1.*V2)';
end

if length(gmesh(1,:)) == 3

% triples with length less or equal to deg
j=(0:1:deg);
[j1,j2,j3]=meshgrid(j,j,j);
good=find(j1(:)+j2(:)+j3(:)<deg+1);
triples=[j1(good) j2(good) j3(good)];

% mapping the mesh in the cube [-1,1]^3
a=rect(1); b=rect(2);
c=rect(3); d=rect(4);
e=rect(5); f=rect(6);
map=[(2*gmesh(:,1)-b-a)/(b-a) (2*gmesh(:,2)-d-c)/(d-c) ...
\[(2 * gmesh(:,3) - f - e) / (f - e)\];

% Chebyshev–Vandermonde matrix on the mesh
V1 = cos(triples(:,1) * acos(map(:,1)'));
V2 = cos(triples(:,2) * acos(map(:,2)'));
V3 = cos(triples(:,3) * acos(map(:,3)'));
V = ((V1 .* V2) .* V3)';

• discrete least squares approximation

function [A, cfs, lserr, opnorm] = lsapprox(deg, nodes, ...
controlmesh, F)

% INPUT
% deg: polynomial degree
% nodes: d-column array of the nodes from a WAM
% controlmesh: 2-column array of control nodes to estimate the
% uniform norm of the projection operator

% OUTPUT
% A: sparse matrices with recurrence coefficients,
% cfs: 1-column array of least-square approximation coefficients
% lserr: least square error
% opnorm: uniform norm of the projection operator

% FUNCTION BODY
% uniform weighs
M = size(nodes,1);
w = ones(M,1);
% Vandermonde in the polynomial basis on the WAM
[V, A] = OPw(deg, nodes(:,1), nodes(:,2), w);
% keyboard,
% sampling a function fun at the cubature nodes
f = feval(F, nodes(:,1), nodes(:,2));
% least-square approximant coefficients of the function
cfs = V' * f;
% relative least-square error
V1 = OPw_eval(deg, controlmesh(:,1), controlmesh(:,2), A, w);
f1 = feval(F, controlmesh(:,1), controlmesh(:,2));
lserr = max(V1 * cfs - f1) / max(f1);
% opnorm norm of the projection operator on the WAM:
opnorm = norm(V * V1', 1);
end
Bibliography
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