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Timetable: 20 hrs. Class meets on Monday and Wednesday, 10:00 to 12:30, starting from June 17th, 2019. DEI/D meeting room, Dept. of Information Engineering, DEI/D Building, 1st floor.

Course requirements: Advanced calculus, and probability theory and random processes.

Examination and grading: A project assignment for students in groups of 2 requiring about 20 hours of work.

SSD:

Aim: The aim of this course is to introduce postgraduate students to the topical area of Distributed Optimization. As we enter the era of Big Data, engineers and computer scientists face the unenviable task of dealing with massive amounts of data to analyse and run their algorithms on. Often such data reside in many different computing nodes which communicate over a network, and the availability and processing of the entire data set at one central place is simply infeasible. One needs to thus implemented distributed optimization techniques with message passing amongst the computing nodes. The objective remains to achieve a solution that can be as close as possible to the solution to the centralized optimization problem. In this course, we will start with some history on the origins of distributed optimization algorithms such as the Alternating Direction Method of Multipliers (ADMM), discuss its properties, and applications to both convex and non-convex problems, and explore alternative techniques such as game theoretic methods as well as distributed stochastic optimization methods, and finish with discussions on very recent and largely open areas such as networked optimization and distributed machine learning algorithms. This course will provide a glimpse into this fascinating subject, and will be of relevance to graduate students in Electrical, Mechanical and Computer Engineering, Computer Science students, as well as graduate students in Applied Mathematics and Statistics, along with students dealing with large data sets and machine learning applications to Bioinformatics.

Course contents:

- Lectures 1 and 2: Precursors to distributed optimization algorithms: parallelization and decomposition of optimization algorithms (dual decomposition, proximal minimization algorithms, augmented Lagrangian and method of multipliers)
- Lecture 3: The Alternating Direction Method of Multipliers (ADMM): (Algorithm, convergence, optimality conditions, stopping criteria, constrained convex optimization)
- Lecture 4: Applications of ADMM to machine learning problems: 11 norm problems
- Lecture 5: ADMM based methods for solving consensus and sharing problems, ADMM for non-convex problems and examples
- Lecture 6: ADMM Implementation issues and numerical examples
- Lecture 7: Distributed optimization using non-cooperative game theory (basic theory of Nash equilibrium, existence, uniqueness and efficiency)
- Lecture 8: Distributed stochastic optimization and Stochastic Approximation algorithms
• Lecture 9: Networked Optimization (e.g. over a graph) and distributed optimization under communication constraints

• Lecture 10: Applications of distributed optimization to distributed machine learning: a survey for recent results
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Relevant recent papers will be referred to and distributed during the lectures.