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Introduction

Analysis in metric spaces is an important field of today’s research, in particular it appears
to be fruitful in the so called CC-spaces, Carnot-Carathéodory spaces, or Carnot groups.
The prototype of these spaces is the Heisenberg group Hn, that is the manifold Cn × R
endowed with the group product

(z, t) · (ζ, τ) = (z + ζ, t+ τ + 2=〈z, ζ〉),

where z, ζ ∈ Cn, t, τ ∈ R, and 〈 , 〉 = z1ζ1 + · · ·+ znζn.
After having defined the left translation by p as Lp(q) = p · q, it is introduced the

following basis of left invariant vector fields:

Xj = ∂

∂xj
+ 2yj

∂

∂t
, Yj = ∂

∂yj
− 2xj

∂

∂t
, T = ∂

∂t
,

for j = 1, . . . , n and where (x1, . . . , xn, y1, . . . , yn, t) = (z, t). Then, the following notion
of H-perimeter for a Lebesgue-measurable set E ⊂ Hn in an open set A is considered:

P (E,A) = sup
{ˆ

E

divH φ dL2n+1 : φ ∈ C1
c (A;R2n), ‖φ‖∞ ≤ 1

}
,

where divH φ = ∑n
j=1(Xjφj + Yjφn+j).

A major problem in this area is finding, studying and discussing the regularity of H-
perimeter minimizing sets. This challenging research program takes place in the context
of Calculus of Variations, Geometric Measure Theory and PDEs.

The most natural tools one can develop to understand the properties of minimal
surfaces are area formulas and variation formulas: in particular minimizing sets will have
vanishing first variation of its area functional and nonnegative second variation.

Various examples of variation formulas have been recently computed, for different
kinds of sets. However, they all need some regularity to make sense: this is unsatisfactory
if we are dealing, for example, with regularity theory.

R. Monti, along with D. Vittone, worked to obtain a first variation formula holding
under the sharp, natural hypothesis of finiteness of H-perimeter: no other regularity
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assumptions are made. Actually, in such a family there are extremely non-regular sets;
even sets with fractal boundaries. This first variation formula is obtained using a flow of
contact diffeomorphisms, a special family of diffeomorphisms preserving the finiteness of
H-perimeter. The vector fields generating these flows have the form

Vψ = −4ψT +
n∑
j=1

(Yjψ)Xj − (Xjψ)Yj, ψ ∈ C∞,

for a C∞ function ψ. The formula is deduced from the following:

Theorem 0.1. Let A ⊂ H. be an open set, and let E ⊂ Hn be a set with finite H-perimeter
in A. Let Ψ : [−δ, δ]× A→ Hn, δ = δ(Ψ, A), be the flow generated by ψ ∈ C∞c (A). Then∣∣∣∣P (Ψs(E),Ψs(A))− P (E,A) + s

ˆ
A

(
4(n+ 1)Tψ + Qψ(νE)

)
dµE

∣∣∣∣
≤ CP (E,A)s2

In the inequality above, Qψ is a suitably defined quadratic form, νE is the horizontal
normal to ∂E and µE is the perimeter measure. In fact, all these objects are proved to
exist in our minimal hypothesis.

The goal of this work is to understand whether a generalization of Theorem 0.1 is
possible, and, in this case, to provide it: this would in particular give a general second
variation formula for the H-perimeter of sets with no regularity assumptions. Actually,
in the thesis we show that such a result hold; it is the following

Theorem 0.2. Let E be a set with finite H-perimeter in an open set A ⊂ Hn, with
horizontal normal νE. Let Ψ : [−δ, δ]×A ∈ Hn, δ = δ(ψ,A), be the contact flow generated
by ψ ∈ C∞c (A). Let Aψ(νE) = Qψ(νE) + 4(n + 1)Tψ. Then there exists C = C(ψ,A)
such that∣∣∣∣P (Ψs(E),Ψs(A))− P (E,A) + s

ˆ
A

Aψ(νE)dµE

− s2
ˆ
A

(
Sψ(νE)−

(
Aψ(νE)

)2
+ 32

(
(n+ 1)Tψ

)2
+ div(JVψVψ)

)
dµE

∣∣∣∣ ≤ CP (E,A)s3.

In the above formula, Sψ is another quadratic form. Theorem 0.2 is the new and original
contribution of my work.

The thesis is divided in two chapters. In Chapter 1, we first introduce Heisenberg
groups and H-perimeter, and illustrate some of the most important related known facts.
Then, we discuss area formulas for sets with some regularity, and we deduce standard first
and second variation formulas for the H-perimeter of these sets. Examples of minimizers
are provided too. A particular focus is on the issues of these formulas, concerning mainly
their lack of sense in absence of regularity assumption. The main reference is [12].
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Chapter 2 is devoted to contact diffeomorphisms and variation formulas by means of
these deformations. In particular, Theorem 0.2 is proved in its full generality. This chap-
ter is organized as follows. In the first part, we introduce contact diffeomorphisms, and
prove the properties and characterizations that are needed to build variation formulas.
The notion of contact maps is not new: it was introduced in [11] for different purposes.
However, along this part of the thesis contact diffeomorphisms are described in a simple
way adapted to best suit our setting. After that, we proceed to prove Theorem 0.2. The
proof goes in the following way: we prove such a theorem first assuming C∞ regularity
∂E ∩ A, then, we drop this regularity assumption using the fact that the "relevant" part
of the boundary of a set with locally finite H-perimeter is H-rectifiable: a fundamental
property, introduced in [9], analogous, in Euclidean setting, to standard rectifiability. The
proof proceeds by approximation, and is based on the techniques used by R. Monti and
D. Vittone to prove Theorem 0.1.

Theorem 0.2 could have several applications, that can be object of future works. For
example second variation formulas were the main tool used in [3] to give a positive answer
to the Bernstein problem (the problem of understanding whether minimal global graphs
must have affine parametrizations) assuming C2 regularity of the parametrization of an
important class of sets, the sets with intrinsic Lipshitz boundary, described also in this
thesis, Chapter 1. However, those variation formulas cannot allow to extend deeply that
result, because of the already remarked lack of meaning when regularity assumptions are
dropped. Theorem 0.2 could then be used, for example, to the study of the Bernstein
problem in the most general setting.

In general, many results about minimal sets in Hn are proved to hold only under
regularity assumptions or other hypothesises made to ensure integrability of variation
formulas, for example, about the structure of a particular subset of the boundary of a set
called characteristic locus; the robust integrability of these new variation formulas do not
need such requests, and could then be useful to generalize results of this type.

Acknowledgements: I am deeply grateful to my advisor R. Monti for having intro-
duced me to this exciting field of Mathematical Analysis and for having followed me along
these months with great competence and extreme patience. I thank also D. Vittone who
let me consult his personal notes fundamental to prove Theorem 0.2 in the general case.

I thank my family and my friends, always on my side, and finally, a special "grazie di
tutto!" goes to Elisa.





Chapter 1

Heisenberg groups and H-perimeter

1.1 Heisenberg groups
We define the Heisenberg group of dimension 2n+1 as the manifold Hn = Cn×R endowed
with the group product

· : Hn ×Hn → Hn

(z1, t1) · (z2, t2) = (z1 + z2, t1 + t2 + 2=〈z, z2〉),

where z1, z2 ∈ Cn, t1, t2 ∈ R and 〈z1, z2〉 is the standard scalar product in R2n; by = we
mean the imaginary part. It is straightforward to see that (Hn, ·) is a non-commutative
Lie group, where the identity element is (0, 0) and the inverse element of (z, t) is (−z, t).
We will always identify Cn with R2n, and then Hn with R2n+1. The group product is
defined accordingly.

Let p = (z, t) ∈ Hn. We define the left translation by p as the mapping

Lp : Hn → Hn

Lp(q) = p · q.

The differential map of Lp, that we denote by JLp, is given by an upper triangular matrix
with 1 along the principal diagonal. In particular, its determinant is 1.

We show that the Lebesgue measure is the Haar measure of the Heisenberg group. We
denote by |E| the Lebesgue measure of E ⊂ Hn.

Proposition 1.1. Let E ⊂ Hn, p ∈ Hn. Then

|E| = |LpE|,

that is, Lebesgue measure is the Haar measure of Hn.
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Proof. Let, for any q ∈ E, qp = Lpq. By change of variable formula,

|LpE| =
ˆ
LpE

dqp =
ˆ
E

det JLpdq =
ˆ
E

dq = |E|.

Define now, for λ > 0 the mapping

δλ : Hn → Hn

δλ(z, t) = (λz, λ2t).

We have that δλ is an automorphism of Hn with inverse δλ−1 , that δ1 = id, and, for
λ1, λ2 > 0,

δλ1(δλ2(z, t)) = δλ1+λ2(z, t).
It means that {δλ}λ>0 form a 1-parameter family of automorphisms of Hn. Such auto-
morphisms are called dilations, and Lie groups endowed with a family of automorphisms
of this type are called homogeneous Lie groups. It is evident that det Jδλ = λQ, with

Q = 2n+ 2.

Such important number is called homogeneous dimension of Hn, and we get, mimicking
the proof of Proposition 1.1, that

|δλE| = λQ|E|.

1.1.1 Lie algebra on Hn

We describe the natural Lie algebra of left invariant vector fields onHn. We always identify
a smooth vector field V on an open set A ⊂ Hn both with a vector valued function in
C1(A,Hn) and a linear differential operator.

Definition 1.1. A vector field V on Hn is left invariant if

V (f ◦ Lp) = (V f) ◦ Lp

for any p ∈ Hn and f ∈ C∞(Hn).

It is clear that left invariant vector fields form a Lie algebra on Hn: the Heisenberg
Lie algebra hn. In order to find a basis for hn, we prove the following characterization:

Proposition 1.2 (Characterization of left invariant vector fields). Let V be a vector field
on Hn. The following are equivalent:

(i) V is left invariant.
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(ii) V (p · q) = JLp(q)V (q) for any p, q ∈ Hn.

(iii) V (p) = JLp(0)V (0) for any p ∈ Hn.
Proof. We show that (i) is equivalent to (ii). Let f ∈ C∞(Hn), p, q ∈ Hn. We have that

(V (f ◦ Lp))(q) = 〈∇(f ◦ Lp)(q), V (q)〉 = 〈∇f(Lp(q))JLp(q), V (q)〉,

where by ∇f(Lp(q))JLp(q) we mean the standard product between a row vector and a
matrix. On the other hand,

V f ◦ Lp(q) = 〈∇f(p · q), V (p · q)〉.

By the above equalities, we deduce that (i) holds if and only if

〈∇f(Lp(q))JLp(q), V (q)〉 = 〈∇f(p · q), V (p · q)〉. (1.1)

Clearly condition (ii) implies (1.1), and thus (i). Conversely, assume (1.1) holds. Since
it holds for any f ∈ C∞(Hn), choose f = ∑2n+1

j=1 hjqj, for hj real constants and where by
qj we mean the j-th component of q. Thus, letting h = (h1, . . . , h2n+1), we get

〈h, JLp(q), V (q)〉 = 〈h, V (Lp(q))〉

for any h ∈ R2n+1, which implies (ii).
Condition (iii) follows by condition (ii) simply choosing q = 0.
Assume now (iii). Since it holds for any p ∈ Hn, it holds also for p · q, that is:

V (p · q) = JLp·qV (0).

By associativity of the group product we have Lp·q = Lp ◦ Lq, and thus, differentiating
both sides of this equality, we obtain on the other hand

JLp·q(0) = JLp(q)JLq(0).

We obtain then
V (p · q) = JLp(q)(JLq(0)V (0)).

By condition (iii), the above equality is precisely condition (ii), and the proof is complete.

We build a system of generators for the Lie algebra hn onHn. Let (z, t) = (x1, . . . , xn, y1, . . . , yn, t) ∈
Hn. Then, we define, for j = 1, . . . , n

Xj(p) := JLp(0) ∂

∂xj
= ∂

∂xj
+ 2yj

∂

∂t

Yj(p) := JLp(0) ∂

∂yj
= ∂

∂yj
− 2xj

∂

∂t

T (p) := JLp(0) ∂
∂t

= ∂

∂t

These vector fields are left invariant by condition (iii) of Proposition (1.1), and they are
linearly independent for any p ∈ Hn; thus, they span hn.
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Horizontal distribution. We define the horizontal distribution at a point p ∈ Hn as

Hp = span{Xj(p), Yj(p), j = 1, . . . , n}.

A vector in Hp for some p ∈ Hn are called horizontal vector. A vector field V such that
V (p) ∈ Hp for any p is called horizontal vector field. The horizontal distribution, in fact,
suffices to generate the Lie algebra hn: indeed, denoting with [·, ·] the Lie brackets, or
commutator, we have

[Xj, Yj] = −4T (1.2)

on Hn, for j = 1, . . . , n. All other commutators among {X1, . . . , Xn, Y1, . . . , Yn, T} vanish
identically. Since it suffices just one commutator among the vector fields of the horizontal
distribution to generate the whole of hn, the horizontal distribution is said to be bracket
generating of step 2. We write

Lie{X1, . . . , Xn, Y1, . . . , Yn} = hn.

Lie groups enojoying such a property are called Carnot groups. In particular, Hn is a
Carnot group with 2n generators.

1.1.2 Metrics on the Heisenberg group
We want to construct a metric on Hn by means, in a sense, only of the horizontal distri-
bution. We start with the following definition:

Definition 1.2 (Horizontal curve). A Lipschitz curve γ : R ⊃ [a, b]→ Hn is a horizontal
curve if

γ̇(t) =
n∑
j=1

hj(t)Xj + hn+j(t)Yj

a.e. in [a, b] for suitable functions hj ∈ L∞[0, 1], j = 1, . . . , 2n.

We introduce the following notation for flows: let V be a vector field on Hn, we let

R×Hn 3 (s, p)→ exp(sV )(p) ∈ Hn

be the flow of the vector field V at time s starting from p ∈ Hn. One can readily check
that, for j = 1, . . . , n,

exp(sXj)(p) = (x1, . . . , xj + s, . . . , xn, y1, . . . , yn, t+ 2yjs)
exp(sYj)(p) = (x1, . . . , xn, y1, . . . , yj + s, . . . , yn, t− 2xjs).

Clearly, the line flows starting from a point p ∈ Hn of horizontal vector fields are horizontal
curves. The key step to provide our metric is the fact that we can join any couple of points
with a horizontal curve, namely
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Proposition 1.3. For any p, q ∈ Hn there exists a horizontal curve γ : [a, b]→ Hn such
that γ(a) = p and γ(b) = q.

Proof. We find such a γ by composition of line flows of horizontal vector fields: notice
that, for j = 1, . . . , n and s ∈ R

exp(−sYj) exp(−sXj) exp(sYj) exp(sXj)(x1, . . . , xn, y1, . . . , yn, t)
=(x1, . . . , xn, y1, . . . , yn, t− 4t2)

and

exp(sYj) exp(sXj) exp(−sYj) exp(−sXj)(x1, . . . , xn, y1, . . . , yn, t)
=(x1, . . . , xn, y1, . . . , yn, t+ 4t2);

thus, we are able to find a horizontal curve joining any couple of point with the same first
2n coordinates.

Since we can also join any couple of point p, q with just the j-th component differing,
simply by exp(sXj)(p) if j ∈ {1, . . . , n}, or exp(sY2n−j)(p), if j ∈ {n+ 1, . . . , 2n}, we are
done.

We can clearly deal, without loss of generality, only with horizontal curves defined
on [0, 1], up to a new parametrization. The following definition of Carnot-Carathéodory
distance is thus well-posed:

Definition 1.3 (Carnot-Carathéodory distance). For any couple of points p, q ∈ Hn, we
define their Carnot-Carathéodory distance d(p, q) as

d(p, q) = inf
γ

{
L(γ) :=

ˆ 1

0
|γ̇|
}
,

where the infimum is taken over any horizontal curve γ : [0, 1] → Hn such that γ(0) = p
and γ(1) = q.

We omit the proof that the above defined function d is actually a distance. The Carnot-
Carathéodory distance satisfies the following property: for any p, q, w ∈ Hn, λ > 0, there
hold

(i) d(w · p, w · q) = d(p, q),

(ii) d(δλ(p), δλ(q)) = λd(p, q).

The above equalities are respectively consequences of the left invariance of the horizontal
distribution and of the elementary identity

Xj(f ◦ δλ) = λ(Xjf) ◦ δλ, Yj(f ◦ δλ) = λ(Yjf) ◦ δλ (1.3)
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holding for any f ∈ C∞(Hn), λ > 0, j = 1, . . . , n. In light of (i) and (ii), the distance d is
said to be left-invariant and 1-homogeneous.

We introduce now the following homogeneous "box norm". Let p = (z, t) ∈ Hn, we
define

‖p‖b∞ := max{|z|, |t|1/2}. (1.4)
Such function satisfies

(i) ‖δλ(p)‖b∞ = λ‖p‖∞

(ii) ‖p · q‖b∞ ≤ ‖p‖
b
∞ + ‖q‖b∞

and it is actually a norm on Hn. We define consequently the function

ρ : Hn ×Hn → [0,∞) (1.5)
ρ(p, q) = ‖p−1 · q‖b∞,

that is a distance on Hn. It is clear that also such distance is left invariant and 1-
homogeneous. We now show that the distances d and ρ are equivalent.

Proposition 1.4. There exists an absolute constant C such that

C−1d(p, q) ≤ ρ(p, q) ≤ Cd(p, q) (1.6)

for any p, q ∈ Hn.

Proof. By left invariance and homogeneity of the distance functions involved, we claim
that there exists C such that (1.6) holds for p = 0 and any q ∈ BCC(0, 1) := {q : d(0, q) =
1}. Indeed, once proved such a claim, if d(0, q) = λ > 0, letting q̃ ∈ BCC(0, 1) such that
δλ(q̃) = q, by 1-homogeneity we have

C1λd(0, δλ(q̃)) ≤ λρ(0, δλ(q̃)) ≤ Cλd(0, δλ(q̃)),

and then, if p, q are arbitrary inHn, by applying the chain of inequalities to (p·0, p·(p−1·q)),
and by left invariance of the metrics, we are done.

Let

M := sup{ρ(0, q) : q ∈ BCC(0, 1)}, m := inf{ρ(0, q) : q ∈ BCC(0, 1)}.

We have that 0 < m,M < +∞, by compactness of BCC(0, 1) and the fact that d(0, ·) and
ρ(0, ·) are continuous and strictly positive functions in Hn \ {0}.

Let finally C = max{M, 1/m}, and notice that our claim is true for such a choice of
C.

For a more comprehensive introduction to Heisenberg groups in the more general
setting of stratified Lie groups, see [5].
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1.2 H-perimeter
We introduce a notion of perimeter in Heisenberg groups analogous to the standard Eu-
clidean perimeter (see [8]) but taking into account the particular structure of Hn and its
Lie algebra of left invariant vector fields.

Let V be a smooth horizontal vector field on A ⊂ Hn, A open. We express it using
the basis {X1, . . . , Xn, Y1, . . . , Yn, T}:

V =
n∑
j=1

(
φjXj + φn+jYj

)
,

for suitable functions φi ∈ C1(A), i = 1, . . . , 2n. We define its horizontal divergence as
follows:

divH V :=
n∑
j=1

(
Xjφj + Yjφn+j

)
.

We are identifying a horizontal vector field V with a vector valued functions φ ∈ C1(A,R2n).
Notice that, for p ∈ Hn, letting ‖·‖ the norm on Hp that makes X1, . . . , Xn,
Y1, . . . , Yn orthonormal, we have

‖V (p)‖ = |φ(p)|,

where we denote by |·| the standard norm on R2n.
The following definition is the starting point of the whole theory of minimal surfaces

in Hn, and has been introduced in [9].

Definition 1.4 (H-perimeter). Let A ⊂ Hn be open, and let E ⊂ Hn be Lebesgue mea-
surable. Then the H-perimter of E in A is

P (E,A) = sup
{ˆ

E

divH φ dp : φ ∈ C1
c (A,R2n), ‖φ‖∞ ≤ 1

}
,

where by ‖φ‖∞ we mean the standard sup-norm of φ:

‖φ‖∞ = sup
p∈A
|φ(p)|.

We say that E has finite H-perimeter in A if P (E,A) < ∞. We say that E has locally
finite H-perimeter in A if P (E,A′) <∞ for any open set A′ b A.

By left invariance of the horizontal distribution, and by equalities (1.3), one proves
the following elementary properties of the H-perimeter, with E and A as in the above
definition, p ∈ Hn, λ > 0:

(i) P (LpE,LpA) = P (E,A)
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(ii) P (δλE, δλA) = λQ−1P (E,A).
It is fundamental the following result:

Proposition 1.5 (Gauss-Green formula). Let E ⊂ Hn be a set with locally finite H-
perimeter in A ⊂ Hn open. Then there exists a positive Radon measure µE on A and a
µE measurable function νE : A→ R2n such thatˆ

E

divH φ dp = −
ˆ
A

〈φ, νE〉dµE (1.7)

for all φ ∈ C1
c (A,R2n).

Proof. Consider the following linear functional T : C1
c (A,R2n)→ R:

T (φ) =
ˆ
E

divH φ dp.

Since E has locally finite perimeter in A, for any open set A′ b A we have
T (φ) ≤ ‖φ‖∞P (E,A′) (1.8)

for any φ ∈ C1
c (A′,R2n). By density, T can be extended to a bounded linear operator on

Cc(A′,R2n) satisfying again (1.8). We finally deduce our result by Riesz’ representation
theorem (see e.g. [8]).

With reference to the above result, we give the following
Definition 1.5. The measure µE is called H-perimeter measure, or perimeter measure,
and the function νE is called measure theoretic inner horizontal normal of E, or horizontal
normal.

We finally show that the perimeter measure µE(A) coincides with the H-perimeter of
E in A:
Proposition 1.6. Let E and A as before. Then for any open set A′ b A we have
µE(A′) = P (E,A′).
Proof. Let A′ b A be open. By definition of H-perimeter, the inequality P (E,A′) ≤
µE(A′) follows. We prove the reverse inequality by a standard approximation argument.
By Lusin’s theorem, we find a compact set K ⊂ A′ such that µE(A′ \ K) < ε and νE
is continuous on K. By Urysohn’s lemma, we find a function ψ ∈ Cc(A′R2n) such that
ψ = νE on K and ‖ψ‖∞ ≤ 1. By mollification, there exists φ ∈ C∞c (A′,R2n) such that
‖φ− ψ‖∞ < ε and ‖φ‖∞ ≤ 1. Then we have, with this choice of φ and by (1.7)

P (E,A′) ≥
ˆ
E

divH φ dp = −
ˆ
A′
〈φ, νE〉dµE ≥ (1− ε)µE(A′)− 2ε,

and by arbitrariness of ε we conclude.

More explicit expressions for the horizontal normal and the perimeter measure will
appear later.
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1.3 Area Formulas
In this section we derive formulas for computing the H-perimeter of sets with some reg-
ularity. Our starting point is the area formula for sets with Lipschitz boundary.

1.3.1 Sets with Lipschitz Boundary
Let E ⊂ Hn be a set with Lipschitz boundary. By Rademacher’s Theorem, the Euclidean
outer normal N to ∂E is defined H 2n almost everywhere, where we denote by H 2n the
2n-dimensional standard Hausdorff measure. But then also the vector field

NH =
(
〈X1, N〉, . . . , 〈Xn, N〉, 〈Y1, N〉, . . . , 〈Yn, N〉

)
.

is defined at H 2n-a.e. point of ∂E.
We have the following

Proposition 1.7. Let E ⊂ Hn be a set with Lipschitz boundary, and N be its standard
Euclidean outer normal. Let A ⊂ Hn be open. Then

P (E,A) =
ˆ
∂E∩A

|NH |dH 2n, (1.9)

where NH is defined above and |NH | is its standard Euclidean norm.

Proof. We recall that, given φ ∈ C1
c (A,R2n), then divH φ = div V , where V = ∑n

j=1 φjXj+
φn+jYj. By standard divergence theorem and Cauchy-Schwarz inequality

ˆ
E

divH φdzdt =
ˆ
E

div V dzdt =
ˆ
∂E

〈V,N〉dzdt

=
ˆ
∂E

n∑
j=1

φj〈Xj, N〉+ φn+j〈Yj, N〉dH 2n

≤
ˆ
∂E

n∑
j=1
|φ||NH |dH 2n;

thus, taking the supremum on φ with ‖φ‖∞ ≤ 1 we obtain that P (E,A) ≤
´
∂E∩A|NH |dH 2n.

In order to obtain the reverse inequality, we approximate NH/|NH | by a C1
c (A,R2n)

function with infinity norm less or equal than one. Let ε > 0. By Lusin’s theorem applied
to the measure |NH |dH 2n, we find a compact set K ⊂ ∂E ∩ A such that

ˆ
(∂E∩A)\K

|NH |dH 2n < ε,

and NH is continuous and different from zero on K. By Urysohn’s lemma, there exists
ψ ∈ Cc(A,R2n) equal to NH/|NH | on K such that ‖ψ‖∞ ≤ 1. Mollification then yields a
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function φ ∈ C1
c (A,R2n) with ‖φ‖∞ ≤ 1 and ‖φ−ψ‖∞ ≤ ε. Then, for such a test function

φ, again by divergence theorem we have

P (E,A) ≥
ˆ
E

divH φ =
ˆ
∂E

n∑
k=1

φj〈Xj, N〉+ φn+j〈Yj, N〉dH 2n

≥ (1− ε)
ˆ
∂E∩A

|NH |dH 2n − 2ε

and we conclude by arbitrariness of ε.

Remark. The integral in formula 1.9 makes sense even if in place of ∂E ∩A we have
a "surface" S which is not the boundary of a set. In this case, we prefer to call such
expression AreaH(S).

Formula (1.9) allows us to write an explicit formula for the perimeter measure µE and
for the horizontal inner normal νE for sets E with Lipshitz boundary. Indeed, let E ⊂ Hn

be a set with Lipschitz boundary, and φ ∈ C1
c (Hn,R2n); then, by standard divergence

theorem and by Gauss-Green’s formula (1.7), we have that
ˆ
∂E

〈φ,NH〉dH 2n =
ˆ
E

divH φdzdt = −
ˆ
Hn
〈φ, νE〉dµE,

and so we get that
µE = |NH |H 2nx∂E (1.10)

and
νE = − NH

|NH |
. (1.11)

Our next task will be to exploit formula (1.9) to get area formulas for two important type
of sets. The simplest sets we deal with are the so called t-epigraphs:

Definition 1.6. Let D ⊂ R2n be open and let f : D → R be a function. Then we call the
set

Ef = {(z, t) ∈ H2n : t > f(z), z ∈ D} (1.12)

the t-epigraph of f , and its boundary

gr(f) = {(z, t) ∈ H2n : t = f(z), z ∈ D}

the t-graph of f .

Then the area formula for sets with Lipschitz boundary we have just proved specializes
as follows:
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Proposition 1.8 (Area formula for t-graphs). Let D and f , Ef as in Definition 1.6. Let
also f be Lipschitz. Then

P (Ef , D × R) =
ˆ
D

|∇f(z) + 2z⊥|dz, (1.13)

where z⊥ = (x, y)⊥ = (−y, x).

Proof. Since ∂Ef∩(D×R) = gr(f), we can write its Euclidean outer normal N as follows:

N = (∇f,−1)√
1 + |∇f |2

,

and thus, since
〈N,Xj〉 =

∂xjf − 2yj√
1 + |∇f |2

, 〈N, Yj〉 =
∂yjf + 2xj√

1 + |∇f |2
,

we get that

NH = |∇f + 2z⊥|√
1 + |∇f |2

.

Formula (1.9) and standard area formula for graphs finally yield the thesis:

P (Ef , D × R) =
ˆ
gr(f)
|NH |dH 2n =

ˆ
D

|∇fz + 2z⊥|dz.

The following sets are more subtle: we introduce intrinsic graphs.

1.3.1.1 Intrinsic graphs and intrinsic Lipschitz functions

In order to introduce intrinsic graphs and intrinsic Lipschitz functions, we define C1
H

functions and C1
H regular hypersurfaces. Such notions will be fundamental also in the last

part of the thesis, when we will deal with H-rectifiability.

Definition 1.7 (C1
H functions and horizontal gradient). Let A ⊂ Hn be an open set. A

function f : A→ R is of class C1
H(A) if

(i) f ∈ C(A),

(ii) the derivatives X1f, . . . , Xnf, Y1f, . . . Ynf exist in distributional sense and are rep-
resented by continuous function defined on A.

We define the horizontal gradient of a C1
H(A) function f as the vector valued function

∇Hf ∈ C(A,R2n) such that

∇Hf = (X1f, . . . , Xnf, Y1f, . . . , Ynf).
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Let now, for p ∈ R,

BCC(p, r) = {q ∈ Hn : d(p, q) < r},

where d is the Carnot-Carathéodory distance in Hn- The following is the natural adapta-
tion to our setting of the classical definition of smooth hypersurface:

Definition 1.8 (H-regular hypersurfaces). A set S ⊂ Hn is a H-regular hypersurface if
for any p ∈ S there exist r > 0 and a function f ∈ C1

H(B(p, r)) such that

(i) S ∩B(p, r) = {q ∈ B(p, r) : f(q) = 0},

(ii) |∇Hf | 6= 0.

We can begin now to describe intrinsic graphs by a special but clearer case, that we
later generalize. Consider S ⊂ Hn a C1

H- hypersurface such that S = {f = 0} with
f ∈ C1

H and |∇Hf | 6= 0. Assume that X1f > 0 locally, this is always possible up to a
rotation. Then S is locally a graph along X1; this is the idea lying behind the definition
of intrinsic graphs. Recall that the line flow of X1 starting from a point (z, t) ∈ Hn, that
we denote

s 7→ exp(sX1), s ∈ R,

is given by
exp(sX1)(z, t) = (z + se1, t+ 2y1s),

where e1 = (1, 0, . . . , 0) ∈ R2n, z = (x, y) = (x1, . . . , xn, y1, . . . , yn) ∈ R2n. We choose as
domain of initial points

W = {(z, t) ∈ Hn : x1 = 0};

we identifyW with R2n and we will then give a point w ∈ W coordinates w = (x2, . . . , xn, y1, . . . , yn, t).
We can now give the following

Definition 1.9 (Intrinsic graphs along X1). Let D ⊂ W , and let φ : D → R be a function.
The set

Eφ = {exp(sX1)(w) ∈ Hn : s > φ(w), w ∈ D}

is called intrinsic epigraph of φ along X1. The set

Gr(φ) = {exp(φ(w)X1)(w) ∈ Hn : w ∈ D},

is the intrinsic graph of φ along X1.

In order to provide an area formula for intrinsic graphs, we introduce the following
nonlinear gradient:
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Definition 1.10. Let φ ∈ Liploc(D), where D ⊂ W is open, then the intrinsic gradient
of φ is the vector valued mapping

∇φφ =
(
X2φ, . . . , Xnφ,Bφ, Y2φ, . . . , Ynφ

)
,

where Bφ is the Burger’s operator, defined as follows:

Bφφ = ∂φ

∂y1
− 4φ∂φ

∂t

By classic theorems on Lipschitz functions we have that ∇φφ ∈ L∞loc(D,R2n−1).
We can now state an area formula for intrinsic graphs. We define, for D ⊂ W ,

exp(RX1)(D) = {exp(sX1) ∈ Hn : w ∈ D, s ∈ R},

the cylinder over D along X1. Since w 7→ exp(sX1)(w) is a diffeomorphism, with inverse
w 7→ exp(−sX1)(w), it is open; thus if D is open in W then exp(RX1)(D) is open in Hn,
and then it makes sense to consider P (Eφ, exp(RX1)(D)). We have the following:
Proposition 1.9. Let φ : D → R be Lipschitz, where D ⊂ W is open. Then

P (Eφ, exp(RX1)(D)) =
ˆ
D

√
1 + |∇φφ|dw (1.14)

Proof. We work out the proof only in the case n = 1. The boundary of Eφ, that is Gr(φ),
is parametrized by the function Φ: D → R3

Φ(y, t) = exp(φ(y, t)X)(0, y, t) = (φ, y, t+ 2yφ),

and thus we can compute the outer Euclidean normal

N = −(Φy ∧ Φt)/|Φy ∧ Φt|.

A direct computation shows that

Φy ∧ Φt = (1 + 2yφt)
∂

∂x
+ (2φφt − φy)

∂

∂y
− φt

∂

∂t
,

and thus
〈N,X〉 = −1

|Φy ∧ Φt|
, 〈N, Y 〉 = φy − 4φφt

|Φy ∧ Φt|
= Bφ
|Φy ∧ Φt|

.

Then, by formula (1.7) and standard area formula we get

P (Eφ, exp(RX1)(D)) =
ˆ
∂Eφ∩exp(DX1)(D)

|NH |dH 2

=
ˆ
D

√√√√ 1
|Φy ∧ Φt|2

+ (Bφ)2

|Φy ∧ Φt|2
|Φy ∧ Φt|dydt

=
ˆ
D

√
1 + (Bφφ)2dydt.
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We now introduce an equivalent point of view for intrinsic graphs, that will allow us
to generalize Definition (1.9) to intrinsic graphs along any direction; we will then define
and briefly discuss intrinsic Lipschitz functions. We first give the following
Definition 1.11 (Vertical plane). For any ν ∈ R2n, we call the set

Hν = {(z, t) ∈ Hn : 〈ν, z〉 ≥ 0, t ∈ R}

the vertical half-space through 0 ∈ Hn with inner normal ν. The boundary of Hν, the set

∂Hν = {(z, t) ∈ Hn : 〈ν, z〉 = 0, t ∈ R},

is called vertical plane orthogonal to ν passing through 0 ∈ Hn.

Notice that W = ∂He1 and for w ∈ W

exp(φ(w)X1)(w) = w · (φ(w)e1),

where by "·" we mean the group product on Hn. Thus, the intrinsic graph of φ along X1
can be equivalently defined as follows:

Gr(φ) = {w · (φ(w)e1) ∈ Hn : w ∈ D},

and it makes sense to write
D · R = exp(RX1)(D).

These observations suggest the following
Definition 1.12 (Intrinsic graphs). Let ν ∈ R2n with |ν| = 1. Let D ⊂ Hν, and φ : D →
R be a function. Then the intrinsic graph of φ is

Gr(φ) = {p · φ(p)(ν, 0) ∈ Hn : p ∈ D}.

It is known by classic theory that standard graphs of Lipschitz functions are char-
acterized by the so-called cone condition (see for example [2]). The notion of intrinsic
Lipschitz function exploits this fact replacing standard graph with intrinsic graph and
standard cones with a new notion of intrinsic cones, that we are now going to define.

Let ν ∈ R2n with |ν| = 1, and identify it with (ν, 0) ∈ Hn. For any p ∈ Hn, let
ν(p) = 〈p, ν〉ν ∈ Hn. We define ν⊥(p) to be the unique point such that:

p = ν⊥(p) · ν(p).

Definition 1.13 (Intrinsic cones). The (intrinsic) cone with vertex 0 ∈ Hn, axis ν ∈ R2n,
|ν| = 1, and aperture α ∈ (0,∞) is the set

C(0, ν, α) =
{
p ∈ Hn : ‖ν⊥(p)‖b∞ < α‖ν(p)‖b∞

}
,

where ‖·‖b∞ is the box norm defined in (1.4).
The (intrinsic) cone with vertex p ∈ Hn, axis ν and aperture α is the set

C(p, ν, α) = p · C(0, ν, α).



1.4. MINIMALITY AND VARIATION FORMULAS 23

We are ready to define intrinsic Lipschitz functions:

Definition 1.14 (Intrinsic Lipschitz functions). Let D ⊂ ∂Hν with ν as above. Let L > 0.
A function φ : D → R is called intrinsic Lipschitz of constant L if for any p ∈ Gr(φ) there
holds

Gr(φ) ∩ C(p, ν, 1/L) = ∅,
where Gr(φ) and C(p, ν, 1/l) are defined respectively in Definition 1.12 and Definition
1.13.

To end this section, we state a theorem which extends the area formula (1.14) to
intrinsic graphs of intrinsic Lipschitz functions, that we call intrinsic Lipschitz graphs.
We need the following:

Definition 1.15. Let D ⊂ W = R2n be an open set and let φ ∈ C(D) be a continuous
function.

1. We say that Bφφ ∈ L∞loc(D) in the sense of distributions if there exists a function
ψ ∈ L∞loc such that for any test function θ ∈ C1

c (D) there holdsˆ
D

θψdw = −
ˆ
D

φ
∂θ

∂y1
− 2φ2∂θ

∂t
dw.

2. We say that ∇φφ ∈ L∞loc(D,R2n−1) in the sense of distributions if X1φ, . . . , Xnφ,
Bφ, Y2φ, . . . , Ynφ belong to L∞loc(D) in the sense of distributions.

We have the following fundamental theorem; it is the final result of many contributions,
see [4] and [6]

Theorem 1.1. Let ν = e1, D ⊂ ∂Hν be an open set and φ : D → R be a continuous
function. Then φ is intrinsic Lipschitz in any D′ b D if and only if ∇φφ ∈ L∞loc(D,R2n−1)
in the sense of distributions. Moreover, in this case, for any D′ b D, we have

P (Eφ, D′ · R) =
ˆ
D′

√
1 + |∇φφ|2dw.

1.4 Minimality and Variation Formulas
We derive and discuss first and second variation formulas for the H-perimeter of t-graphs
and intrinsic graphs. Examples of minimizers are provided too.

To avoid ambiguity, we clear up some terminology: let A ⊂ Hn be open, we say that
E is a H-perimeter minimizer (or simply a minimizer) in A if, for any F ⊂ Hn such
that E∆F b A, we have P (E,A) ≤ P (F,A). We call instead H-minimal in A any set
E such that the first variation of P (E,A) is 0. The precise meaning of this property will
thus depend on the functional and on the kind of variations we are using, and we will
point this out case by case. Of course if E is a minimizer it is also H-minimal, while the
converse is in general false, as we will see later in this section.
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1.4.1 Variation Formulas for t-graphs
Let D ⊂ R2n, f : D → R be a Lipschitz function. Suppose that its t-epigraph, defined as
in (1.12) is a H-perimeter minimizer in the cylinder A = D × R. We define moreover

Σ(f) = {z ∈ D : ∇f(z) + 2z⊥ = 0}.

The set Σ(f) is called the characteristic set of f , and, geometrically, it is the set of z such
that the point p = (z, f(z)) ∈ ∂E belongs to Σ(∂E), where

Σ(∂E) = {p ∈ ∂E : Tp∂E = Hp}.

First Variation. Let f and A be as above, that is, E = Ef , the t-epigraph of f , is a
minimizer in A. By (1.13), we have that

P (E,A) =
ˆ
D

|∇f(z) + 2z⊥|dz =
ˆ
D\Σ(f)

|∇f + 2z⊥|dz.

By minimality of E, if φ ∈ C1
c (D), then

ˆ
D\Σ(f)

|∇f + 2z⊥| ≤
ˆ
D

|∇f + ε∇φ+ 2z⊥|dz

=
ˆ
D\Σ(f)

|∇f + ε∇φ+ 2z⊥|dz

+ |ε|
ˆ

Σ(f)
|∇φ|dz,

for all ε ∈ R, and we call the above last quantity

Af (ε) =
ˆ
D\Σ(f)

|∇f + ε∇φ+ 2z⊥|dz + |ε|
ˆ

Σ(f)
|∇φ|dz. (1.15)

Looking at the second summand of Af (ε), we notice that in order to differentiate Af (ε)
in ε = 0, for all φ ∈ C1

c (D), we need the measure of Σ(f) to be 0. A condition ensuring
this is the C2 regularity of f :

Proposition 1.10. In the same setting as above, let f ∈ C2(D). Then its 2-dimensional
Lebesgue measure L2(Σ(f)) = 0.

Proof. A point z = (x, y) belongs to Σ(f) if and only the system of equations

Φ(z) = ∇f(z) + 2z⊥ = 0

is satisfied.
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We claim that, for each z0 ∈ Σ(f), there exists a neighbourhood V of z0 in Σ(f)
contained in the graph of a C1 function, and thus, Σ(f) has measure 0.

By implicit function theorem, it suffices to show that there exists a non-vanishing
directional derivative of some component Φj of Φ in z0.

We have that

|∂y1Φ1(z0)|+ |∂x1Φn+1(z0)| = |fx1y1(z0)− 2|+ |fx1y1(z0) + 2| 6= 0.

Hence, either ∂y1Φ1(z0) or ∂x1Φn+1(z0) is different from 0.
The C2 regularity of f is used to ensure, by Schwarz, that fx1y1 = fy1x1 .

We assume hereafter f ∈ C2. Then, differentiating Af (ε), we get

A ′
f (ε) =

ˆ
D\Σ(f)

〈
∇f + ε∇φ+ 2z⊥,∇φ

〉
|∇f + ε∇φ+ 2z⊥| dz ; (1.16)

that, computed in ε = 0, yields

A ′
f (0) =

ˆ
D\Σ(f)

〈∇f + 2z⊥,∇φ〉
|∇f + 2z⊥| dz, φ ∈ C1

c (D). (1.17)

This is a first variation formula for P (E;A); by minimality we have A ′
f (0) = 0 for all

φ ∈ C1
c (D). We stress the important fact that the formula actually makes sense for all

φ ∈ C1
c (D), even with support intersecting Σ(f). However, if we let φ ∈ C1

c (D \ Σ(f))
integration by parts yields

ˆ
D\Σ(f)

div
( ∇f + 2z⊥
|∇f + 2z⊥|

)
φdz = 0, φ ∈ C1

c (D \ Σ(f)),

that, by the Fundamental Lemma of Calculus of Variations, is equivalent to theH-minimal
surface equation for f , that is

div
( ∇f + 2z⊥
|∇f + 2z⊥|

)
= 0, z ∈ D \ Σ(f). (1.18)

Then a t-epigraph Ef is H-minimal if f solves (1.18). Notice that this PDE makes (classic)
sense only if f belongs at least to C2.

After the derivation of a second variation formula for the perimeter of t-epigraphs, we
will clear up the relation between the H- minimal surface equation and the property of
being a minimizer.
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Second Variation. In this paragraph we work out the easiest example of second vari-
ation formula for the perimeter functional. We will get it deriving twice expression (1.15)
for Aφ(ε). Recall that f ∈ C2. Diffentiating (1.16) gives

A ′′
f (ε) =

ˆ
D\Σ(f)

−

〈
∇f + ε∇φ+ 2z⊥,∇φ

〉2

|∇f + εφ+ 2z⊥|3
+ |∇φ|2

|∇f + εφ+ 2z⊥|dz ,

that, computed in ε = 0, becomes

A ′′
f (0) =

ˆ
D\Σ(f)

−

〈
∇f + 2z⊥,∇φ

〉2

|∇f + 2⊥|3
+ |∇φ|2

|∇f + 2z⊥| dz ; φ ∈ C1
c (D \ Σ(f)). (1.19)

The above expression is the second variation formula for t-epigraphs. Notice that, unlike
first variation formula (1.17), (1.19) is not defined if supp(φ) ∩ Σ(f) 6= ∅, since the
integral may diverge: this second variation formula will give us information only outside
the characteristic locus. We will see that this problem will be by-passed introducing
variations by flows of contact diffeomorphisms, studied in the next chapter.

Anyway, minimality of E implies

A ′′
f (0) ≥ 0, φ ∈ C1

c (D \ Σ(f)).

It becomes thus interesting studying the sign of the second variation formula; for example
if f is such that (1.18) holds, but with A ′′

f (0) < 0 for some φ ∈ C1
c (D \ Σ(f)), then Ef

would not be a minimizer, although being a H-minimal set.
In general, H-minimal sets for which the second variation formula is negative for some

test function are called unstable. Minimal sets for which this phenomenon does not occur
are said to be stable.

In the case of t-graph, we have the following

Proposition 1.11. Let f ∈ C2(D). Then the second variation formula (1.19) is strictly
positive for all φ ∈ C1

c (D). In particular, H-minimal t-graphs are stable.

Proof. Cauchy-Schwarz inequality gives〈
∇f + 2z⊥,∇φ

〉
|∇f + 2z⊥| ≤ |∇φ|, (1.20)

and this is an equality if and only if ∇f + 2z⊥ and ∇φ are proportional, that is, if and
only if there exists λ 6= 0 such that

∇f + 2z⊥ = λ∇φ,

or
∇(f − λφ) = −2z⊥ = (2y, −2x).
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with x = (x1, . . . , xn), y = (y1, . . . , yn). But this is would imply that the 1-differential
form 2ydx− 2xdy is closed, but it is not. Then (1.20) is a strict inequality, and thus the
argument of (1.19) is strictly positive.

The good behaviour of the area functional for t-graphs is in fact an instance of the
convexity of the integrand

Lz : R2n 3 v 7→ |v + 2z⊥| ∈ R;

this allows to prove that indeed a H-minimal epigraph is actually a minimizer: let Ef∗
be a H-minimal epigraph, that is, let f ∗ be a solution of (1.18). Let Ef be another t-
epigraph. Both f and f ∗ are assumed to belong to C2(D), with D ∈ R2n. Let A = D×R.
Assume that f = f ∗ on ∂D. Then

P (Ef , A)− P (Ef∗ , A) =
ˆ
D\Σ(f)

Lz(∇f)− Lz(∇f ?)dz

≥
ˆ
D\Σ(f)

〈
∇Lz(∇f ∗), (∇f −∇f ∗)

〉
dz

= −
ˆ
D\Σ(f)

div
(
∇f ∗(z) + 2z⊥
|∇f ∗(z) + 2z⊥|

)
(f − f ∗)dz

= 0,
where the inequality is due to convexity.

1.4.2 Variation formulas for intrinsic graphs
Recalling definions of Subsection 1.3.1.1, let W = {(z, t) : x1 = 0}, D ⊂ W be open
and φ : D → R be an intrinsic Lipschitz function such that Eφ is a minimizing intrinsic
epigraph along X1. We have by formula (1.14) that

A (φ) := P (Eφ, D · R) =
ˆ
D

√
1 + |∇φφ|2dw.

Hereafter in this paragraph, we denote by fx the partial derivative of a function f in the
variable x.

Notice the following important phenomenon: let φ be as above and ψ smooth; then
formally we have

Bφ+ψ(φ+ ψ) = Bφ(φ) + Bψ(ψ)− 4(φψt + ψφt), (1.21)

and the strict intrinsic Lipschitz regularity of φ doesn’t ensure that φt is (in distributional
sense represented by) a L∞loc function. This would cause the divergence to∞ of A (φ+ψ)
even for a small smooth ψ. This is one of the motivations for building a more precise kind
of variations.

However, this phenomenon is prevented assuming the (standard) Lipschitz regularity
for φ.
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First Variation. Let thus φ ∈ Lip(D): by minimality of Eφ we have

d

dε
A (φ+ εψ)

∣∣∣∣
ε=0

= 0, ψ ∈ C1
c (D) (1.22)

We compute the left hand side of (1.22).
By (1.21), we have

∇φ+εψ(φ+ εψ) =
(
X2(φ+ εψ), . . . , Xn(φ+ εψ),

Bφ(φ) + Bεψ(εψ)− 4ε(φψ)t,

Y2(φ+ εψ), . . . , Yn(φ+ εψ)
)
,

(1.23)

where Bφ(εψ) = εψy − 4ε2ψψt. The derivative with respect to ε of (1.23) is

d

dε

(
∇φ+εψ(φ+ εψ)

)
= (X2ψ, . . . , Xnψ, ψy − 8εψψt − 4(φψ)t, Y2ψ, . . . , Ynψ),

and so

d

dε
A (φ+ εψ) =

ˆ
D

〈
(∇φ+εψ(φ+ εψ), (X2ψ, . . . , Xnψ, ψy − 8εψψt − 4(φψ)t, Y2ψ, . . . , Ynψ)

〉
√

1 + |∇φφ+∇εψεψ|2
dw,

(1.24)

that, computed in ε = 0 gives the following first variation formula for (Lipschitz) intrinsic
graphs, that we impose to be equal to 0 by the minimality of Eφ:

ˆ
D

〈
∇φφ, (X2ψ, . . . , Xnψ, ψy − 4(φψ)t, Y2ψ, . . . , Ynψ)

〉
√

1 + |∇φφ|2
dw = 0, ψ ∈ C1

c (D).

If we assume also the C2 regularity of φ, we can integrate by parts with no boundary
contribution the above expression and obtain the following minimal surface equation for
intrinsic graphs:
(
∂

∂y
− 4φ ∂

∂t

)
Bφφ√

1 + |∇φφ|2
+

n∑
j=2

Xj

 Xjφ√
1 + |∇φφ|2

+ Yj

 Yjφ√
1 + |∇φφ|2

 = 0. (1.25)

In H1, formula (1.25) specializes as follows:

Bφ
 Bφφ√

1 + |Bφφ|2

 = 0,
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that is
Bφ(Bφφ)

√
1 + |Bφφ|2 − BφφB

φφBφ(Bφφ)√
1+|Bφφ|2

1 + |Bφφ|2
= Bφ(Bφφ)

(1 + |Bφφ|2)3/2
= 0,

solved if and only if
Bφ(Bφφ) = 0. (1.26)

Notice that affine functions of the form φ(y, t) = yk + c for constants k, c ∈ R trivially
solve (1.26), that is, they are H-minimal intrinsic graphs in H1.

Second Variation. We start computing a second variation formula deriving expression
(1.24). We obtain, for ψ ∈ C1

c (D)

d2

dε2
A (φ+ εψ) =

ˆ
D

(
−

〈
∇φ+εψ(φ+ εψ), (X2ψ, . . . , Xnψ, ψy − 8εψψt − 4(φψ)t, Y2ψ, . . . , Ynψ)

〉2

(
1 + |∇φ+εψ(φ+ εψ)|2

)3/2

+

∣∣∣(X2ψ, . . . , Xnψ, ψy − 8εψψt − 4(φψ)t, Y2ψ, . . . , Ynψ)
∣∣∣2√

1 + |∇φ+εψ(φ+ εψ)|2

+

〈
∇φφ+∇εψ(εψ), (0, . . . , 0,−8ψψt, 0, . . . , 0)

〉
√

1 + |∇φ+εψ(φ+ εψ)|2

)
dw

that, computed in ε = 0, gives the second variation formula for intrinsic graphs:

d

dε
A (φ+ εψ)

∣∣∣∣
ε=0

=

ˆ
D

(
−

〈
(∇φφ), (X2ψ, . . . , Xnψ, ψy − 4(φψ)t, Y2ψ, . . . , Ynψ)

〉2

(
1 + |∇φφ|2

)3/2

+

(
1 +∇φφ

)2∣∣∣(X2ψ, . . . , Xnψ, ψy − 4(φψ)t, Y2ψ, . . . , Ynψ)
∣∣∣2(

1 + |∇φφ|2
)3/2

+ Bφφ(−8ψψt)(
1 + |∇φφ|2

)3/2

)
dw.
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In H1, the above formula assumes the form

d

dε
A (φ+ εψ)

∣∣∣∣
|ε=0

=

=
ˆ
D

−(Bφφ)2(ψy − 4(φψ)t)2 + (1 + (Bφφ)2)((ψy − 4(φψ)t)2 + Bφφ(−8ψψt))
(1 + (Bφ)2)3/2

=
ˆ
D

(ψy − 4(φψ)t)2 + (1 + (Bφφ)2)(Bφφ)(−4(ψ2)t)
(1 + (Bφφ)2)3/2 dw.

Exploiting again the C2 regularity of φ, we can integrate by parts with no boundary
contribution and obtain, by minimality of Eφ, the following condition:

ˆ
D

(ψy − 4(φψ)t)2

(1 + (Bφφ)2)3/2 + 4ψ2 ∂

∂t

(
Bφφ

(1 + (Bφφ)2)1/2

)
dw ≥ 0 ψ ∈ C1

c (D). (1.27)

We immediately see that solutions to the minimal surface equation (1.26) of the affine
form φ(y, t) = yk+c satisfy the above condition (1.27); in fact, they are H-perimeter min-
imizing. To prove this claim it is enough to proceed by a standard calibration argument
after noticing that the horizontal inner unit normal to ∂Eφ = Gr(φ)

ν =
( 1√

1 + (Bφφ)2
,− Bφφ√

1 + (Bφφ)2

)
=
( 1√

1 + k2
,− k√

1 + k2

)

is constant and in particular divergence free.
We can then ask whether, as in the case of t-graphs, every solution to (1.26) actually

parametrizes a minimizer, and, in particular, whether H-minimal intrinsic graphs (1.14)
are always stable or not. We show that the answer is negative.

Consider indeed the intrinsic epigraph Eφ whose boundary is parametrized by the
function

φ : W ≡ R2 3 (y, t) 7→ − yt

1 + 2y2 ∈ R.

One can check that Bφ(Bφφ) = 0, i.e., Eφ is a H-minimal set. However, it is proved in
[3] that affine functions are the only C2 entire functions (that is, defined on the whole
R2) parametrizing intrinsic H-minimizing epigraph in H1. In particular, Eφ is unstable.
The problem of understanding whether entire parametrizations of perimeter minimizing
set must have an affine form is known in literature as the Bernstein problem.



Chapter 2

Variations by contact
diffeomorphisms

Along the discussion of variation formulas for intrinsic graphs (see Section 1.4.2), we got
the first clue that standard variations (of “+εψ type”) are not suitable variations to use in
Hn to obtain general results: regularity assumptions were necessary to control convergence
of area functionals. The reason is the following: in general, finiteness of H-perimeter is
not preserved under diffeomorphisms.

We build here an explicit example of such a phenomen.

Example. Let pi denote the i-th coordinate of a point p in Hn. Let, for j ∈ N

Sj = {q ∈ H1 : |(q1, q2)| < rj, q3 = 1/j},

where
rj = 1

jα
, α > 0.

Consider thus the following set S in H1; it is a pile of circles with centres on the t-axis:

S =
∞⋃
j=1

Sj.

We compute the H-area of S in H1 making use of (1.9); let N j be the Euclidean normal
to Sj; we have that N j = (0, 0, 1), so that |N j

H | = 2
√
x2 + y2. Thus, by area formula

AreaH(S) =
∞∑
j=1

AreaH(Sj) =
∞∑
j=1

ˆ
Sj

|N j
H | =

∞∑
j=1

ˆ rj

0

( ˆ
|(x,y)|=r

2rdH 1
)
dr

= 4
3π

∞∑
j=1

r3
j .

Let now Ψ: Hn 7→ Hn be the rotation that maps the t-axis on the x-axis; it is of course
a diffeomorphism, of the simplest kind.

31
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Letting NΨj be the Euclidean outer normal to Ψ(Sj), we have NΨj = (1, 0, 0) and
then |NΨj

H | =
√

2. Thus

AreaH
(
Ψ(S)

)
=
∞∑
j=1

AreaH
(
Ψ(Sj)

)
=
√

2
ˆ rj

0
2πrdr =

√
2π
∑
j

r2
j .

It suffices then to choose 1/3 < α < 1/2 in the definition of rj to have AreaH(S) < ∞
and AreaH

(
Ψ(S)

)
= +∞.

2.1 Contact diffeomorphisms
The suitable class of diffemorphisms preserving the finiteness of H-perimeter are contact
diffeomorphisms. They have been introduced in [11] for different purposes.

Definition 2.1 (Contact diffemorphisms). Let A ⊂ Hn be an open set, let

Ψ: A→ Ψ(A) ⊂ Hn

be a C∞ diffeomorphism. Then Ψ is a contact diffeomorphism if, for any p ∈ A, the
differential

JΨ : TpA→ TΨ(p)Ψ(A)

is such that
JΨ(Hp) = HΨ(p). (2.1)

Notice that, actually, the linear diffeomorphism used in the example above is not a
contact one.

We show now that contact diffemorphisms fulfil our requirement: they deform sets
with finite H-perimeter into sets still with finite H-perimeter:

Proposition 2.1. Let E ⊂ Hn be a Lebesgue measurable set, A ⊂ Hn be open, such that

P (E,A) <∞,

Let Ψ: A→ Ψ(A) be a contact diffeomorphism with compact support in A. Then

P (Ψ(E),Ψ(A)) <∞.

Proof. Let φ ∈ C1
c (Ψ(A),R2n), with ‖φ‖∞ ≤ 1. Then, by the change of variables p = Ψ(q),
ˆ

Ψ(E)
divH φ(p)dp =

ˆ
E

(divH(φ))(Ψ(q))|detJΨ(q)|dq.
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We can suppose that A is bounded. Write φ = (φ ◦ Ψ) ◦ Ψ−1, and let ρ = φ ◦ Ψ. Thus,
there holds

(divH φ)◦Ψ =
( n∑
j=1

Xj(ρj ◦Ψ−1)+Yj(ρn+j ◦Ψ−1)
)
◦Ψ =

n∑
j=1
〈∇ρ, JΨ−1Xj〉+〈∇ρ, JΨ−1Yj〉,

and thus, since Ψ−1 is a contact diffemorphism, there exist smooth functions fj, j ∈
{1, . . . , 2n}, such that

(divH φ) ◦Ψ|detJΨ| =
n∑
j=1

fjXjρj + fn+jYjρj.

Write, for arbitrary Kj ∈ R,

fjXjρj = KjXj

(
fjρj
Kj

)
− (Xjfj)ρj,

fn+jjYjρj = Kn+jYj

(
fn+jρn+j

Kn+j

)
− (Yjfn+j)ρn+j, j = 1, . . . , n.

.

Now, for Kj large enough
2n∑
j=1

(
fjρj
Kj

)2
≤ 1,

and notice that Kj can be chosen not depending on ρ since ‖ρ‖∞ ≤ 1. Thus, we can
find K = K(Ψ, A) such that the function ψ ∈ C1

c (A,R2n) defined by the components
ψj = fjρj/K satisifies ‖ρ‖∞ ≤ 1. Finally, we have
∣∣∣∣
ˆ
E

(divH(φ)) ◦Ψ|detJΨ|dq
∣∣∣∣ ≤ K

∣∣∣∣
ˆ
E

divH ψdq
∣∣∣∣+ ∣∣∣∣

ˆ
E

n∑
j=1

(
(Xjfj)ρj + (Yjfn+j)ρn+j

)
dq
∣∣∣∣

≤ K
∣∣∣∣
ˆ
E

divH ψdq
∣∣∣∣+ C,

where C = C(Ψ, A) and K = K(Ψ, A). We have used again the fact that ‖ρ‖∞ ≤ 1. By
taking the supremum on φ and recalling that P (E,A) < +∞, we conclude.

In order to get general variation formulas, we want to deform our sets under a flow
{Ψs}s∈R of contact diffeomorphisms. Then, we need to know the structure of vector fields
generating such contact flows.

Before to proceed with a structure result for these contact vector fields, we define the
following differential 1-form:

θc = dt+ 2
n∑
j=1

xjdyj − yjdxj.
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Such form will be useful because of the following characterization: it is the unique differ-
ential 1-form in Hn such that

θc(Xj) = θc(Yj) = 0 j = 1, . . . , n,
θc(T ) = 1.

(2.2)

We are ready to characterize contact vector fields:

Theorem 2.1 (Characterization of contact vector fields). Let V be a vector field defined
on A ⊂ Hn. The following are equivalent:

(i) V is a contact vector field, that is, it generates a flow of contact diffeomorphisms.

(ii) The following holds:

[V,Xj](p) ∈ Hp and [V, Yj](p) ∈ Hp p ∈ A, j = 1, . . . n

(iii) There exists ψ ∈ C∞(A) such that

V = Vψ := −4ψT +
n∑
j=1

(Yjψ)Xj − (Xjψ)Yj (2.3)

Proof. We prove first that (i) =⇒ (ii).
Let {Ψs}s∈R be the flow generated by V . Then, by definition of contact diffeomor-

phism, J(Ψ)sXj(p) ∈ HΨs(p), with p ∈ A. Hereafter in the proof we will omit dependency
on p. But then, by the property (2.2) of θc, we have that

Ψ∗sθc(Xj) = θc(JΨsXj) = 0, s ∈ R, (2.4)

where, by Ψ∗sθc we mean the pull-back of θc by Ψs. Hence, differentiating (2.4) with
respect to s, we obtain

0 = ∂

∂s
Ψ∗sθc

(
Xj

)
= θc

( ∂
∂s

(JΨs)(Xj)
)
, s ∈ R. (2.5)

Now, recalling the definition of the Lie derivative LWU of a vector field U along a vector
field W ,

∂

∂s
JΨsXj

∣∣∣∣
s=0

= LVXj = [V,Xj],

and so, computing (2.5) in s = 0,

θc([V,Xj]) = 0.

But this means, again by (2.2), that [V,Xj] is horizontal. A completely analogous argu-
ment for Yj completes the proof of (ii).
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Assume now (ii). We claim that (i) holds. We have at s = 0

∂

∂s
Ψ∗sθc(Xj)∣∣∣

s=0

= θc
(
[V,Xj]

)
= 0.

We also have for any s ∈ R
∂

∂s
Ψ∗sθc(Xj) = 0.

Indeed, by the property of flows,

Ψ∗s+δθc(Xj) = θc(JΨs+δ(Xj))
= θc(J(Ψδ ◦Ψs)(Xj))
= θc(JΨδJΨsXj)
= Ψ∗δ(JψsXj)
= Ψ∗sΨ∗δ(Xj),

and so

∂

∂s
Ψ∗sθc(Xj) = lim

δ→0

Ψ∗sΨ∗δθc(Xj)−Ψ∗sθc(Xj)
δ

= Ψ∗s
(

lim
δ→0

Ψ∗δθc(Xj)− θc(Xj)
δ

)
= Ψ∗δ

(
∂

∂s
Ψ∗sθc(Xj)

∣∣∣
s=0

)
= 0.

This means that θc(JΨsXj) is constant in s, but since Ψ0 = id and θc(Xj) = 0, we
conclude that

θc(JΨsXj) = 0 s ∈ R,

that is, JΨsXj is horizontal. Repeating these computations with Yj in place of Xj proves
(i).

We show now that (ii) is equivalent to (iii), completing the proof. Recall that, with
f scalar valued function, U,W vector fields,

[fU,W ] = f [U,W ]− (Wf)U. (2.6)

Write V of our statement as follows

V =
n∑
j=1

ujXj + vjYj + zT,

for suitable smooth functions uj, vj, T , j = 1, . . . , n. Then, recalling that the only non-
vanishing commutators among Xi, Yj, T are [Xj, Yj] = −4T , and making use of (2.6), we
get that the T -component of [V,Xj] is

[V,Xj]T = 4vj −Xjz (2.7)
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and the T -component of [V, Yj] is

[V, Yj]T = 4uj + Yjz. (2.8)

Now, (ii) holds if and only if (2.7) and (2.8) vanish. Thus, defining ψ := z/4, we are
done.

Finally, we prove the following important property of contact diffeomorphisms: they
are (locally) Lipschitz in the Carnot-Carathéodory metric of Heisenberg groups. We call
such functions H-Lipschitz. Namely

Proposition 2.2. Let d be the Carnot-Carathéodory metric on Hn of Definition 1.3. Let
A ⊂ Hn be open, and let Ψ: A → Ψ(A) be a contact diffeomorphism. Then, for each
subset K b A there exists LK > 0 such that

d(Ψ(p),Ψ(q)) ≤ LK d(p, q)

for every p, q ∈ K.

Proof. Fix K b A, and let p, q ∈ K. Let γ ∈ C1([0, 1], K) with γ(0) = p and γ(1) = q be
a horizontal curve, that is, there exist functions hj, j = 1, . . . , 2n, such that

γ̇ =
n∑
j=1

hjXj + hn+jYj.

Let ε > 0. We can assume, by definition of d, that

L(γ) =
ˆ 1

0
|h| ≤ d(p, q) + ε, (2.9)

where h is the R2n-valued function with components hj.
Consider now γ̃ := Ψ ◦ γ. We have γ̃(0) = Ψ(p) and γ̃(1) = Ψ(q). We claim that γ̃ is

a horizontal curve. Indeed,

˙̃γ = JΨγ̇ = JΨ
n∑
j=1

hjXj + hn+jYj

=
n∑
j=1

hjJΨXj + hn+jJΨYj

=
n∑
j=1

n∑
k=1

(
hjfjk + hn+jf(n+j)k

)
Xk +

(
hjfj(n+k) + hn+jf(n+j)(n+k)

)
Yk

for suitable regular functions fij with i, j = 1, . . . , 2n; we have used the definition of
contact diffeomorphisms (see (2.1)) in the final equality.
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Let now h̃ be the R2n-valued function whose k-th component is

h̃k =
n∑
j=1

(
hjfjk + hn+jf(j+n)k

)
;

in this way ˙̃γ = ∑n
k=1 h̃kXk + h̃n+kYk.

Since there exists CK > 0 such that

sup
x∈K,i,j∈{1,...,2n}

|fij(x)| ≤ CK <∞,

we deduce that there exists L = LK such that

|h̃| ≤ LK |h|.

This implies that

d(Ψ(p),Ψ(q)) ≤ L(γ̃) =
ˆ 1

0
|h̃| ≤ LK

ˆ 1

0
|h| = LKL(γ) ≤ LKd(p, q) + LKε,

where we used (2.9) in the final inequality. We conclude by arbitrariness of ε.

2.2 Variation formulas: the smooth case
We obtain variation formulas fo1r the H-perimeter in an open set A of a set E ⊂ Hn by
a Taylor formula for P (Ψs(E),Ψs(A)), where {Ψs}s∈R is a contact flow. We compute its
first and second term in order to get first and second variation term, respectively.

We need a Taylor expansion, up to the second order, of the Jacobian determinant

J Ψ: R→ R

s 7→J Ψs(p) =
√
det(JΨs)|∗∂E ◦ JΨs|∂E(p),

where {Ψ}s∈R is any flow of diffeomorphisms in Hn and p ∈ ∂E ∩ A.
We prove here such a Taylor formula up to the first order; the second order will follow

easily from this proof and it is postponed to Subsection 2.2.2, where it will be needed.

Lemma 2.1. Let E ⊂ Hn and A ⊂ Hn be an open set such that ∂E ∩ A is a smooth
hypersurface. Let p ∈ ∂E ∩ A. Let {Ψ}s∈R be a flow of diffemorphisms in A , generated
by the vector field V . Then

J Ψs(p) = J Ψs(p)
(

div V (Ψs(p))− 〈JV Ns, Ns〉(Ψs)(p)
)
, (2.10)

where Ns(Ψs(p)) is the standard Euclidean normal to Ψs(∂E ∩A) at Ψs(p) and JV is the
Jacobian matrix of V .
In particular,

J Ψs(p) = 1 + s(div V − 〈JV N,N〉)(p) +O(s2) (2.11)
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Proof. Let
F : R2n ⊃ D → R2n+1

be a C1 function such that ∂E ∩ A = {F (x) ∈ R2n+1 : x ∈ D}. Consequently, Ψs(∂E ∩
A) = {Ψs(F (x)), x ∈ D}. Fix on ∂E ∩A a frame of tangent fields U1, . . . , U2n. For s ∈ R,
JΨsU1, . . . , JΨsU2n is a tangent frame to Ψs(∂E∩A). For s ∈ R, q = Ψs(p) ∈ Ψs(∂E∩A)
the symmetric square matrix gs(q) be defined by

gsij(q) = 〈JΨsUi(p), JΨsUj(p)〉,

where i, j ∈ {1, . . . , 2n}, and where by 〈·, ·〉 we mean the standard scalar product in R2n+1.
We also let g = g0.

We claim that:

J Ψs(F (x)) =

√
det gs(Ψs(F (x)))√

det g(F (x))
, x ∈ D, s ∈ R. (2.12)

By the standard area formula, we have

H 2n(Ψs(∂E ∩ A)) =
ˆ
D

√
det gs(F (x))dx;

on the other hand, by the change of variable formula, and again the area formula

H 2n(Ψs(∂E ∩ A)) =
ˆ
∂E∩A

J Ψs(p)dH 2n =
ˆ
D

J Ψs(F (x))
√

det gij(F (x))dx,

and thus ˆ
D

√
det gs(Ψs(F (x)))dx =

ˆ
D

J Ψs(F (x))
√

det g(F (x))dx. (2.13)

Repeating the above arguments for arbitrary subsets of Ψs(∂E ∩ A), we get that in fact
(2.13) holds for arbitrary subsets of D, and this implies the validity of (2.12) pointwise
in D, for any s ∈ R, proving our claim.

Next, we compute the derivative of s 7→
√

det gsij(Ψs(F (x))), for fixed x ∈ D. We can
assume, for p = F (x) ∈ ∂E ∩ A fixed, that {JΨsU1(q), . . . , JΨsU2n(p)} is an orthogonal
family. This implies that gskk(p) = 〈JΨsUk(p), JΨsUk(p)〉 for k = 1, . . . , 2n, while all other
entries vanish. At the point p, we have

∂

∂s

√
det gs = ∂

∂s

√√√√ 2n∏
k=1

gskk = 1
2
√

det gs
2n∑
k=1

( 2n∏
h=1

gshh

)
∂
∂s
gskk
gskk

=
√

det gs
2

2n∑
k=1

∂
∂s
gskk
gskk

, (2.14)

where,
∂

∂s
gskk(p) = ∂

∂s
〈JΨsUk(p), JΨsUk(p)〉 = 2

〈
J
( ∂
∂s

Ψs

)
Uk(p), JΨsUk(p)

〉
= 2〈J

(
V ◦Ψs)Uk(p), JΨsUk(p)〉

= 2〈JV JΨsUk(p), JΨsUk(p)〉.
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Thus, since {JΨsU1(p), . . . , JΨsU2n(p), Ns(Ψs(p))} is an orthogonal basis of R2n+1, we get

2n∑
k=1

∂
∂s
gskk
gskk

= 2
( 2n∑
k=1

〈JV JΨsUk(p), JΨsUk(p)〉
|JΨsUk(p)|2

+ 〈JV Ns, Ns〉 − 〈JV Ns, Ns〉
)

= 2
(

div V − 〈JV Ns, Ns〉
)
(Ψs(p)).

(2.15)

Formula (2.10) follows from (2.12), (2.14) and (2.15). Taylor formula (2.11) is straight-
forward.

2.2.1 First variation formula
Before to proceed with the derivation of first variation formula, we define the following
real quadratic form. Let ψ ∈ C2(Hn), p ∈ Hn.

Qψ : Hp → R
v 7→ Qψ(v) =

∑
i,j

uiujXjYiψ + ujwi(YiYjψ −XjXiψ)− wiwjYjXiψ,

where ψ and its derivatives are evaluated at p. We identify a horizontal vector field
v = ∑n

j=1 vjXj + vn+jYj with the vector (v1, . . . , vn, vn+1, . . . , v2n) ∈ R2n.
We are ready to state and prove the following important theorem; we postpone its a

discussion at the end of the proof:

Theorem 2.2. Let A ⊂ Hn be an open set, and let E ⊂ Hn be a smooth hypersurface
with finite H-perimeter in A, and let νE be horizontal normal. Let Ψ : [−δ, δ]×A→ Hn,
δ = δ(Ψ, A), be the contact flow generated by ψ ∈ C∞(A). Then there exists a constant
C = C(ψ,A) such that∣∣∣∣P (Ψs(E),Ψs(A))− P (E,A) + s

ˆ
A

(
4(n+ 1)Tψ + Qψ(νE)

)
dµE

∣∣∣∣
≤ CP (E,A)s2

(2.16)

for any s ∈ [−δ, δ].

Proof. We introduce first some notation. Let Es = Ψs(E), and As = Ψs(A). Let also N
be the Euclidean unit normal to ∂E ∩ A, Ns be the Euclidean unit normal to ∂Es ∩ As.
Define then

K =
( n∑
j=1
〈Xj, N〉2 + 〈Yj, N〉2

)1/2
,

Ks =
( n∑
j=1
〈Xj, Ns〉2 + 〈Yj, Ns〉2

)1/2
.
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Thus, by formula (1.9) (notice that Es ∩ As is a smooth hypersurface), we have

P (Es, As) =
ˆ
∂Es∩As

KsdH
2n.

By the change of variables formula,
ˆ
∂Es∩As

KsdH
2n =

ˆ
∂E∩A

Ks ◦ΨsJ ΨsdH
2n.

We will get (2.16) from the Taylor expansion (in s) of Ks ◦Ψs and J Ψs.
In the sequel we will often write Ns in place of Ns(Ψs) and, consequently, Ks in place

of Ks(Ψs). We will omit dependency on p ∈ ∂E ∩ A.
We compute the derivative of Ks with respect to s, and we start by computing the

derivative of Ns with respect to s, that we indicate with N ′s. Fix a frame of vector fields
V1, . . . , V2n tangent to ∂E ∩A. Thus,

(
JΨsV1, . . . , JΨsV2n

)
are tangent to ∂Es ∩As, and

so
〈JΨsVi, Ns〉 = 0 i = 1, . . . , n.

Differentiating the above identity yields with respect to s yields

〈JVψJΨsVi, Ns〉+ 〈JΨsVi, N
′
s〉 = 0, i = 1 . . . , 2n, (2.17)

where Vψ is the contact field generating the flow Ψ, taking thus the form (2.3). On the
other hand, differentiating with respect s the identity |Ns|2 = 1, we get

〈N ′s, Ns〉 = 0,

that is, N ′s is tangent to ∂Es ∩ As.
We deduce that, letting N ′0 be the derivative of N ′s at s = 0,

N ′0 =
2n∑
i=1
〈Vi, N ′0〉 = −

2n∑
i=1
〈JVψVi, N〉Vi

= −
2n∑
i=1
〈Vi, (JVψ)∗N〉Vi

= 〈(JVψ)∗N,N〉N − (JVψ)∗N,

(2.18)

where the second equality is due to (2.17) computed in s = 0. By the property of flows,
one can prove that (2.18) holds for all s ∈ R, that is

N ′s = 〈JVψNs, Ns〉Ns − JV ∗ψNs. (2.19)

Let W be a smooth vector field in Hn, and define

FW (s) = 〈W,Ns〉(Ψs).



2.2. VARIATION FORMULAS: THE SMOOTH CASE 41

Then
F ′W (s) = 〈JWVψ, Ns〉+ 〈W,N ′s〉,

that, by (2.19) and the definition of the adjoint map, becomes

F ′W (s) = 〈JWVψ − JVψW,Ns〉+ 〈JVψNs, Ns〉〈W,Ns〉
= 〈[Vψ,W ], Ns〉+ 〈JVψNs, Ns〉〈W,Ns〉.

(2.20)

We are ready to compute the derivative of Ks ◦ Ψs. By definition of contact diffeomor-
phism, K(p) 6= 0 if and only if Ks(Ψs(p)) 6= 0. Thus, assuming K(p) 6= 0, we get

dKs ◦Ψs

ds
= 1
Ks

n∑
j=1
〈Xj, Ns〉F ′Xj + 〈Yj, Ns〉F ′Yj(s), (2.21)

that is, by (2.20) with W = Xj and W = Yj,

dKs ◦Ψs

ds
= Ks〈JVψNs, Ns〉+ 1

Ks

n∑
j=1

〈
〈Xj, Ns〉[Vψ, Xj] + 〈Yj, Ns〉[Vψ, Yj], Ns

〉
, (2.22)

evaluated at Ψs.
Notice that there exists C1 = C1(ψ,A) such that∣∣∣∣dKs ◦Ψs

ds

∣∣∣∣ ≤ C1Ks; (2.23)

this is due to the characterization (ii) in Theorem 2.1 of contact vector fields: since
〈Xj, Ns〉 and 〈Yj, Ns〉 are horizontal, the second summand of the right hand side of (2.22)
is homogeneous of degree 1 in (X1, . . . Xn, Y1, . . . , Yn).

Thus we can interchange integral and derivative in s:

d

ds

ˆ
∂S∩A

Ks ◦ΨsJ ΨsdH
2n =

ˆ
∂E∩A

d

ds

(
Ks ◦ΨsJ Ψs

)
dH 2n.

Computing (2.22) in s = 0, and by (2.11), we get the following Taylor expansion for
Ks ◦Ψs:

Ks ◦ΨsJ Ψs = K + s
(
K div Vψ + 1

K

n∑
j+1
〈NXj [Vψ, Xj] +NYj [Vψ, Yj], N〉

)
+ Θ(s), (2.24)

where we set NXj = 〈Xj, N〉, and NYj = 〈Yj, N〉 and where the function Θ is O(s2), for s
tending to 0.

Now, by definition, there exists C2 = C2(ψ,A) such that Θ(s2) ≤ C2s
2 for s ∈ [−δ, δ].

However, we claim that we can find a constant C such that,

Θ(s2) ≤ CKs2 +O(s3)
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In order to show this, we use the following fact. There exists a constant C3 = C3(ψ,A)
such that ∣∣∣∣d2Ks ◦Ψs

ds2

∣∣∣∣ ≤ C3Ks. (2.25)

Inequality (2.25) can be checked directly by expression (2.43) below, or can be deduced
by a homogeneity argument. Thus, by Taylor formula with Lagrange remainder, (2.25)
and (2.23), we have, evaluating Ks at Ψs,

Θ(s2) = 1
2
d2

ds2Ks

∣∣∣
s=s
s2 ≤ CKss

2 = C
(
(Ks2 + d

ds
Ks

∣∣∣
s=s
ss2
)
≤ CKs2 +O(s3),

where 0 ≤ s ≤ s and s ≤ s ≤ s.
Hence, formula (2.24) reads

Ks◦ΨsJ Ψs = K
(

1+s
(

div Vψ+ 1
K2

n∑
j=1
〈NXj [Vψ, Xj]+NYj [Vψ, Yj], N〉

)
+O(s2)

)
. (2.26)

Routine computations give
n∑
j=1
〈NXj [Vψ, Xj] +NYj [Vψ, Yj], N〉 = −Qψ

(
NX1 , . . . , NYn

)
, (2.27)

where we used the form (2.3) of Vψ. Hence, by formula (1.11) for the horizontal normal
νE, and since Qψ is a quadratic form, we obtain

1
K2

n∑
j=1
〈NXj [Vψ, Xj] +NYj [Vψ, Yj], N〉 = −Qψ(νE). (2.28)

Now, using (1.2) div Vψ is computed as follows:

div Vψ = −4Tψ +
n∑
j=1

XjYjψ − YjXjψ = −4(n+ 1)Tψ. (2.29)

Hence, integrating (2.26), by (2.28), (2.29), and recalling (see formula (1.10)) that

µE = KH 2nx∂E,

we obtain formula (2.16).

Remarks:

(i) Formula (2.16) immediately yields the first variation of the area functional:

d

ds
P (Ψs(E),Ψs(A))

∣∣∣∣
s=0

= −
ˆ
A

(
4(n+ 1)Tψ + Qψ(νE)

)
dµE,
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and that, in particular, a (smooth, by now) H-perimeter minimizing set E in A
satisfies the necessary condition

ˆ
A

(
4(n+ 1)Tψ + Qψ(νE)

)
dµE = 0 for allψ ∈ C∞(A).

However, formula (2.16) is something more. It gives the exact estimate of how
the first variation approximates the difference |P (Ψs(E),Ψs(A))−P (E,A)|, that is
O(s2), and it shows that it is controlled also by P (E,A).

(iii) Notice that the objects appearing in formula 2.16 make sense also in the minimal
hypothesis of just finiteness of the H-perimeter of E in A. Indeed, recall from
Proposition (1.5) that the horizontal normal νE and the perimeter measure µE do
exist assuming only finiteness of H-perimeter.

(iii) The integral in (2.16) (locally) converges for any ψ. Formula (2.28) in the proof
says that

Qψ(νE) = − 1(∑n
j=1〈Xj, N〉2 + 〈Yj, N〉2

) n∑
j+1
〈〈Xj, N〉[Vψ, Xj] + 〈Yj, N〉[Vψ, Yj], N〉,

hence, by the characterization (ii) in Theorem 2.1, the numerator and the denomi-
nator in the above right-hand side quantity have the same order, and integrability
of Qψ(νE) follows.

2.2.2 Second variation formula
We introduce some definitions and notation, in order to deal more easily with second
derivatives of contact fields. .

LetM
(
Rm,L(Rm,Rn) be the space of functions from Rm to L(Rm,Rn), the space of

linear mappings from Rm → Rn. Let also (z1, . . . , zm) be the usual coordinates on Rm.
We define the following operator, that generalizes the role of the Hessian matrix to any
dimension n ≥ 1:

Definition 2.2 (Hessian operator). We call (generalized) Hessian operator

H : C2(Rm,Rn)× C(Rm,Rn)→M
(
Rm,L(Rm,Rn)

)
(V,W ) 7→ (H V )W,

where (H V )W , computed at the point z in Rm, is the n×m matrix with components
(((

H V
)
W
)
(z)
)
i,j

=
m∑
k=1

∂2Vi
∂zj∂zk

Wk(z).
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When n = 1 Definition 2.2 gives the standard Hessian matrix. It is clear by Schwarz’s
theorem on second derivatives that H enjoys the following property:

((H V )W )U = ((H V )U)W.

Notation. In the sequel we will omit parentheses: H VWU represents the vector
valued function obtained letting the matrix (H V )W act on the vector U . Moreover, we
wll always have n = m.
The Hessian H satisfies the following index-free Leibniz formula. Let V,W ∈ C2(Rn,Rn);
elementary computations show that

J
(
(JV )W

)
= H VW + JV JW, (2.30)

where by JV JW we mean the standard product of matrices.
As a first application of H , we complete Lemma 2.11 with the second order term in

the Taylor expansion of the Jacobian, involving indeed H :

Lemma 2.2. Let E ⊂ Hn, A ⊂ Hn an open set such that ∂E∩A is a smooth hypersurface,
and let N be its standard Euclidean normal. Let {Ψ}s∈R be a flow of diffemorphisms in
A, generated by the vector field V . Then

J Ψs = 1 + s(div Vψ − 〈JVψN,N〉)

+ s2

2

((
div Vψ − 〈JVψN,N〉

)2
+ div(JVψVψ)

− 〈H VψVψN,N〉 − 2〈JVψN,N〉2 + |JVψN |2
)

+O(s3),

(2.31)

where the functions are evaluated at a point p ∈ ∂E ∩ A.

Proof. We derive (2.10) with respect to s. We have, omitting dependency on p, that

∂

∂s
(div V )(Ψs) = div

( ∂
∂s

(V ◦Ψs)
)

= div(JV V )(Ψs). (2.32)

Moreover, by standard Leibniz formula for scalar products and by (2.30), and by formula
(2.18) for the derivative of the normal, we get

d

ds
〈JV Ns, Ns〉 = 〈J(JVψVψ)Ns, Ns〉+ 〈(JVψ + JV ∗ψ )N ′s, Ns〉

= 〈H VψVψNs, Ns〉+ 2〈JVψNs, Ns〉2 − |JV ∗ψNs|2.
(2.33)

Composition with Ψs was implicit in the above computation. By (2.32) and (2.33), and
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by formula (2.10) for the first derivative of the Jacobian, we obtain

∂2

∂s2

(
J Ψs

)
= ∂

∂s

(
J Ψs

)(
(div V (Ψs)− 〈JV Ns, Ns〉(Ψs)

)
+ J Ψs

∂

∂s

(
(div V )(Ψs)− 〈JV Ns, Ns〉(Ψs)

)
=
(
(div V )(Ψs)− 〈JV Ns, Ns〉(Ψs)

)2

+ J Ψs

(
div(JV V )(Ψs)− 〈H V V Ns, Ns〉

− 2〈JV Ns, Ns〉2 + |JV ∗Ns|2
)
(Ψs).

(2.34)

The second order term in (2.31) follows from (2.34).

Second variation formula will display the following ψ-related quadratic forms. For
p ∈ Hn, we define

Rψ : Hp → R

v =
n∑
j=1

ujXj + wjYj 7→ Rψ(v),

where

Rψ(v) =
n∑

i,j=1
uiwj

(( n∑
k=1

XkYiψXjYkψ − YkYiψXjXkψ −XkXjYiψYkψ + YkXjYiψXkψ
)

+ 4ψXjYiTψ

)

+ ujwi

((∑
k

Xk(XjXiψ − YiYjψ)Ykψ − Yk(XjXiψ − YiYjψ)Xkψ

−Xk(Xiψ − Yjψ)(Xj − Yi)Ykψ + Yk(Xiψ − Yjψ)(Xj − Yi)Xkψ
)

− 4ψ(XjXi − YjYi)Tψ
)

− wiwj
((∑

k

YkXiψYjXkψ −XkXiψYkYkψ − YkYjXiψXkψ +XkYjXiψYkψ
)

− 4ψYjXiTψ

)
,
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and

Pψ : Hp → R

v =
n∑
j=1

ujXj + wjYj 7→Pψ(v) =
n∑
j=1

(( n∑
i=1
−uiYjYiψ + wiYjXiψ

)2

+
( n∑
i=1
−uiXjYiψ + wiXjXiψ

)2
)
.

Finally, we define Sψ as follows:

Sψ : Hp → R (2.35)
v → Rψ(v) + Pψ(v).

In the above expressions, ψ and its derivatives are computed at p. As usual, we identify
a vector (v1, . . . , vn, vn+1, . . . , v2n) ∈ R2n with the horizontal vector ∑n

j vjXj + vn+jYj.
We can state and prove the following second variation formula for the H-perimeter;

we postpone again comments and remarks at the end of the proof.
For a smooth hypersurface ∂E, we let

Aψ(νE) = Qψ(νE) + 4(n+ 1)Tψ. (2.36)

This is the integrand function of the first variation formula (2.16),

Theorem 2.3. Let A ⊂ Hn be an open set, and let E ⊂ H1 be a smooth hypersurface with
finite H-perimeter in A, and let νE be its horizontal normal. Let Ψ : [−δ, δ] × A → Hn,
δ = δ(Ψ, A), be the contact flow generated by ψ ∈ C∞(Hn). Then there exists a constant
C = C(ψ,A) such that, for s ∈ [−δ, δ], we have
∣∣∣∣P (Ψs(E),Ψs(A))− P (E,A) + s

ˆ
A

Aψ(νE)dµE

− s2
ˆ
A

(
Sψ(νE)−

(
Aψ(νE)

)2
+ 32

(
(n+ 1)Tψ

)2
+ div(JVψVψ)

)
dµE

∣∣∣∣ ≤ CP (E,A)s3,

(2.37)

The quantity div(JVψVψ) can be made explicit as follows:

div(JVψVψ) =
∑
i

((∑
j

2XjYiψXiYjψ − 2XiXjψYiYjψ
)

− 4(n+ 2)XiψYiTψ + 4(n+ 2)YiψXiTψ
)

+ 16(n+ 1)
(
(Tψ)2 + ψT 2ψ

)
.

(2.38)
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Proof. Recall from the proof of Theorem 2.2 the notation Es = Ψs(E), As = Ψs(A), the
definition of Ks , K and Ns, and the area formula

P (Es, As) =
ˆ
∂E∩A

Ks ◦ΨsJ ΨsdH
2n.

We compute the Taylor series up to the second order of Ks ◦ΨsJ Ψs.
We start by formula (2.21), that holds assuming K(p) 6= 0, p ∈ ∂E ∩ A:

dKs ◦Ψs

ds
= 1
Ks

n∑
j=1
〈Xj, Ns〉F ′Xj(s) + 〈Yj, Ns〉F ′Yj(s), (2.39)

where, for a vector field W , FW (s) = 〈W,Ns〉(Ψs). Dependency on Ψs will be often
omitted.

Differentiating the right-hand side of (2.39), we get

d2Ks ◦Ψs

ds2 = − 1
K3
s

(
〈X,Ns〉F ′X(s) + 〈Y,Ns〉F ′Y (s)

)2

+ 1
Ks

(F ′X(s)2 + F ′Y (s)2 + 〈X,Ns〉F ′′X(s) + 〈Y,Ns〉F ′′Y (s)).
(2.40)

We compute F ′′W (s), for any vector field W in Hn. We found out in (2.20) that

F ′W (s) = 〈[Vψ,W ], Ns〉+ 〈JVψNs, Ns〉〈W,Ns〉. (2.41)

Thus, we first compute the derivative of 〈[Vψ,W ], Ns〉, evaluated at Ψs. We have

d

ds
[Vψ,W ] =

(
J [Vψ,W ]

)
Vψ,

evaluated ad Ψs(p).
The derivative of Ns(Ψs) was already found in (2.19):

N ′s = 〈JVψNs, Ns〉Ns − JV ∗ψNs.

Hence, we get by Leibniz rule and the above formulas

d

ds
〈[Vψ,W ], Ns〉 = 〈J [Vψ,W ]Vψ, Ns〉+

〈
[Vψ,W ], 〈JVψNs, Ns〉Ns − JV ∗ψNs

〉
= 〈J [Vψ,W ]Vψ − JVψ[Vψ,W ], Ns〉+ 〈JVψNs, Ns〉〈[Vψ,W ], Ns〉.

Notice now that

J [Vψ,W ]Vψ − JVψ[Vψ,W ] =
[
Vψ, [Vψ,W ]

]
,
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and thus
d

ds

(
[Vψ,W ], Ns〉

)
=
〈[
Vψ, [Vψ,W ]

]
, Ns

〉
+ 〈JVψNs, Ns〉〈[Vψ,W ], Ns〉.

We already computed the derivative of 〈JVψNs, Ns〉 in (2.33):

d

ds
〈JVψNs, Ns〉 = 〈H VψVψNs, Ns〉+ 2〈JVψNs, Ns〉2 − |JV ∗ψNs|2.

Hence, recalling (2.41), we obtain

F ′′W (s) = d

ds
〈[Vψ,W ], Ns〉+ d

ds
〈JVψNs, Ns〉FX(s) + 〈JVψ, Ns〉F ′X(s)

=
〈[
Vψ, [Vψ,W ]

]
, Ns

〉
+ 〈JVψNs, Ns〉〈[Vψ,W ], Ns〉

+ (〈H VψVψNs, Ns〉+ 2〈JVψNs, Ns〉2 − |JV ∗ψNs|2)〈W,Ns〉
+ 〈JVψNs, Ns〉〈[Vψ,W ], Ns〉+ 〈JVψNs, Ns〉2〈W,Ns〉

=
〈[
Vψ, [Vψ,W ]

]
, Ns

〉
+ 2〈JVψNs, Ns〉〈[Vψ,W ], Ns〉

+ (〈H VψVψNs, Ns〉+ 3〈JVψNs, Ns〉2 − |JV ∗ψNs|2)〈W,Ns〉.

(2.42)

Write now K ′s and K ′′s in place of the first and the second derivative of Ks ◦ Ψs, and
let K ′0 and K ′′0 be such derivatives computed in s = 0. Since K ′s =

(
〈X,Ns〉F ′X(s) +

〈Y,Ns〉F ′Y (s)
)
/Ks, we can write (2.40) in the following way:

K ′′s = −K
′
s
2

Ks

+ F (s)
Ks

, (2.43)

where we define F (s) to be the numerator of the second summand of (2.40). By (2.41)
and (2.42), for W = Xj and W = Yj, we get

F (s) =
n∑
j=1

((〈[
Vψ, [Vψ, Xj]

]
, Ns

〉
+ 4〈[Vψ, Xj], Ns〉〈JVψNs, Ns〉

)
〈Xj, Ns〉

+
(〈[

Vψ, [Vψ, Yj]
]
, Ns

〉
+ 4〈[Vψ, Yj], Ns〉〈JVψNs, Ns〉

)
〈Yj, Ns〉

+ 〈[Vψ, Xj], Ns〉2 + 〈[Vψ, Yj], Ns〉2
)

+ (〈H VψVψNs, Ns〉 − |JV ∗ψNs|2 + 4〈JVψNs, Ns〉2)K2
s .

(2.44)

We have then computed all terms involved in the second derivative of Ks ◦Ψs.
Recalling now Lemma 2.2, and writing

Ks = K + sK ′0 + s2

2 K
′′
0 +O(s3),
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we get the following Taylor expansion

KsJ Ψs = K + s(K(div Vψ − 〈JVψN,N〉) +K ′0)

+ s2

2

(
K ′′0 +K

(
div(JVψVψ)− 〈H VψVψN,N〉 − 2〈JVψN,N〉2 + |JV ∗ψN |

2

+ (div Vψ − 〈JVψN,N〉)2
)

+ 2K ′0(div Vψ − 〈JVψN,N〉)
)

+ o(s2);

the second derivative of KsJ Ψs will be thus the term multiplying s2/2. Recall, by (2.22)
and (2.27) in the proof of Theorem (2.2), that

dKs ◦Ψs

ds
= Ks〈JVψNs, Ns〉+ 1

Ks

n∑
j=1

〈
〈Xj, Ns〉[Vψ, Xj] + 〈Yj, Ns〉[Vψ, Yj], Ns

〉
= Ks〈JVψNs, Ns〉 −Qψ

(
〈X1, Ns〉, . . . , 〈Yn, Ns〉

)
/Ks.

(2.45)

Thus, by (2.45), (2.43) and (2.44), we get, omitting the argument of Qψ,(
d2KsJ Ψs

ds2

)∣∣∣∣∣
s=0

=
(
K ′′0 +K(div(JVψVψ)− 〈H VψVψN,N〉 − 2〈JVψN,N〉2 + |JVψN |2)

+ 2K ′0
(

div Vψ − 〈JVψN,N〉
))

= K

{
n∑
j=1

1
K2

(〈[
Vψ, [Vψ, Xj]

]
, N

〉
〈Xj, N〉+

〈[
Vψ, [Vψ, Yj]

]
, N

〉
〈Yj, N〉

+ 〈[Vψ, Xj], N〉2 + 〈[Vψ, Yj], N〉2
)

−
Q2
ψ

K4 − 2Qψ

K2 div Vψ + (div Vψ)2 + div JVψVψ
}
.

Tedious computations show that
n∑
j=1

〈[
Vψ, [Vψ, Xj]

]
, N

〉
〈Xj, N〉+

〈[
Vψ, [Vψ, Yj]

]
, N

〉
〈Yj, N〉 = Rψ(〈X1, N〉, . . . 〈Yn, N〉),

and
n∑
j=1
〈[Vψ, Xj], N〉2 + 〈[Vψ, Yj], N〉2 = Pψ(〈X1, N〉, . . . 〈Yn, N〉).

Moreover, we write

−
Q2
ψ

K4 − 2Qψ

K2 div Vψ = −(Aψ(νE))2 + (div Vψ)2

by completing the squares.
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By (2.43) and (2.44) we deduce that there exists C = C(ψ,A) such that

∣∣∣∣d2Ks ◦Ψs

ds2

∣∣∣∣ ≤ CKs,

and then we can interchange integral and derivative. Moreover, there exists C1 = C1(ψ,A)
such that ∣∣∣∣d3Ks ◦Ψs

ds3

∣∣∣∣ ≤ C1Ks,

and we conclude the proof invoking Taylor formula with Lagrange remainder as in the
proof of Theorem 2.2. This last inequality can be proved by direct computation or by a
homogeneity argument.

Remarks:

(i) By Theorem 2.3, we get that a smooth H-perimeter minimizing set E in A satisfies,
for all ψ ∈ C∞c (A):

ˆ
A

(
Sψ(νE)−

(
Aψ(νE)

)2
+ 32

(
(n+ 1)Tψ

)2
+ div(JVψVψ)

)
dµE ≥ 0,

along with vanishing first variation, whose formula was already proved in Theorem
2.2 ˆ

A

Aψ(νE)dµE = 0 for all ψ ∈ C∞c (A).

Moreover, formula (2.37) improves the information about the difference
|P (Ψs(E),Ψs(A)) − P (E,A)| for small s discussed in the first remark at Theorem
2.2.

(ii) As for formula (2.16), formula (2.37) displays objects making sense also for non-
smooth sets, actually, it makes sense for sets with just finite H-perimeter.

(iii) The integral corresponding to the second variation in formula (2.37) is well defined
for all test functions ψ: this is again an instance of the characterization of contact
vector fields, and can be seen analogously to the third remark at Theorem 2.2.

This is particularly interesting, since we saw in formula (1.19) that the characteristic
set of ∂E could cause problems of integrability, and we were bound to restrict the
set of admissible test functions. Contact diffeomorphisms prevent such an issue. In
our setting, the characteristic set of ∂E is

Σ(∂E) = {p ∈ ∂E : νE(p) = 0}.
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2.3 Variation formulas: the general case
We are going to prove a theorem that generalizes Theorem 2.3 to any set with finite
H-perimeter, and that, in particular, gives first and second variation formulas for such
sets.

Actually, we are proving this result for a slightly more general family of sets: H-
rectifiable sets. Since such sets are usually not boundaries of other sets, it does not make
sense talking of perimeter: we will thus deal with the spherical Hausdorff measure. Our
result will follow by the important fact that the "relevant" part of the boundary of sets
with finite H-perimeter is H-rectifiable and that, up to a constant, the perimeter measure
coincide with the spherical Hausdorff measure. We now clear up all of these notions and
preliminary results.

Reduced boundary and measure theoretic boundary. Recall the distance ρ de-
fined in (1.5): ρ(p, q) = ‖p−1 · q‖b∞, for p, q ∈ Hn. We define the balls of center p and
radius r with respect to ρ in the following way:

B(p, r) = {q ∈ Hn : ‖p−1 · q‖∞ < r}.

In analogy with the Euclidean setting, we define the reduced boundary:

Definition 2.3 (Reduced boundary). Let E ⊂ Hn be a set with locally finite H-perimeter
in an open set A. Let νE its horizontal normal. We call reduced boundary of E the set
∂∗E of all points p ∈ A such that the following hold:

(i) µE(B(p, r)) > 0 for all r > 0.

(ii) There holds
lim
r→0

 
B(p,r)

νEdµE = νE(p).

(iii) There holds |νE(p)| = 1

The most important property of this set is the fact that the perimeter measure is
concentrated on it: this is the content of the following

Theorem 2.4. Let E,A as in the above definition. Then µE(A \ ∂∗E) = 0.

Definition 2.3 is introduced and studied in [9], where it is also proved Theorem 2.4.
We now give the definition of measure theoretic boundary; its connection with the reduced
boundary will be given in the next paragraph.

Definition 2.4. Let E ∈ Hn be measurable. The measure theoretic boundary ∂∗E of E
is the set of p ∈ Hn such that

|E ∩B(p, r)| > 0 and |B(p, r) \ E| > 0 for all r > 0.
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Hausdorff measures in Heisenberg groups We consider again the distance ρ od
Definition 1.5. We define the diameter of a set U ⊂ Hn as

diamU = sup
p,q∈U

ρ(p, q)

In particular, for p ∈ Hn the diameter of B(p, r) = 2r. Let E ⊂ Hn be a set. We define,
for s ≥ 0 and δ > 0 the following premeasures:

Hs
δ(E) = inf

{∑
j∈N

(diamUj)s : E ⊂
⋃
j∈N

Uj, Uj ⊂ Hn, diamUj < δ}

Ssδ (E) = inf
{∑
j∈N

(diamBj)s : E ⊂
⋃
j∈N

Bj, Bj ⊂ Hnρ− balls, diamBj < δ}.

Letting δ → 0 we define

Hs(E) = lim
δ→0
Hs
δ(E)

Ss(E) = lim
δ→0
Ssδ (E).

By Carathéodory’s criterion one can prove that Hs and Ss are actually Borel measures;
we call the first s-dimensional Hausdorff measure and the latter s-dimensional spherical
Hausdorff measures. Such measures are equivalent, in the sense that for E ⊂ Hn there
holds

Hs(E) ≤ Ss(E) ≤ 2sHs(E).

One can prove that HQ and SQ, where we recall that Q = 2n + 2, are Haar measures
in Hn, and then, they coincide with the Lebesgue measure L2n+1 up to a multiplicative
constant factor. It follows that the natural dimension to measure hypersurfaces in Hn is
Q− 1. In fact, we have the following fundamental theorem, proved in [9].

Theorem 2.5. Let E ⊂ Hn, be a set with locally finite H-perimeter in A, with A open
in Hn. Then we have

µE = cnSQ−1x∂∗E ∩ A,

where cn > 0 is an absolute constant.

Even thoughHs and Ss are equivalent measures, it is still an open problem establishing
the validity of the above theorem for Ss.

We illustrate now some general facts we will use in the proof of our variation varia-
tion formula in the non-regular case. The following lemma can be proved by the same
techniques used in [8] adapted to our non-Euclidean case.

Lemma 2.3. Let E a set with finite H-perimeter in Hn. Then there hold

(i) ∂∗E ⊂ ∂∗E,
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(ii) SQ−1(∂∗E \ ∂∗E) = 0

We close this paragraph with the following easy result involving H-Lipschitz functions:
in particular it applies to contact diffeomorphisms (recall Proposition 2.2).

Proposition 2.3. Let A be an open and bounded set in Hn, and let F : A → Hn be a
H-Lipschitz function, that is, there exists L such that

d(F (p), F (q)) ≤ Ld(p, q)

for p, q ∈ A and where d is the Carnot-Carathéodory distance in Hn. Let s > 0. Then

Ss(F (A)) ≤ LsSs(A).

Proof. Recall the equivalence between ρ and d established in Proposition 1.4 .Let δ > 0.
Let, for j ∈ N, Bj := B(0, rj) such that A ⊂ ∪jBj and rj ≤ δ. Thus, diamF (Bj) ≤
L diamBj ≤ Lδ/2, and F (A) ⊂ ∪jF (Bj). Thus

SsLδ(F (A)) ≤
∞∑
j=1

(diamF (Bj))s ≤ Ls
∞∑
j=1

(diamBj)s,

and thus, taking the infimum on {Bj}j∈N covering A we get

SsLδF (A) ≤ LsSsδ (A).

Taking the limit as δ → 0 in the above inequality ends the proof.

For more details on Hausdorff measures, see e.g. [8], where such a theory is carried
out in Euclidean setting.

H-rectifiability It is proved in [9] that the reduced boundary of a set with finite H-
perimeter is rectifiable in an intrinsic sense: a property called H-rectifiability. Roughly
speaking, it can be covered, up to null sets, with C1

H hypersurfaces, introduced in Def-
inition 1.8. As previously remarked, the natural measure for hypersurfaces in Hn is the
Hausdorff spherical measure SQ−1.

Definition 2.5. A set R ⊂ Hn is H-rectifiable if there exists a sequence of H-regular
hypersurfaces {Sj}j∈N with SQ−1(Sj) <∞ such that

SQ−1
(
R \

⋃
j∈N

Sj

)
= 0.
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In particular, it is clear that R ⊂ Hn is H-rectifiable if and only if there exists a
SQ−1-negligible set N and a sequence of sets Sj = {p ∈ Uj, fj(p) = 0}, j ∈ N with U open
and bounded in Hn and fj ∈ C1

H such that SQ−1(Sj) <∞ and

R ⊂ N ∪
⋃
j∈N

Sj.

This is actually the characterization we will use in the proof of our variation formulas by
contact diffeomorphisms in the general case.

We can define SQ−1 a.e. a horizontal normal for a H-rectifiable set R in the following
way: let p ∈ R ∩ ∪jSj, then we define the horizontal normal to R at p as

νR(p) = νSj̃(p) (2.46)

where j̃ is the unique integer such that p ∈ Sj̃ \ ∪j<j̃Sj.
Such a notion is well-defined up to a sign: namely if {S1

j }j∈N and {S2
j }j∈N are two

sequences of H-regular hypersurfaces such that

SQ−1
(
R \

⋃
j∈N

S1
j

)
= 0, SQ−1

(
R \

⋃
j∈N

S2
j

)
= 0,

then,
ν1
R(p) = ±ν2

R(p)
for SQ−1 almost every point of R, where ν1

R and ν2
R are defined as in (2.46) respectively

by means of {S1
j }j∈N and {S2

j }j∈N. The proof of this fact can be found in [13].
We now state the theorem making H-rectifiability so important. The proof of the

following is in [9].
Theorem 2.6. Let E ⊂ Hn be a set with locally finite H-perimeter. Then its reduced
boundary ∂∗E is H-rectifiable.

We finally state and prove the main theorem of the thesis. The proof of such a theorem,
up to the first variation, was carried out and never published by R. Monti and D. Vittone.
The following is an original result due to the author, along with the preparatory Theorem
2.3.
Theorem 2.7. Let R ⊂ Hn be H-rectifiable and bounded, and let A be a bounded open
set containing R. Let νR be the horizontal normal to νR. Let Ψ : [−δ, δ] × A → Hn,
δ = δ(Ψ, A), be the contact flow generated by ψ ∈ C∞c (Hn). Then there exists a constant
C = C(ψ,A) such that∣∣∣∣SQ−1(Ψs(R))− SQ−1(R) + s

ˆ
R

Aψ(νR)dSQ−1

− s2
ˆ
R

(
Sψ(νR)−

(
Aψ(νR)

)2
+ 32

(
(n+ 1)Tψ

)2
+ div(JVψVψ)

)
dSQ−1

∣∣∣∣ ≤ CSQ−1(R)s3,

(2.47)
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where div(JVψVψ) can be computed as in (2.38) and where Sψ and Aψ are defined respec-
tively in (2.35) and (2.36).

In particular if E is a set with finite H-perimeter in A, with horizontal normal νE,
there exists C = C(ψ,A) such that∣∣∣∣P (Ψs(E),Ψs(A))− P (E,A) + s

ˆ
A

Aψ(νE)dµE

− s2
ˆ
A

(
Sψ(νE)−

(
Aψ(νE)

)2
+ 32

(
(n+ 1)Tψ

)2
+ div(JVψVψ)

)
dµE

∣∣∣∣ ≤ CP (E,A)s3.

(2.48)

Before proceeding with the proof, we list some results needed in the proof.
The following are two technical lemmas, trivial adaptations of results and proofs con-

tained in [14].
Lemma 2.4. Let S be a H-regular hypersurface such that S = {p ∈ U : f(p) = 0} with
U ⊂ Hn open and bounded and f ∈ C1

H(U) such that ∇Hf(p) 6= 0 for any p in S.
Then there exist Ũ ⊂ Hn open and bounded, f̃ ∈ C1

H(Ũ) such that S = {q ∈ Ũ :
f̃(q) = 0}, ∇H f̃(q) 6= 0 for any q in S and

f̃ ∈ C∞(Ũ \ S).

Proof. It is an adaptation of Lemma 4.4 in [14].
Lemma 2.5. Let A ∈ Hn be an open set, and let Cb(A) the space of continuous and
bounded functions on A. Let {Ej}j∈N be a sequence of sets with finite H-perimeter in A
such that χEj → χE in L1(A) and µEj(A) → µE(A). Let F : R2n → R be a continuous
1-homogeneous function. Then F (νEj)dµEj ⇀ F (νE)dµE in the weak∗ convergence of
measures, that is

lim
j→∞

ˆ
A

ρF (νEj)dµEj =
ˆ
A

ρF (νE)dµE for any ρ ∈ Cb(A).

Proof. It is a special case of Lemma 2.5 in [14] and of its proof.

The following is an useful continuity theorem of Reshetnyak, adapted to best suit our
setting.
Theorem 2.8 (Reshetnyak continuity theorem). Let A ∈ Hn be an open set. Let {Ej}j∈N
be a sequence of sets with finite H-perimeter in A such that µEj(A) → µE(A). Suppose
moreover that νEjµEj ⇀ νEµE weakly∗. Then

lim
j→∞

ˆ
A

f(νEj)dµEj =
ˆ
A

f(νE)dµE

for any f ∈ C0(S2n−1).
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Proof. Theorem 2.8 follows from the general version of Reshetnyak continuity theorem
(see e.g. [2], Theorem 2.39).

We are ready to prove Theorem 2.7.

Proof of Theorem 2.7. We start by two preliminary remarks:

(i) Recall that νR, the horizontal normal to R, exists SQ−1-almost everywhere up to a
sign. However, both Qψ and Sψ, appearing in formula (2.47) are quadratic forms:
it implies that the integrals in such formula are well defined.

(ii) We assume with no loss of generality that all the open sets U,Us, Cj, Uj, Vk appearing
later in the proof are all contained in A: in this way we can let δ = δ(ψ,A) and
C = C(ψ,A) uniform along the proof.

The proof is organized as follows: In Step 1 we prove formula (2.47) for a H-regular
surface S as the one in Lemma 2.4; in Step 2 we generalize such formula for arbitrary
subsets S, and finally in Step 3 to a H-rectifiable set R. At the end, we will deduce
formula (2.48).
Step 1. Let S be a H-regular surface with the following properties: SQ−1(S) < ∞, S =
{p ∈ U : f(p) = 0} for a suitable open and bounded set U ∈ Hn and

f ∈ C1
H(U), ∇Hf 6= 0 in U. (2.49)

By Lemma 2.4, we can assume f ∈ C∞(U \ S).
Let now, for s ∈ [−δ, δ],

Us := Ψs(U), fs = f ◦Ψs, Ss = {q ∈ Us : fs(q) = 0}

We claim that fs enjoys the same properties of f with Us in place of U . Clearly, Us is an
open and bounded subset of Hn and fs ∈ C∞(Us\Ss). Moreover, by the contact structure
of (Ψs)−1, we have, for j = 1, . . . 2n,

Xj(fs) = 〈∇f, J(Ψs)−1Xj〉 =
n∑
i=1

gijXi(f) + g(n+i)jYi(f)

Yj(fs) = 〈∇f, J(Ψs)−1Xj〉 =
n∑
i=1

g(n+i)jXi(f) + g(n+i)(n+j)Yi(f)

for suitable smooth functions gij, i, j = 1, . . . , 2n. Thus, since (2.49) holds, we deduce our
claim, and, in particular, Ss is a H-regular surface.

Define now, for r ∈ R

Er := {p ∈ U : f(p) < r}, E := E0

Er
s := {q ∈ Us : fs(q) < r}, Es = E0

s .
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Notice that ∂E = S, and ∂Es = Ss. By Sard’s theorem, ∂Er and ∂Er
s are smooth

hypersurfaces for almost every r ∈ R; let then, for s ∈ [−δ, δ] fixed, {rj}j∈N be an
infinitesimal real sequence such that Erj and Erj

s are smooth hypesurfaces. Since we are
going to deal with local convergences, let now K ⊂ U , and Ks := Ψs(K). Thus, by
Theorem (2.37), we have∣∣∣∣P (Erj

s , Ks)− P (Erj , K) + s

ˆ
K

Aψ(νErj )dµErj

− s2
ˆ
K

(
Sψ(νErj )−

(
Aψ(νErj )

)2
+ 32

(
(n+ 1)Tψ

)2
+ div(JVψVψ)

)
dµErj

∣∣∣∣
≤ CP (Erj , K)s3.

(2.50)

It is easy to see that
Er → E in L1

loc(U). (2.51)

We claim that the following convergences hold too:

P (Er, K)→ P (E,K), P (Er
s , Ks)→ P (Es, Ks). (2.52)

We sketch a proof of the first of the (2.52): the second is obtained in a completely
analogous way. Since |∇Hf | is non vanishing in K, we can assume, up to a rotation, that
X1(f) ≥ θ > 0. By an implicit function theorem in Heisenberg groups, that can be found
in [9], there exists a compact set I ∈ R2n such that, for rj in a neighbourhood of 0, there
exists a continuous function Φrj : I → Hn such that

P (Erj , K) =
ˆ
I

|∇Hf |
X1f

(Φrj(a))dL2n(a).

By continuity of Φrj , ∇Hf and X1f , one can prove that

lim
j→∞

|∇Hf |
X1f

(Φrj(a)) = |∇Hf |
X1f

(Φ0(a))

and this, by exchanging integral and limit, proves our claim.

In particular, Lemma 2.5 applies and we get the weak∗ convergences

νErjµErj ⇀ νErµEr .

By Reshetnyak continuity theorem 2.8, and Theorem 2.5, we get

lim
j→∞

ˆ
K

Aψ(νErj )dµErj =
ˆ
K

Aψ(νE)dµE = cn

ˆ
S∩K

Aψ(νS)dSQ−1 (2.53)
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and

lim
j→∞

ˆ
K

(
Sψ(νErj )−

(
Aψ(νErj )

)2
+ 32

(
(n+ 1)Tψ

)2
+ div(JVψVψ)

)
dµErj

=
ˆ
K

(
Sψ(νE)−

(
Aψ(νE)

)2
+ 32

(
(n+ 1)Tψ

)2
+ div(JVψVψ)

)
dµE

=cn
ˆ
S∩K

(
Sψ(νS)−

(
Aψ(νS)

)2
+ 32

(
(n+ 1)Tψ

)2
+ div(JVψVψ)

)
dSQ−1

(2.54)

Now, we let rj → 0 in (2.50): by (2.51), (2.52), (2.53) and (2.54) we obtain that there
exists a constant C = C(ψ,A) such that∣∣∣∣SQ−1(Ψs(S ∩K))− SQ−1(S ∩K) + s

ˆ
S∩K

Aψ(νS)dSQ−1

− s2
ˆ
S∩K

(
Sψ(νS)−

(
Aψ(νS)

)2
+ 32

(
(n+ 1)Tψ

)2
+ div(JVψVψ)

)
dSQ−1

∣∣∣∣
≤ CSQ−1(S ∩K)s3,

(2.55)

Finally, let {Kj}j∈N ⊂ U be a sequence of compact sets invading U . Applying formula
(2.55) to S ∩ Kj and passing to the limit as j → ∞ by monotone convergence theorem
completes Step 1.

Step 2. Let now Σ ⊂ S, with S a H-regular surface such that there exists U ∈ A such that
SQ−1(Sj) < ∞, S = {p ∈ U : f(p) = 0} and f satisfies (2.49). Since SQ−1 is a Radon
measure, we have

SQ−1(Σ) = inf{SQ−1(S ∩O,O ⊂ Hnopen,Σ ⊂ O},

and then, we fix a sequence of open sets Oj such that Σ ⊂ Oj and

lim
j→∞
SQ−1(S ∩Oj) = SQ−1(Σ).

Analogously, for s ∈ [−δ, δ] fixed, we let Bj such that Ψs(Σ) ⊂ Bj and

lim
j→∞
SQ−1(Ψs(S) ∩Bj) = SQ−1(Ψs(Σ)).

Set then Cj = Oj ∩Ψ−1
s (Bj); we have

Σ ⊂ Cj ⊂ Oj, Ψs(Σ) ⊂ Ψs(Cj) ⊂ Bj

and thus

lim
j→∞
SQ−1(S ∩ Cj) = SQ−1(Σ), lim

j→∞
SQ−1(Ψs(S ∩ Cj)) = SQ−1(Ψs(Σ)). (2.56)
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Set Sj = S ∩ Cj. We have that Sj = {p ∈ U ∩ Cj : f(p) = 0}, and thus, by Step 1,∣∣∣∣SQ−1(Ψs(Sj))− SQ−1(Sj) + s

ˆ
Sj

Aψ(νSj)dSQ−1

− s2
ˆ
Sj

(
Sψ(νSj)−

(
Aψ(νSj)

)2
+ 32

(
(n+ 1)Tψ

)2
+ div(JVψVψ)

)
dSQ−1

∣∣∣∣
≤ CSQ−1(Sj)s3,

(2.57)

By dominated convergence theorem,

lim
j→∞

ˆ
Sj

Aψ(νSj)dSQ−1 = lim
j→∞

ˆ
S

χS∩CjAψ(νS)dSQ−1

=
ˆ
S

χΣAψ(νS)dSQ−1

=
ˆ

Σ
Aψ(νΣ)Aψ(νΣ)dSQ−1,

(2.58)

and, in a completely analogous way,

lim
j→∞

ˆ
Sj

(
Sψ(νSj)−

(
Aψ(νSj)

)2
+ 32

(
(n+ 1)Tψ

)2
+ div(JVψVψ)

)
dSQ−1

=
ˆ

Σ

(
Sψ(νΣ)−

(
Aψ(νΣ)

)2
+ 32

(
(n+ 1)Tψ

)2
+ div(JVψVψ)

)
dSQ−1.

(2.59)

Step 2 is achieved by taking into account (2.56), (2.58) and (2.59) in passing to the limit
as j →∞ in (2.57).

Step 3. Finally, we prove formula (2.47) in its generality. Let then R be a H-rectifiable
set, that is,

R ⊂ N ∪
∞⋃
j=1

Sj,

with SQ−1(N) = 0, SQ−1(Sj) < ∞ and Sj = {p ∈ Uj : fj(p) = 0} for suitable Uj ∈ Hn

open and bounded and fj satisfying (2.49). We can clearly assume

N ∪
∞⋃
j=1

Sj ⊂ A.

Up to replacing Sj with Sj \
⋃j−1
i=1 Si, we can assume that Si ∩ Sj = ∅ whenever i 6= j.

However, there might exist sequences of points points {pk}k∈N ∈ Si and {qk}k∈N ∈ Sj
such that d(pk, qk)→ 0 as k →∞, where d is any metric: that, in general, prevents us to
define Si ∪ Sj as the level set of a function satisfying (2.49). We bypass such an issue in
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the following standard way. Let, for k ≥ 1,

Skj :=
{
p ∈ Σj : d(p,∪j−1

i=1Si) >
1
k

}
⊂ Sj,

and let Sk = ∪∞j=1S
k
j : since the sets Skj , j ∈ N are at positive distance, it is clear that

we can find for each k open and bounded sets Vk and functions gk satisfying (2.49) such
that Sk = {p ∈ Vk : gk(p) = 0}. Since we are assuming that each Sj is contained in the
bounded set A, and for each i 6= j we have d(Si, Sj) ≥ 1/k, we deduce that Skj 6= ∅ for
only finitely many indexes j: it implies that SQ−1(Sk) < ∞. Thus, we can apply Step 2
to the set R ∩ Sk and obtain∣∣∣∣SQ−1(Ψs(R ∩ Sk))− SQ−1(R ∩ Sk) + s

ˆ
R∩Sk

Aψ(νR)dSQ−1

− s2
ˆ
R∩Sk

(
Sψ(νR)−

(
Aψ(νR)

)2
+ 32

(
(n+ 1)Tψ

)2
+ div(JVψVψ)

)
dSQ−1

∣∣∣∣
≤ CSQ−1(R ∩ Sk)s3.

(2.60)

Letting S∞ := ∪∞j=1Sj, we clearly have Sk ↗ S∞ as k → ∞. Thus, passing to the limit
in (2.60), by monotone convergence theorem, we get∣∣∣∣SQ−1(Ψs(R ∩ S∞))− SQ−1(R ∩ S∞) + s

ˆ
R∩S∞

Aψ(νR)dSQ−1

− s2
ˆ
R∩S∞

(
Sψ(νR)−

(
Aψ(νR)

)2
+ 32

(
(n+ 1)Tψ

)2
+ div(JVψVψ)

)
dSQ−1

∣∣∣∣
≤ CSQ−1(R ∩ S∞)s3.

(2.61)

Finally, by H-rectifiability of R, we have R \ S∞ ⊂ N and thus

SQ−1(R ∩ S∞) = SQ−1(R). (2.62)

Moreover, by H-Lipschitz continuity of Ψs, and Proposition 2.3,

SQ−1(Ψs(R \ S∞)) ≤ SQ−1(Ψs(N)) ≤ LQ−1
s SQ−1(N) = 0

where Ls is the Lipschitz constant of Ψs. It follows that

SQ−1(Ψs(R ∩ S∞) = SQ−1(Ψs(R)). (2.63)

Taking into account (2.62) and (2.63) in (2.61) completes the proof of (2.47).

We are left to prove formula (2.48). Let E be a set with finite H-perimeter in A, and
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consider its measure theoretic boundary defined in Definition 2.4:

∂∗E = {p ∈ Hn : |E ∩B(p, r)| > 0 and |E \B(p, r) > 0|}.

By Lemma 2.3, the reduced boundary of Definition 2.3 satisfies ∂∗E ⊂ ∂∗E and SQ−1(∂∗E\
∂∗E) = 0. In particular, by Theorem 2.6 ∂∗E is H-rectifiable and µExA = cnSQ−1x∂∗E,
by Theorem 2.5. By H-Lipschitzianity of Ψs, it is clear that Ψs(∂∗E) = ∂∗(Ψs(E)).
Formula (2.48) finally follows applying formula (2.47) to R = ∂∗E ∩ A.

Theorem 2.7 yields variation formulas for any H-rectifiable set, involving in this way
also highly non-regular sets, even with fractional Hausdorff dimension, see [10], Theorem
3.1. When a H-rectifiable set R is perimeter minimizing, or better SQ−1-minimizing, we
have thus the following necessary conditions, holding for any test function ψ ∈ C∞c (R):

ˆ
R

Aψ(νR)dSQ−1 = 0
ˆ
R

(
Sψ(νR)−

(
Aψ(νR)

)2
+ 32

(
(n+ 1)Tψ

)2
+ div(JVψVψ)

)
dSQ−1 ≥ 0.

All the observations about the integrability of such expressions hold unchanged in the
general case too.
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