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The mobile revolution
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e User-generated content model (e.g., Youtube, Facebook)
e Disconnected, distributed data sources
e Access/distribution through infrastructure mediation
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Infrastructure Reliance - Other Options? or6 STun

e However, current infrastructure networks

o Suffer from an exponential increase of data traffic
Lack of a service connectivity
A times, not feasible or cost-effective

e Idea: interaction without strict infrastructure reliance

o Content produced/consumed locally
o Data temporal/spatial validity compared to global/always on
o Exploit ad hoc connectivity to exchange data

-> Opportunistic communication

e Scope: military, transportation, environmental
monitoring, crisis and disaster management
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“Challenged” according to dictionaries:
Having disabilities or impairments - Deficient or lacking

Challenged networks

Networks facing challenges because of “disabilities / impairments /
deficiencies” (compared to “normal/conventional/usual” networks)

e Examples of disabilities / impairments / deficiencies
o High error rates
o Asymmetrical bidirectional data rates
o Intermittent end to end path

dealing of the problem

—



Challenged Networks: Examples

Outer space networks

e No continuous end-to-end path
o Planet orbit and rotation

e High delays and prone to errors
o Long distances
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Wireless Sensor Networks

e C(Collecting ambient information
e Small scale devices
o Stationary or mobile
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Challenged Network: Examples DR ST

e Vehicular Ad-hoc Networks “@@5"\%%
o Based on Mobile Ad-hoc N NN
Networks

o Nodes move within the
constraints of road
o Rapid topology Changes
m Shortlink life

o Fragmentation
m  Chunks of the net are unable to
reach nodes in nearby regions

o Limited redundancy

m Critical providing additional
bandwidth

e Flying Ad-hoc networks
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Opportunistic Forwarding e

e Enables seamless communication by hiding discontinuity
of end-to-end channel
e Caching at Road Side Units (RSUs)

e The challenge is:
o Maximize delivery o
o Minimize latency | s Trajectory

Dostlnit_bn Node

Mobile Node

Y

Time
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e Flying Ad-Hoc Networks
o Routing Issues

o Position-based Routing Protocols
o Routing in 3D networks
o IoV Simulation
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Drone - Flying Device
e Unmanned Aerial Vehicle (UAV)

e Unmanned Aircraft System (UAS)
e Remotely Piloted Aircraft (RPA)

Flying controllable/independent device without a human
pilot aboard.

e Several application scenarios
o Originated for military applications

o Expanded in commercial, scientific, civil, ...

e Characteristics of UAVs
o Typically use Wi-Fi technology (802.11) to communicate

o Equipped with GPS, camera, sensors
o Can be part of a network

—
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In recent years, drones business employs a tremendous
growth, with estimates of over 1,5 billion sold by 2015.

Consumer Drone Shipments = Rising Rapidly...

@ 4.3MM Units in 2015E, + 167% Y/Y, Revenue to $1.7B I )arrot

Global Consumer Drones — Revenue & Unit Shipments, 2013 - 2015E

3CRobotics

UAV TECHNOLOGY

Market Size ($MM)
Unit Shipments (000's)

2013 2014 2015E

w= Market Size ($MM) —Unit Shipments (000's)

‘:.‘_.(.: Kp CB Source KPCBestimabs



Application of drones

40

Uses for

Drones
Practical applications for

Unmanned Aerial Vehicles

Emergency Services &

Disaster Recovery
. Disaster & hazmat monitoring

equipment, supplies...)

. Emergency response
coordination (situational
awareness)

. Disaster relief & post-disaster
assessment

5. Search & rescue

Security
Services

6. Crime scene investigation

7. Criminal surveillance &
tracking

8. Police response coordination

9. Security surveillance

10. Training & evaluation

. Emergency delivery (medicine,

DJI Spreading Wings
$800 Evo

Urban Planning, Real Estate,
Architecture & Engineering

21. Construction management

22. Environmental design
(architecture, engineering,
landscape architecture, urban
design)

23. Mapping (archaeology, resource,
topography...)

24. Marketing

25. Site analysis, planning &
design

Communications

26. Advertising & marketing

27. Art (commercial design, fine
art, social practice...)

28. Entertainment (film, television,
Internet...)

29. Investigative journalism

30. News photography &
videography
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Military

Civil

Business

Scientific Research
Hobby

e T 2

Business &
Commerce

Agriculture, Aquaculture,

Silviculture, Viticulture

11. Chemical & biological
monitoring (irrigation,
esticides, treatments...)
12. Flood & fire detection &
monitoring
13. Inventory & records
14. Pest & disease detection &

. Aero-technology / robotics
research & development

. Documentation (accident
reporting, building verification,
site status...)

. Exploration (water, oil, gas,
mineral...)

treatment . Inspection (infrastructure,
15. Precision operations & structural, industrial...)
management 35. Pick-up & delivery services
Environmental Recreation &
Management Entertainment
16. Environmental hazard . Exploration
assessment . Group activities & events

17. Environmental impact . Hobby (do-it-yourself & kit

assessment & compliance building)
18. Invasive species & pest . Personal photography &
control videography

19. Scientific research
20. Wildlife & habitat monitoring
& protection

. Remote control flying

The potential value of unmanned aerial vehicles (UAVS) is extraordinary. Stephens Planning & Design e
Privacy and safety issues must be addressed rationally and within the July 19, 2014
larger context of these public and private benefits.
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Flying Ad-Hoc Networks (FANETS) oec1 Sruni

e Swarms of UAVs are becoming a new solution for many applications
o Search and rescue, patrolling, sensing, communication, disaster relief ...
e UAVs can communicate with each other in order to perform
cooperative tasks

o A network of UAVs is called FANET (Flying Ad-hoc NETwork)
m Other terminologies: DANET / UAANET

&_1

SPEED |
ENFORCED
BY

A8 | DRONES |
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Flying Ad-Hoc Networks (FANETS)

Two parts:

e Ad-hoc network
e Access point (satellite, ground base, laptop, ...)

Transmission
range

Drone _.

-

|
I
I
I
e =
Lo backhaul

Ground
Controller
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FANETSs are a special case of mobile ad hoc networks (MANETS)

12

e Mobility model “ -
o Different speed / /—“

o Different topology

o Different movement
e Topology changes

©) More frequently Iinkfailures 00 6 12 18 24 30 36 42 48 54 60 66 72 78 84 90 96 102
o Link quality changes e

e Distances
e Equipments

(<)) oo

Speed (m/s)

I

N

=——=Real UAV =====RWP
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Motivation of FANETs (19 s

1. Extend the work coverage and
range

2. Reliable UAV system and
communication

3. Cooperation, sustainability
and distributed working
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Communication protocols in FANETs have still open research
challenges

e Physical layer
o Radio propagation
o Antenna structure

e MAC layer
o Link quality degradation

o Adaptive MAC Protocol Scheme for UAVs (AMUAV)
e Network layer

o Packet forwarding decision is more difficult

o Maintaining of routing tables
e Transport layer

o Reliability

o Disconnections

—
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Routing in FANETS o S

e Routing in a MANET needs a multi-hop forwarding of

packets
o Difficult due to the continuous change of topology

e Routing in a FANET is even more difficult ...

o More speed

Different density

3D topology

Different radio propagation
Power consumption

O O O O O

S a75<18)< 877 1000.0 < [dB] < .76

AIMUTH ELEVATION
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Challenge of routing in FANETSs Sl

e Typically connectionless
o Every packet treated separately

D
e Main routing challenges 1
o Link failures )
o Limited bandwidth =

o Limited energy 4 /> 4\'
e Two main approaches ‘,

o Topology-based |
o Position-based CS \
4

Focus on node's location information
to support route decision

—

y
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Use information about links
Routing table
Proactive, reactive and hybrid approaches

Reactive approach is more suitable for MANETs

o Need route only when required
o There are not continuous table updates
o AO DV' DSR’ etc . node 2’s route table

seq | dest | next | hop
1 1 1 1
1 3 3 1
1 4 3 2

DATA ¥ DATA DATA
O i LW WL W
oS N

| 3
Tode 1’s route table

seq | dest | next | hop
1 2 2 1
1 4 2 3

—
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Topology-based e

e There are some limitations also using these protocols in FANETS,
especially with
o Limited bandwidth

o Limited energy

o Limited memor
g Huge amount of control traffic

Link failures / node failures e Some topology approaches need to flood
o the request packets
i Ve e Much information have to be frequently
\- updated

O R

Topology-based solution are not as scalable

Node Failure * Link Failure
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e Use geographic position information for packet forwardlng
decision == | *
o Location service (GPS) ; &

e No need for arouting table —_—
o Only neighbors’ information 7 :
o Limited control overhead

MORE SCALABLE

e Current node chooses the best next-hop node toward the
destination node

e But.. the Hello messages? --> constant control overhead
o Adaptive Hello timer
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A trivial approach: GREEDY pec S

e A node forwards the packet to one of its neighbors that
make progress toward the destination (Greedy)

o Distance
o Projected distance
o Angle

---------------------- destination
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A trivial approach: GREEDY pec S

e Greedy approaches suffer of the problem of local
minimum
o The packet gets stuck in a node
o Sometimes the packet does not arrive at destination

(a) forwarding neighbor  (b) local minimum

Greedy approach need to be binded with a recovery strategy

—
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A randomized approach o S

e The packetis forwarded to a certain node with a
probability that increases with the progress that would
be made towards destination

o)

; \ " Randomized forwarding
5% (distance)

& \
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e Face routing algorithm

o The packet walks adjacent faces to reach the destination
o Graph planarization — planar sub-graph
o Remove cross-links

—
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Face algorithm i S

e Right-hand rule (or left-hand rule)
e Looking for the first node at the right (left)

o Starting from the line represented by the link from where the packet

arrived
m  Only the first iteration starts from line starting from the local minimum c (or source
node) and the destination node D

o The packet is sent to the first node met
o Links crossing the line ¢D are avoided
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e A node send the same packet to multiple neighbors

Location Aided Routing algorithm: uses a rectangle that

includes transmission ranges of source and destination
Limited flooding

o o) . (%AR (Location Aided Routing)
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What if 3D networks? o S

e Many researches on position-based routing focused on
2D networks models
o E.g., Vehicular Ad-hoc Networks (VANETS)

e FANETs are intrinsically 3D

e Difficult to extend 2D concepts to 3D space

o NO planarization \ 2
o NO above and below a line R

N .I’mabov :
QMJ,
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3D version of Face algorithm L8 oo s

e 2D Face cannot be used directly in 3D
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3D version of Face algorithm 2 bucu s

e 2D Face cannot be used directly in 3D

e A 3D planeis created

o Random plane
o Source-dest-random point
o ALSP
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3D version of Face algorithm 5 s

e 2D Face cannot be used directly in 3D

e A 3D planeis created

o Random plane
o Source-dest-random point
o ALSP

e Project nodes on a plane |
e Start face routing on this projected

graph
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3D version of Face algorithm 2 bucu s

e Packet delivery is not guaranteed!!
o Loops could be created by projection

From 100% to about 80%

. DO

a-b-c-d-b-c-d-.......
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e 3D version of LAR
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Performance simulation DEcLI STUD

NS-2 simulation environment

Cube of 500 meters of side length
Transmission range of 100 meters
Network sizes: 50, 100, 150, 200 nodes

Performance metrics

o Delivery Rate
m Percentage of delivered packets at the recipient

o Path Dilation

m Average ratio of the number of hops traveled to the minimum path length

Path Dilation:  average hops traversed by the packet

average hops of minimum path

—
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Packet Delivery Rate %
e Single Packet - 50, 100, 150, 200 nodes

100%

90%

o Hi

v 80% . __

I

o'

> 70% o __

= ] 150

O 60%-t+ S __

2 [] 200

_ / Hybrid Partial Flooding

Greedy Randomized Face Hybrid Greedy-Random-Greedy | AR

Greedy -Face-Greedy
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Performance results (3D topology) b STupi

Path Dilation (#hops / # min path length)
e Single Packet - 50, 100, 150, 200 nodes

35— mmm e m e oo
{1 e s S S S
c 254 L e
oS
-~/ =\
il [T W 50
5 15 . - [ 100
& [] 150
10 - I [] 200
5 - BT s
ull |

O___-T—] - ‘-I-—‘l
// / /Hybnd Partial Flooding

Greedy Randomized Face Hybrid Greedy-Random-Greedy | AR
Greedy -Face-Greedy
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Topology vs Position 800 T~
e NS-2 simulations
e Urban environment o
e Vehicles and UAVs
e Realistic scenario

Delivery Time [ms]
L
8

e A Buijari, C. E. Palazzi, D. Ronzani, “Would Current Ad-Hoc Routing Protocols be Adequate for the Internet of Vehicles? A Comparative
Study”, in IEEE Internet of Things Journal, 2018

e  Bujari, M. Furini, F. Mandreoli, R. Martoglia, M. Montangero, D. Ronzani "Standards, Security and Business Models: Key Challenges for the
IoT Scenario", Mobile Networks and Applications, (first online) Feb. 2017. ISSN: 1383-469X (print). ISSN: 1572-8153 (online) (IF: 3.259).




UNIVERSITA

Memory-based routing approaches i Rt

<& DI PADOVA

e Stateless routing protocols are based on current local information
o Stateless characteristic makes them more scalable

HOWEVER

Make use of a little memory could help to hold more information
and make routing protocols more efficient

e Memory-based routing protocols
o Topology or past actions information is stored into
m Nodes, or
m Packets
o Typical approach
m Store the travelled nodes id into the packet's header
m Avoid to return back

—
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e FANETs as DTNSs

o Smart Aided routing for FANETs
o Simulation assessment
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Challenged Networks: Examples oecy Srup

DTN - Delay Tolerant Networks

Complexity at special nodes of the system
Asynchronous (store-and-forward)
On-demand, scheduled communication
Typically predictable links

O O O O

URBAN CITY
WITH CELLULAR
COVERAGE

NIINAL YTl A/FACCIANTLI
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Delay Tolerant Networks pec S

e FANET could be affected by intermittent connectivity

o Several conditions could disrupt connectivity in a UAV network

e Shift to the Delay Tolerant Network paradigm
o\ o\
) )

Intermittent Connectivity
(Network Partition)
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Routing for DTNs o S

e Routing in DTN works under different assumptions
o Store and forward approach
o Nodes act as carriers
e Typical DTN protocols:
o Epidemic (flooding)
o Spray and Wait (restricted flooding)
o MaxProp (flooding with probability ordered packets)
o First Contact (no copies, transmission to first met node)

e FANETs are often employed in mission oriented
applications, following predetermined paths
Can we exploit it?

—



Smart DTN aided routing for FANETs
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Use of geographic and mobility waypoint information to help the
packet/bundle routing process in Smart DTN.

e (Context example: Search and Rescue operations

Planned Path
@
Base Stati
Each UAV analyzes the ase Station
planned path of other UAVs to d .
redict their locations. @ %@
p eir locations G+©
© @
&

Q

¢
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Smart DTN aided routing for FANETs oec1 Sruni

e The message is sent if a UAV is going to reach the vicinity of
message's destination.
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0.9 . R A ! - . . .
| ‘ — % Advantages in terms of delivery ratio and overhead
; e o e with respect to the other DTN protocols.
g 0.8 . R . ,,,,, e U
CUE S RO E— T o E— S S ~.......{ Potential and realistic solution
()7 | T Aemp— ,,,,,,,,,,,,, , : S : : - . . .
s | 3 o e Many devices are nowadays equipped with a
0.65 [ it i - e GeoSaW -1 - GPS
S ‘ ‘ Max Prop + & -1
L . . + e s SprayAndWait :--%--: | . . . .
= = - = e Many applications require the vehicle path to be
Number of nodes plan ned
55 T T T I
FirsC —e— i ‘ o
Sof  Epdemic it 2t Open lssue
45 GeoSaW +-@--I ! : 2 - :
B MaxProp'-EI-l' i : // T . . .
a0 L SPravAndwait s e e e e gy e o] e  Sitill significant delay
% ] e S Having more information about future events /
] B — objectives / actions could improve the routing
R > approach
10 .
S R e i I Armir Bujari, Carlos T. Calafate, Juan-Carlos Cano Pietro Manzoni, Claudio
0 . L ' . E. Palazzi, and Daniele Ronzani, Location-aware Waypoint-based Routing
= 1 13 20 Protocol for Airborne DTNs, Sensors, 2018.

Number of nodes
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