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Abstract

In this paper, we give an algorithm for the control of the unitary evolution operator
for the system of two spin 1

2 ’s interacting through Heisenberg interaction. This algo-
rithm allows for arbitrarily bounded control. The results extend previous ones that
only concerned the control of a pure state. A Lie group decomposition technique is
used to this goal and the problem is reduced to a two level problem with constraints.
We also show how the control result allows to obtain information on the initial state
through a series of evolutions and measurements.

The study of the Heisenberg spin model is motivated by applications in electron
paramagnetic resonance and in molecular magnetism. For these systems, the drift
which models the interaction between the spins is typically large and cannot be ne-
glected in the control design but it has to be used to reach the objective.

1 Introduction and model to be studied

In a recent paper [16], an algorithm was given for the control of two spin 1
2
’s interacting

through Heisenberg interaction. This algorithm allowed to control a pure state from an
arbitrary value to an eigenstate of the free (uncontrolled) Hamiltonian. The algorithm
consisted of a (theoretically) infinite sequence of two level problems that were solved with
the use of an energy function technique [1]. In the present paper we improve this result
in several aspects. We present an algorithm which allows to control the unitary evolution
operator. This is more general than controlling the pure state only. Moreover, the control
algorithm allows to drive the state to a desired value in finite time and it is possible to use
two controls only rather than the three controls used in [16](see Remark 2.1 below). Our
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control algorithm, as the one [16], also allows to incorporate arbitrary bounds on the control
in the control design. A further contribution of this paper is that we show how to use the
control result for state determination. We still resort to a Lie algebraic decomposition as
in [16], in order reduce the problem to a two level problem. However, instead of solving
a sequence of two level problems, we solve a finite set of these problems with appropriate
constraints.

We shall deal with an Heisenberg Hamiltonian H of the form

H(t) = H0 +
∑

j=x,y,z

Hjuj. (1)

The free Hamiltonian H0 has the isotropic Heisenberg form H0 := J(Sx⊗Sx+Sy⊗Sy+Sz⊗Sz)
where J is the coupling constant and Sx,y,z are the Pauli matrices defined by

Sx =

(
0 1
1 0

)
, Sy =

(
0 i
−i 0

)
, Sz =

(
1 0
0 −1

.

)
(2)

The matrices Hj, j = x, y, z are defined as Hj(t) := (γ1Sj ⊗ 1 + γ21⊗ Sj), where γ1 and γ2

are the gyromagnetic ratios of particles 1 and 2, respectively. The controls ux,y,z are x, y and
z components of the externally applied driving electro-magnetic field. The control problem
is to steer the unitary evolution operator X solution of the Schrödinger equation,

Ẋ = −iH(t)X, X(0) = I4×4, (3)

to any desired special unitary final value Xf ∈ SU(4), in finite time. This problem has
a solution if γ1 6= γ2 since in this case (and only in this case) the system is controllable.
This can be easily verified by evaluating the Lie algebra generated by {iH0, iHx,y,z} [7], [8].
Following [3], [16], it will be convenient to rewrite equation (3), after a change of coordinates
and re-scaling of the time and the control variables, as

Ẋ = AX + BxXux + ByXuy + BzXuz X(0) = I4×4. (4)

In (4), we have
A := diag(3i,−i,−i,−i), (5)

Bx :=


0 0 0 r − 1
0 0 −(1 + r) 0
0 (1 + r) 0 0

1− r 0 0 0

 , (6)

By :=


0 0 r − 1 0
0 0 0 r + 1

1− r 0 0 0
0 −(1 + r) 0 0

 , (7)

Bz :=


0 r − 1 0 0

1− r 0 0 0
0 0 0 −(1 + r)
0 0 1 + r 0

 , (8)
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where r := γ2

γ1
. To simplify formulas, we shall assume r = 2 in the following.

There are several motivations to study Heisenberg spin systems. They model experiments
in Electron Paramagnetic Resonance [14] and Nuclear Magnetic Resonance [6]. They are
also a good model for magnetic molecules (see e.g. [15]) under the action of a time varying
electro-magnetic field. The strategies to control these model have to be different from the
ones used to control two spin 1

2
coupled via Ising interaction as described in [2], [9]. The

main difference is that, in this case the coupling parameter J is typically very large and it is
in practice not possible to use very large controls in very short time so as to cancel the effect
of the drift AX in equation (4). In this respect the technique of control we shall describe
in this paper is closer in spirit to the techniques without ‘hard pulses’ described in [3], [12].
The technique uses the drift constructively in order to obtain control to the desired value
for the unitary evolution operator.

In the following section, we describe our approach in more detail and show how the
problem of control for system (4) can be reduced to a finite number of two level problems
with constraints. We show how to solve this type of problems in Section 3. In Section 4, we
consider an application of the control algorithm. In particular, we consider the problem of
determining the initial state of the Heisenberg two spin system through a series of evolutions
and Von Neumann measurements of the total magnetization. We show how the control result
can be used to extract the maximum amount of information on the initial state. We present
some conclusions in Section 5.

2 Reduction of the problem

Every matrix Xf in SU(4) can be written as [11]

Xf = D(α1, α2, α3)U12(θ1, σ1)U13(θ2, σ2)U23(θ3, σ3)U14(θ4, σ4)U24(θ5, σ5)U34(θ6, σ6), (9)

where D(α1, α2, α3) is a diagonal matrix diag(eiα1 , eiα2 , eiα3 , e−i(α1+α2+α3)) for some real pa-
rameters α1, α2, α3 and the matrix Ukl(θ, σ) (1 ≤ k < l ≤ 4) is equal to the identity except
for the entries at the intersection of the k−th and l−th rows and columns which are occupied
by the 2× 2 submatrix

Ūkl(θ, σ) =
(

cos(θ) −sin(θ)e−iσ

sin(θ)eiσ cos(θ)

)
. (10)

The parameters α1,2,3, θ1,2,...,6, σ1,2,...,6 completely parametrize SU(4). The important feature
of the decomposition (9), for our purposes, is that the parameters, and therefore the factors
in (9) can be explicitly calculated using a very simple procedure. Starting with Xf , one first
finds θ6 and σ6 so as to introduce a zero in the (4, 3) entry of the matrix XfU3,4(−θ6, σ6) =
Xf [U3,4(θ6, σ6)]

−1. Then one finds θ5 and σ5 in order to introduce a zero in the (4, 2) entry
of XfU3,4(−θ6, σ6)U2,4(−θ5, σ5) = XfU3,4(−θ6, σ6)[U2,4(θ5, σ5)]

−1. This does not affect the
zero previously introduced. Continuing this way, at each step one selects [Ukl]

−1 in order
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to introduce a zero in the (l, k)−th position. At the end of the procedure one obtains a
diagonal matrix

XfU
−1
34 U−1

24 U−1
14 U−1

23 U−1
13 U−1

12 := D(α1, α2, α3), (11)

from which the parameters α1,2,3 can be directly read. More details on this construction and
extensions to the Lie groups SU(n) and U(n), for general n, can be found in [11].

We will, in the following, factorize Xf using matrices in the following Lie subgroups of
SU(4):

• Gx, which is generated by matrices of the form

Gx :=


u 0 0 u
0 s s 0
0 s s 0
u 0 0 u

 ; (12)

• Gy, which is generated by matrices of the form

Gy :=


u 0 u 0
0 s 0 s
u 0 u 0
0 s 0 s

 ; (13)

• Gz, which is generated by matrices of the form

Gz :=


u u 0 0
u u 0 0
0 0 s s
0 0 s s

 . (14)

In the above definitions, the entries labeled by u form an arbitrary special unitary matrix in
SU(2). The entries labeled with s form an arbitrary orthogonal matrix in SO(2). We shall
use the following fact in the sequel.

Fact: From the factorization (9), a factorization in terms of elements of Gx, Gy and Gz

only, can be derived. In fact, the factors in (9) can all be obtained as products of elements
from Gx, Gy and Gz.

In order to see this, notice that U12 ∈ Gz, U13 ∈ Gy and U14 ∈ Gx, already. Moreover
for 2 ≤ k < l ≤ 4 we have

U1k(
π

2
, 0)U1l(θ, σ)U1k(−

π

2
, 0) = Ukl(θ, σ). (15)

The matrix D(α1, α2, α3) can be obtained as a product of diagonal matrices from Gx, Gy

and Gz.
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In view of the above fact and the right invariance of system (4), the control problem of
steering the state X from the identity to a desired Xf will be solved if we are able to steer
X from the identity to any matrix in Gx,y,z. In particular, we consider the controls that
steer the identity to each matrix in the factorization of Xf , in the order from the right to the
left. The control obtained by concatenating these controls, by right invariance, will steer the
state to Xf . The technique of using Lie group decompositions for steering control has been
discussed in several other papers (see e.g. [3], [9], [12]). Based on this technique, algorithms
are known for several low dimensional quantum and classical systems. Decompositions are
known for high dimensional Lie groups as well (see e.g. [11]) but their application to the
control of high dimensional quantum system has proved more difficult. Typically one has
less control power, as compared to the system degrees of freedom, and this makes it difficult
to produce the basic factors of a decomposition.

We will now see that the problem of steering the state from the identity to an element
of Gx,y,z is essentially a two level problem (namely a problem on SU(2)) with an additional
(isoperimetric type of) constraint. The solution of this problem will be presented in the next
section. We discuss this for a target state in Gx. Everything we say can be said, with the
obvious changes, for Gy and Gz.

If we set all the components of the control except ux equal to zero, then the state of
system (4) varies on the connected Lie group associated to the Lie algebra generated by A
and Bx. This Lie algebra L has the direct sum decomposition which corresponds to a Levi
decomposition [5]

L = S ⊕A1 ⊕A2. (16)

The simple Lie algebra S is spanned by matrices that have all the entries equal to zero except
the entries at the intersection of first and fourth rows and columns, which are occupied by
an arbitrary matrix in su(2). The one dimensional Lie algebra A1 is spanned by A1 :=
diag(i,−i,−i, i) while the one dimensional Lie algebra A2 is spanned by

A2 :=


0 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 0

 . (17)

We also have
[S,A1] = 0, [S,A2] = 0, [A1,A2] = 0. (18)

Moreover, the Lie algebra S⊕A2 is the Lie algebra of Gx. It is convenient to rewrite equation
(4) by separating, in the right hand side, the matrices in S, A1 and A2. We obtain

Ẋ = (2iS̄z − iuxS̄y)X + A1X − 3uxA2X. (19)

Here S̄z,y is the 4× 4 matrix which has in the entries (1, 1), (1, 4), (4, 1) and (4, 4) the Pauli
matrix Sz,y in (2). For a given control ux, it follows from (18) that the solution of (19) can
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be written as

X(t) = diag(eit, e−it, e−it, eit)×


1 0 0 0
0 cos(θ(t)) −sin(θ(t)) 0
0 sin(θ(t)) cos(θ(t)) 0
0 0 0 1

×X1(t), (20)

where X1(t) is the solution of

Ẋ1 = (2iS̄z − iuxS̄y)X1, X1(0) = I4×4, (21)

and

θ(t) := 3
∫ t

0
ux(τ)dτ. (22)

It follows from (20) that, in order to steer the state of the system to a value in Gx, we have
to find a control ux to steer the state X1 of (21) to a desired value. Moreover θ(t) in (22)
has to be equal to a given value modulo a multiple of 2π, and the total time of transfer has
to be a multiple of 2π in order for the first factor of (20) to be equal to the identity. Notice
that the problem of control of system (21) is equivalent to the problem of control for the
2× 2 system on SU(2)

Ẋ = (2iSz − iuxSy)X, X(0) = I2×2 (23)

Moreover, notice that if we are able to steer the state of (23) to arbitrary values in SU(2)
we can do that in arbitrary time, as long as this time is larger than a prescribed one. In
order to see this, we can concatenate every control to a control steering to

P1 =
(

0 −1
1 0

)
, (24)

along with a control identically zero for time T and then a control steering to P−1
1 and then

a control equal to zero for time T again. The net result is a matrix

e−iSzT P−1
1 e−iSzT P1 = I2×2, (25)

which does not affect the state transfer but affects the time which we can adjust arbitrarily
since T is arbitrary. Notice also that the above control sequence affects the integral (22)
in a known way independent of T , since we set ux ≡ 0 during time T which does not give
contribution to the integral. Therefore the requirement on the first factor of (20) can be
dropped and we can say that we solve the control problem to drive the state of (4) to any
value in Gx if we can solve the following two level problem with constraints

Problem: Given an arbitrary Xf ∈ SU(2) and γ ∈ IR, drive the state of the system

Ẋ = (2iSz − iuxSy)X, X(0) = I2×2, (26)
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to Xf , in time t, with a control ux satisfying

3
∫ t

0
ux(τ)dτ = γ + 2kπ, (27)

for some k ∈ ZZ.

We shall solve this problem and therefore the whole control problem in the next section.
Our solution will allow for arbitrarily bounded control. We conclude with the following
remark

Remark 2.1 Notice that two of the subgroups Gx,y,z generate the other one. This implies,
in view of the above described control procedure, that we can just use two of the controls
ux,y,z and set the third one identically equal to zero.

3 Solution of a two level control problem with con-

straints

In this section, we will solve the two level problem with constraints given by equations (26)
and (27). We will see that the problem can be solved even if we fix a bound on the control.
Thus to get to the desired final state, we do not need very large controls. On the contrary
the control can be chosen arbitrary small. More precisely the following holds.

(P ) Given any Xf ∈ SU(2), any γ ∈ IR, and any M > 0, there exists a time
T > 0 and a piecewise constant control ū(·), defined on [0, T ], such that:

i) ||ū||∞ ≤ M ,

ii)
∫ T
0 ū(τ)dτ = γ

3
+ 2

3
kπ, for some k ∈ ZZ.

Moreover, if X(t) is the solution of equation (26) with control ū(·), then X(T ) =
Xf .

Let D(u) ∈ su(2) be the matrix defined by D(u) := 2iSz − iuSy. Equation (26) with
control u(t) ≡ u becomes:

Ẋ = D(u)X =
(

2i u
−u −2i

)
X. (28)

A straightforward calculation shows that:

eD(u)t =
(

cos(λt) + 2i
λ

sin(λt) u
λ

sin(λt)
−u

λ
sin(λt) cos(λt)− 2i

λ
sin(λt)

)
, (29)

where λ =
√

4 + u2. In particular,

eD(0)t = e2iSzt =
(

e2it 0
0 e−2it

)
. (30)
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Now, any matrix Xf ∈ SU(2) can be written as:

Xf =
(

cos(θ)eiσ1 sin(θ)eiσ2

− sin(θ)e−iσ2 cos(θ)e−iσ1

)
(31)

for some fixed parameters σ1, σ2, θ ∈ IR. This is the classical Euler’s decomposition as we
have

Xf = eD(0)
σ1+σ2

4

(
cos(θ) sin(θ)
− sin(θ) cos(θ)

)
eD(0)

σ1−σ2
4 = eD(0)

σ1+σ2
4 e−iSyθeD(0)

σ1−σ2
4 . (32)

The parameters of Euler’s decomposition can be easily calculated by known methods (see e.g.
[13]). From (32) it follows that if we solve the problem (P ) with final state equal to e−iSyθ,
then we also solve the same problem with final state Xf . In fact, first notice that for k ∈ ZZ,
eD(0)kπ = I2×2, thus we can assume that t1 = σ1−σ2

4
and t2 = σ1+σ2

4
are both positive. In fact,

if this is not the case, we can add arbitrary multiple of π to make them positive. Assume
that ū(·) is the control defined on some interval [0, T ], satisfying i) and ii) of (P ), which
drives the I2×2 to e−iSyθ, then a control ũ(·) satisfying i) and ii) of (P ), which drives the
I2×2 to Xf can be constructed as follows. We first apply on [0, t1) the control ũ(·) ≡ 0, then
we apply on [t1, T + t1) the control ũ(τ) = ū(τ − t1), finally we apply on [T + t1, T + t1 + t2],
the control ũ(·) ≡ 0. This control ũ(·) defined on [0, T + t1 + t2] clearly satisfies again i) and
ii) of (P ), and, by right invariance, drives I2×2 to Xf , as desired. Therefore to obtain (P ),
we will prove that:

(Q) Given any θ ∈ IR, any γ ∈ IR, and any M > 0, there exist m ∈ IN, t1, t2 ∈ IR,
t > 0, and a value 0 < ū ≤ M such that:

e−iSyθ =
(
e−iSy

θ
m

)m
=
(
eD(0)t2eD(ū)teD(0)t1

)m
, (33)

and

mūt =
γ

3
+

2

3
kπ, (34)

for some k ∈ ZZ.

It is clear that, if (Q) holds, by using the decomposition (33) and arguing as before, we
are able to find a piecewise constant control u(·) equal either to 0 or to ū which drives I2×2

to e−iSyθ. Moreover, this control satisfies i) since ū ≤ M , and ii) is exactly condition (34).
We have that:

eD(0)t2eD(u)teD(0)t1 =

 e2i(t2+t1)
(
cos(λt) + 2i

λ
sin(λt)

)
e2i(t2−t1)

(
u
λ

sin(λt)
)

e−2i(t2−t1)
(
−u

λ
sin(λt)

)
e−2i(t2+t1)

(
cos(λt)− 2i

λ
sin(λt)

) ,

(35)
where λ =

√
4 + u2. Since t1, t2 ≥ 0 can be chosen arbitrarily, (33) holds for ū = u if and

only if

cos2

(
θ

m

)
= cos2 (λt) +

4

λ2
sin2 (λt) . (36)
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Notice that (34) holds if, for u > 0,

t =

(
γ

3m
+

2kπ

3m

)
1

u
:= ckm

1

u
. (37)

Formula (37) shows the dependence of the time t on the allowed magnitude of the control
u. In particular, we can decrease the total time of the algorithm by increasing the allowed
control magnitude. By substituting (37) into (36), we get:

cos2

(
θ

m

)
= cos2

(
ckm

√
4 + u2

u

)
+

4

4 + u2
sin2

(
ckm

√
4 + u2

u

)
. (38)

For u > 0, we let

v = g(u) =

√
4 + u2

u
. (39)

The map g is a diffeomorphism from (0, +∞) to (1, +∞). Since g′ < 0, saying u ≤ M means
v = g(u) ≥ g(M). Moreover, if v = g(u) then

√
4 + u2

u
= 1− 1

v2
. (40)

In the variable v (38) becomes:

cos2

(
θ

m

)
= cos2 (ckmv) +

(
1− 1

v2

)
sin2 (ckmv) = 1− sin2 (ckmv)

v2
.

Thus to get (Q), it suffices to prove that

for any θ ∈ IR, any γ ∈ IR, and any α > 1, there exist m ∈ IN, k ∈ ZZ, and v̄ ≥ α
such that

f(v̄) = 1− sin2 (ckmv̄)

v̄2
= cos2

(
θ

m

)
, (41)

with ckm =
(

γ
3m

+ 2kπ
3m

)
> 0.

We can assume, without loss of generality, that sin (2πα) 6= 0. In fact, if sin (2πα) = 0, we
may choose any α̃ > α, for which sin (2πα̃) 6= 0, and we will find a value v̄ ≥ α̃ (so also
v̄ ≥ α) for which (41) holds. Fix k = 3m. Notice that we have

lim
m→+∞

cos

(
θ

m

)
= 1, (42)

lim
m→+∞, k=3m

ckm = 2π, (43)

and, by continuity of the map f , we also have

lim
m→+∞, k=3m

f(α) = 1− sin2 (2πα)

α2
:= 1− δ < 1. (44)

Now, to get (41), it is enough to observe that
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• If we choose ε < δ/2, we have that there exists m̄ such that for all m ≥ m̄:

1− ε ≤ cos2

(
θ

m

)
, (45)

and
f(α) ≤ 1− δ/2 ≤ 1− ε. (46)

• f assume the value 1 at all the points vl := lπ
ckm

whose limit as l → +∞ is +∞. Thus,

in particular, f(β) = 1 for some β > α.

Since f is a continuous function it assumes all values in the interval [1−δ/2, 1] for v ∈ [α, β].
Thus, there exists a v̄ ≥ α for which equality (41) holds.

In conclusion, in order to find the value the control for given θ, γ, and α := g(M), we
proceed as follows. First, we set k = 3m in (41), then we choose an arbitrary α̃ ≥ α, with

δ := sin2(2πα̃)

α̃2
> 0. Now given any arbitrary ε ≤ δ

2
, one chooses m so that equations (45) and

(46) are verified. Plugging this m into (41), one obtains an equation in the variable v only.
This equation, by the above argument, has a solution greater than α̃, thus also greater than
α. Solving this nonlinear equation one obtains the value of v̄ and plugging this for v̄ into
(40) one obtains the value of ū. The time t is obtained from equation (37).

4 Applications of the control algorithm: Determina-

tion of the initial state

One of the most important problems in experiments with quantum systems is the deter-
mination of their state from appropriate measurements. Techniques of state determination
go under the name of quantum state tomography and a review can be found in [10]. In [4]
the problem was looked at from the point of view of control theory. In particular it was
investigated whether it is possible to obtain information on the initial state by alternating
appropriate evolutions and Von Neumann measurements. Such a method assumes that we
are able to use control to drive the unitary evolution to any desired target. In [4] it was
assumed that we measured the mean value of a nondegenerate observable and a general
algorithm was given to determine the parameters of the initial density matrix. In the case
of non degenerate observable at most n − 1 independent parameters of the initial density
matrix can be determined.

We consider now the problem of initial state determination for the spin Heisenberg system
of this paper. We assume that we are measuring the mean value of the total magnetization
in the z-direction given by the matrix (in the original coordinates)

STOT
z := Sz ⊗ 1 + 1⊗ Sz, (47)
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where 1 is the 2× 2 identity matrix and Sz is the Pauli matrix defined in (2). After a Von
Neumann measurement of the mean value of STOT

z , the density matrix ρ is modified as

ρ → P(ρ) =
3∑

j=1

ΠjρΠj. (48)

Here the projection Πj projects onto the eigenspace of the j-th eigenvector of STOT
z . These

matrices are given by Π1 := diag(1, 0, 0, 0), Π2 := diag(0, 1, 1, 0), and Π3 := (0, 0, 0, 1). In
our case, the observable STOT

z is degenerate since the eigenvalue zero has multiplicity 2.
Therefore we cannot directly apply the results of [4]. All the matrices of the form P(F ) have
a block diagonal structure of the type diag(A11, A22, A33) where A11 and A33 are 1× 1 and
A22 is 2× 2. The value of the output at the k−th measurement, yk is given by

yk = Tr(STOT
z XkP(Xk−1P(· · ·P(X1ρ0X

∗
1 ) · ··)X∗

k−1)X
∗
k), (49)

where Xj, j = 1, ..., k, is the evolution between the (j−1)-th and j−th measurements. Using
elementary properties of the trace, we obtain

yk = Tr(STOT
z XkP(Xk−1P(· · ·P(X1ρ0X

∗
1 ) · ··)X∗

k−1)X
∗
k) = (50)

Tr(X∗
kSTOT

z XkP(Xk−1P(· · ·P(X1ρ0X
∗
1 ) · ··)X∗

k−1)) =

Tr(P(X∗
kSTOT

z Xk)Xk−1P(· · ·P(X1ρ0X
∗
1 ) · ··)X∗

k−1) =

Tr(X∗
k−1P(X∗

kSTOT
z Xk)Xk−1P(· · ·P(X1ρ0X

∗
1 ) · ··)) =

·
·
·

Tr(P(X∗
2P(· · ·P(X∗

k−1P(X∗
kSTOT

z Xk)Xk−1) · ··)X2)X1ρ0X
∗
1 ). (51)

We notice, from the last line, that the output only depends on the elements of X1ρ0X
∗
1 in

the 1× 1, 2× 2 and 1× 1 blocks corresponding to the blocks of the range of P(·). Therefore
at most 12 + 22 + 12 − 1 = 5 independent parameters of the matrix ρ̃ := X1ρ0X

∗
1 can be

detected. Our goal in the following is to give an algorithm to obtain these 5 parameters.
In particular, we shall give 4 unitary evolutions X2, X3, X4, X5 so that y1, y2, y3, y4 and y5

calculated as in (51) are linearly independent functions of the parameters of ρ̃. Therefore we
will have an algorithm to obtain the maximum number of parameters of ρ̃. We remark that
this is a new result as compared to [4] because, in our case, we have a degenerate observable.
Moreover, this algorithm can be performed in view of the results of the previous sections,
since we have now a method to generate arbitrary evolutions X1, X2, X3, X4, X5.

Finding the above evolutions X2, ..., X5 for linearly independent outputs is equivalent to
finding evolutions X2, ..., X5 so that the matrices

S1 := STOT
z , S2 := P(X∗

2S
TOT
z X2), S3 := P(X∗

2P(X∗
3S

TOT
z X3)X2),

S4 := P(X∗
2P(X∗

3P(X∗
4S

TOT
z X4)X3)X2),
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and
S5 := P(X∗

2P(X∗
3P(X∗

4P(X∗
5S

TOT
z X5)X4)X3)X2)

span all of P(isu(4)), where isu(4) is the vector space of Hermitian matrices with zero trace.
Equivalently, we must have that if Γ ∈ P(isu(4)) is such that

Tr(ΓSj) = 0, j = 1, ..., 5, (52)

then Γ = 0. Using elementary properties of the trace and the fact that P(Γ) = Γ we rewrite
explicitly (52) as

Tr(ΓSTOT
z ) = 0, (53)

Tr(X2ΓX∗
2S

TOT
z ) = 0, (54)

Tr(X3P(X2ΓX∗
2 )X∗

3S
TOT
z ) = 0, (55)

Tr(X4P(X3P(X2ΓX∗
2 )X∗

3 )X∗
4S

TOT
z ) = 0, (56)

Tr(X5P(X4P(X3P(X2ΓX∗
2 )X∗

3 )X∗
4 )X∗

5S
TOT
z ) = 0. (57)

X2, ..., X5 will be expressed in terms of elementary planar rotations Ukl(θ, σ) which have been
defined at the beginning of Section 2 (see (10)). We choose, X2 := U12(

π
4
, 0), X3 := U13(

π
4
, 0),

X4 := U12(
π
4
, 0)U23(

π
4
, π

2
) and X5 := U12(

π
4
, 0)U23(

π
4
, 0). With this choice, and denoting by

γjk the jk−th element of the matrix Γ, the first three equations above, (53)-(55), become,
respectively

γ11 − γ44 = 0, (58)

γ11 + γ22 − 2γ44 = 0, (59)

γ11 + γ22 + 2γ33 − 4γ44 = 0. (60)

These, along with
γ11 + γ22 + γ33 + γ44 = 0, (61)

imply
γ11 = γ22 = γ33 = γ44 = 0. (62)

Using this and the fact that γ32 = γ∗23, equation (56) becomes

Im(γ23) = 0. (63)

Using (63), equation (57) becomes
Re(γ23) = 0. (64)

5 Conclusions

Heisenberg spin systems frequently occur in electron paramagnetic resonance experiments,
as models of molecular magnets as well as in other applications. In many cases the coupling

12



between the two spins is strong and cannot be neglected in the design of control fields. This
motivates control algorithms that constructively use the coupling to drive the system to a
desired configuration. In this paper, we have presented an algorithm for the control of the
unitary evolution operator for two coupled Heisenberg systems to an arbitrary configura-
tion. In this algorithm, the control fields can be considered as perturbations and in fact
arbitrarily bounded control fields can be used. We have shown how the capability of ob-
taining any desired evolution can be used to extract (maximum) information on the initial
state of the system by a sequence of evolutions and Von Neumann measurements of the total
magnetization.
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