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1. Introduction

The paper deals with the initial-boundary value problem for a scalar non-linear con-
servation law in one space dimension

ut + [f(u)]x =0; (1.1)

u(0; x)= �u(x); t; x≥ 0; (1.2)

u(t; 0)= ũ(t); (1.3)

where u= u(t; x) is the state variable, �u; ũ are integrable (possibly unbounded) initial
and boundary data, and f is assumed to be a superlinear strictly convex function. For
problems of this type, since classical solutions develop discontinuities in �nite time,
no matter how smooth their initial and boundary data, it is natural to consider weak
solutions satisfying the usual entropy conditions ([13, 15])

u(t; x−)≥ u(t; x+); t; x¿0: (1.4)

Moreover, as it is well known, in general the Dirichlet condition (1.3) may not be
ful�lled pointwise a.e., thus following [16] we shall require that an entropy solution u
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to (1.1)–(1.3) satis�es the above condition in a weaker sense which is motivated by
the classical vanishing viscosity method (see [4, 16] and De�nition 1 here).
In [16] Le Floch derived an explicit formula for a solution of (1.1)–(1.3) when

�u; ũ∈ L∞. Here we generalize this result in the case where �u∈ L1; f(ũ)∈ L1loc. More-
over, we show that such a solution coincides with the trajectory of a semigroup-type
map (t; �u; ũ)→ St( �u; ũ) which is Lipschitz continuous with respect to �u; f(ũ). We also
derive a comparison principle for integrals of solutions to (1.1)–(1.3) as a conse-
quence of the fact that if u= u(t; x) denotes the weak-entropy solution to (1.1)–(1.3),
then U=U(t; x)=− ∫ +∞

x u(t; �) d� turns out to be the viscosity solution to a mixed
problem for the Hamilton–Jacobi equation Ut+f(Ux)=f(0) corresponding to (1.1).
Next, following [1] we study problem (1.1)–(1.3) taking �u≡ 0 and letting ũ vary

into a given set U⊂ L1loc of integrable boundary data regarded as admissible controls.
We consider the set of attainable pro�les at a �xed time T

A(T;U)= {u(T; ·) : u is a solution to (1.1)–(1.3) with �u≡ 0 and ũ∈U};
and at a �xed point in space �x¿0

A( �x;U)= {u(·; �x) : u is a solution to (1.1)–(1.3) with �u≡ 0 and ũ∈U}:
By using similar techniques to the ones in [1] we derive a precise characterization of
A(T;U);A( �x;U) when

U= {ũ ∈ L1loc(R+) : f(ũ) ∈ L1loc(R+); f′(ũ)≥ 0}:
Moreover, we establish the compactness of the attainable sets A(T;U)⊆ L1;
A( �x;U)⊆ L1loc, in connection with classes of boundary controls which are measur-
able selections of a uniformly integrable multifunction with closed convex values, and
satisfy certain integral inequalities. In the proof of such results a key role is played by
the weak compactness in L1 of the set of uxes {f(ũ): u∈U} of admissible boundary
controls.
Finally we apply the comparison principle established in the �rst part of the paper

to construct the optimal boundary control for the optimization problem of tra�c ow
where one is interested in minimizing the average time spent by cars travelling through
a given stretch of highway and the controller acts by varying the density of cars entering
the highway.

2. Preliminaries and statements of main results

2.1. Formulation of the problem

On the domain 
= {(t; x)∈R2: t≥ 0; x≥ 0} consider the mixed initial-boundary
value hyperbolic problem (1.1)–(1.3) where f(ũ)∈ L1loc(R+), �u∈ L1(R+) and
f :R→R is a twice continuously di�erentiable strictly convex function satisfying
limu→∞ f(u)=|u|=+∞. Denote b=(f′)−1. Throughout the paper we shall use f−1

to denote the inverse map of the restriction of f to the interval [b(0);+∞).
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As observed in the introduction, we shall only consider weak entropy solutions of
(1.1) and (1.2) which satisfy the boundary condition (1.3) in a weaker sense which
is precised in De�nition 1 below. Notice that, as remarked in [16], any solution of
Eqs. (1.1)–(1.3) with boundary data ũ such that f′(ũ(t))¡0 on a subset I of R+ of
positive measure, can be obtained with the boundary data

ũ′(t)=

{
b(0) if t ∈ I;
ũ(t) otherwise:

Hence it is not restrictive to assume that the characteristics at the boundary are always
entering the domain, i.e. f′(ũ(t))≥ 0 for a.e. t: this hypothesis will be adopted in the
rest of the paper. We recall here the de�nition of solution to (1.1)–(1.3) as stated
in [16].

De�nition 1. A continuous map u :R+→ L1(R+) is a solution of Eqs. (1.1)–(1.3) if
(i) it is a weak entropy solution of (1.1) in the interior of 
, i.e. for any nonnegative

function �∈C1c(R+×R+) and any k ∈R,∫∫
R+×R+

[|u− k|�t + sgn(u− k)(f(u)− f(k))�x] dx dt≥ 0:

(ii)

lim
t→0+

∫ x

0
u(t; �) d�=

∫ x

0
�u(�) d�; x≥ 0; (2.1)

(iii) the boundary condition is satis�ed in the following weak sense: there exist a set
F⊂R+ with zero measure and two functions � :R+→R and � :R+→{−1; 0; 1}
such that

lim
x→0+
x =∈F

∫ t

0
f(u(s; x)) ds=

∫ t

0
�(s) ds; t≥ 0; (2.2)

lim
x→0+
x =∈F

sgnf′(u(t; x))= �(t); a.e. t≥ 0 (2.3)

and

�(t)=f(ũ(t)) if �(t)≥ 0;
�(t)≥f(ũ(t)) if �(t)=−1

a.e. t¿0: (2.4)

Remark 2.1. Notice that a continuous map u :R+→ L1(R+) is a solution of
Eqs. (1.1)–(1.3) in the sense of De�nition 1 if and only if it is a weak entropy
solution obtained by the vanishing viscosity method as in the formulation given by
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Bardos et al. [4], i.e.∫∫
R+×R+

[|u− k|�t + sgn(u− k)(f(u)− f(k))�x] dx dt

+
∫
R+
sgn(ũ− k)(f(u(t; 0))− f(k))�(t; 0) dt +

∫
R+

| �u− k|�(0; x) dx≥ 0;

for any nonnegative function �∈C1c(R+×R+) and any k ∈R.
2.2. Explicit representation of solutions and well-posedness of the problem

In [16] Le Floch gives an explicit representation formula of the solution to (1.1)–
(1.3) in the case where �u; ũ∈ L∞(R+). Here we extend this result as follows

Theorem 1. Let �u∈ L1; f(ũ)∈ L1loc(R+). Then the problem (1.1)–(1.3) admits a so-
lution u= u(t; x) which can be computed with the following procedure.
For any positive number t; let y=y(t) be a point which minimizes the function

[0;+∞)3y 7→
∫ y

0
�u(�) d�+ tg

(
−y
t

) :=	�u(t; y): (2.5)

Let m=m(t) be the unique positive absolutely continuous function such that m(0+)
=0 and{

d
dt
m(t)− f(ũ(t)) + f

(
b
(
−y(t)

t

))}
{’(t)− m(t)}≥ 0; a.e. t¿0; (2.6)

for any nonnegative ’∈ L∞. Set

�(t)=
d
dt
m(t) + f

(
b
(
−y(t)

t

))
; a.e. t¿0: (2.7)

Then

u(t; x)= b
(
x − y(t; x)

t

)
; t¿0; x¿0; (2.8)

where y(t; x) denotes a point of minimum value for the function

y 7→	�(t; x; y)=


∫ y

0
�u(s) ds+ tg

(
x − y
t

)
if y≥ 0;

−
∫ �

0
�(s) ds+ (t − �)g

(
x

t − �
)

if y≤ 0
(2.9)

with g denoting the Legendre transform of f and � satisfying

x − y
t

=
x

t − � ; y≤ 0:

Moreover � represents the trace of f(u(t; x)) at x=0 in the sense of Eq. (2:2); and
the following bounds are satis�ed:

f(ũ(t))≤�(t)≤max
{
f(ũ(t)); f

(
b
(
−y(t)

t

))}
a.e. t: (2.10)
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Remark 2.2. Notice that the function (t; x) 7→y(t; x) is locally bounded; and hence; if
Eq. (2:8) holds; u∈ L∞loc(R¿0×R¿0).

Remark 2.3. The assumption that the ux f(ũ) of the boundary data is in L1loc cannot
be relaxed in order to obtain a solution in L1 to the mixed problem (1.1)–(1.3), as
it is clear from the following

Example. Consider the mixed problem (1.1)–(1.3) for the Burger’s equation

ut +
(
u2

2

)
x
=0

with initial condition �u≡ 0 and boundary data

ũ(t)=


1√
1− t if 0¡t¡1;

0 if t≥ 1:
(2.11)

If this problem admits a solution u= u(t; x), then such a solution must be computed
by considering the increasing sequence of boundary data (ũ�)�∈N,

ũ�(x)=



1√
1− t if 0¡t¡1− 1

�
;

1√
1=�

if 1− 1
�
≤ t¡1;

0 if t≥ 1;

(2.12)

and setting u= sup� u�, where u�= u�(t; x) is the solution to (1.1)–(1.3) with initial
condition �u≡ 0 and boundary data ũ�. We claim that

u(t; x)=



2

x +
√
x2 − 4t + 4 if t¡1; 0¡x¡�(t);

0 if t¡1; x¿�(t);
x

t − 1 if t¿1;

(2.13)

where t 7→ �(t) is a curve of discontinuity de�ned in the all interval [0; 1] and having
the expansion �(t)= (1=2)t+(1=16)t2+(1=48)t3+(29=3072)t4+(307=61440)t5+O(t6).
Indeed, since ũ� ∈ L∞ we can use the explicit representation formula in [16] to

compute the corresponding solution u�. We obtain

u�(t; x)=



2

x +
√
x2 − 4t + 4 if t≤ 1 + x√

�
; 0¡x¡��(t);

x
t − 1 if 1 +

x√
�
¡t; 0¡x¡��(t);

0 if x¿��(t);

(2.14)
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where t 7→ ��(t) is a curve of discontinuity de�ned in the all interval [0;+∞[ and such
that ��(t)= �(t) whenever t¡1− 1=�. Moreover,

lim
�→+∞ ��(t)=+∞; ∀t¿1:

Indeed let t� be such that

��(t�)=
√
�(t� − 1):

Then

�̇�(t)=
�(t)

2(t − 1) ; ∀t¿t�:

Hence

��(t)= ��(t�)

√
t − 1
t� − 1 ;

from which the claim follows being ��(t�)≥ �(1)¿0 and lim�→+∞ t�=1.
Therefore, for any �xed x; t¿0, for � su�ciently large u�(t; x)= u(t; x).
Observe that for t¡1 the function u de�ned in Eq. (2.13) is a weak entropy solution

of problem (1.1)–(1.3) with initial condition �u≡ 0 and boundary data ũ de�ned in
Eq. (2.11). On the other hand u is not locally integrable on [1;+∞)×R¿0, hence it
is not a weak solution of the Burger’s equation on the all space R¿0×R¿0.

Regarding well-posedness of the mixed problem (1.1)–(1.3) we extend the L1-
contraction property established in [1], Theorem 4 as follows. Set

D
:= {( �u; ũ): �u∈ L1(R+); f(ũ)∈ L1loc(R+); ũ(t)≥ b(0) a.e. t} (2.15)

and denote Tt : L1loc→ L1loc; t¿0; the translation operator, i.e. Tt ũ(s)
:= ũ(t+ s); ∀s¿0.

Theorem 2. There exists a map S :R+×D→ L1(R+) with the following properties:
(i) S0( �u; ũ)= �u; Ss+t( �u; ũ)= Ss(St( �u; ũ);Tt ũ); ∀s; t¿0;
(ii) ‖St( �u; ũ)− St(�v; ṽ)‖L1(R+)≤‖ �u− �v‖L1(R+) + ‖f(ũ)− f(ṽ)‖L1([0; t]); ∀t¿0;
(iii) each trajectory t→ St( �u; ũ) yields a solution (in the sense of De�nition 1) to the

initial-boundary value problem (1.1)–(1.3) which admits the explicit represen-
tation (2:8) given by Theorem 1.

Remark 2.4. The above properties indicate that the solution to (1.1)–(1.3) given by
the explicit formula (2:8) should be regarded as the unique “good” weak entropy
solution of the corresponding mixed problem. Moreover; by similar arguments to the
ones in [16], such a solution has right and left limits in t and x at every point in the
interior of 
.
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2.3. A comparison theorem

Let (t; �u; ũ)→ St( �u; ũ) be the map of Theorem 2 yielding the solution to the initial-
boundary value problem (1.1)–(1.3). In [18] it is extended a pointwise comparison
principle for the Cauchy problem [10] to the case of initial-boundary value problem:

�u≤ �v; ũ≤ ṽ a.e. t¿0 ⇒ St( �u; ũ)≤ St(�v; ṽ) a.e t; x¿0:

Here we shall establish a comparison property evolving the integral of the solution to
Eqs. (1.1)–(1.3) rather than the solution itself.

Theorem 3. Let �u; �v∈ L1(R+); f(ũ); f(ṽ)∈ L1loc(R+), with ũ; ṽ≥ b(0). Denote by
�(�u; ũ);�(�v; ṽ); respectively the trace of f(St( �u; ũ)); f(St(�v; ṽ)) at x=0. Then the
following properties hold.
(i) If∫ +∞

x
�u(�) d�≤

∫ +∞

x
�v(�) d� ∀x≥ 0; (2.16)

∫ t

0
�( �u; ũ)(s) ds≤

∫ t

0
�(�v; ṽ)(s) ds ∀t≥ 0; (2.17)

then∫ +∞

x
St( �u; ũ)(�) d�≤

∫ +∞

x
St(�v; ṽ)(�) d� ∀t; x≥ 0: (2.18)

(ii) If (f(ũ)− c); (f(ṽ)− c)∈ L1(R+) for some constant c and∫ x

0
�u(�) d�≤

∫ x

0
�v(�) d� ∀x≥ 0; (2.19)

∫ +∞

t
(�( �u; ũ)(s)− c′) ds≤

∫ +∞

t
(�(�v; ṽ)(s)− c′) ds ∀t≥ 0; (2.20)

with

c′=

{
max{c; f(0)} if f−1(c)¿0;

c otherwise;

then∫ +∞

t
(f(Ss( �u; ũ)(x))− c′) ds≤

∫ +∞

t
(f(Ss(�v; ṽ)(x))− c′) ds ∀t; x≥ 0: (2.21)

Remark 2.5. Notice that if �u; ũ are piecewise constant and (f(ũ)− c)∈ L1(R+); then

lim
t→+∞

∫ +∞

t
|St( �u; ũ)(�)− f−1(c′)| d�=0 ∀x¿0;
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and (�( �u; ũ)− c′)∈ L1(R+); with c′ as above. It follows that using arguments similar
to the ones in the proof of Theorem 2; we can extend by density this formula to
the case where �u; f(ũ)− c∈ L1(R+); and hence from Lemma 3.2 in [9] we derive the
conservation equality∫ +∞

t
(f(Ss( �u; ũ)(x))− c) ds

=
∫ x

0
(St( �u; ũ)(�)− f−1(c)) d�+

∫ +∞

t
(�( �u; ũ)(s)− c) ds:

Remark 2.6. For solutions to the mixed problem with the same initial data we obtain
the following comparison principle:∫ t

0
�( �u; ũ)(s) ds≤

∫ t

0
�( �u; ṽ)(s) ds ∀t≥ 0

⇒
∫ t

0
f(Ss( �u; ũ)(x)) ds≤

∫ t

0
f(Ss( �u; ṽ)(x)) ds ∀t; x≥ 0: (2.22)

Indeed; it can be easily veri�ed that if �u; ũ are piecewise constant we have

lim
x→+∞

∫ t

0
[f (Ss( �u; ũ)) (x)− f(0)] ds=0 ∀t¿0:

Then using arguments similar to the ones in the proof of Theorem 2; we can extend
by density this formula to the case where �u∈ L1(R+); f(ũ) ∈ L1loc(R+); and hence
from Lemma 3.2 in [9] we derive the conservation equality∫ t

0
f(Ss( �u; ũ)(x)) ds=

∫ +∞

x
St( �u; ũ)(�) d�−

∫ +∞

x
�u(�) d�+ f(0)t

∀t; x≥ 0; ∀( �u; ũ) ∈ D: (2.23)

Therefore Eq. (2.22) follows from property (i) in the above theorem.

2.4. Properties of the attainable set for scalar conservation laws with integrable
boundary control

Following [1] we turn now to study the mixed initial-boundary value problem

ut + [f(u)]x =0; (2.24)

u(0; x)= 0; t; x≥ 0; (2.25)

u(t; 0)= ũ(t); (2.26)

from the point of view of control theory regarding the boundary data ũ as a control.
Here we extend the results given in [1] to the case where the admissible boundary
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controls are assumed to be integrable (possibly unbounded) functions. In this frame-
work we will adopt the semigroup notation Stũ

:= St(0; ũ) for the unique solution of
Eqs. (2.24)–(2.26) at time t. We shall be concerned with basic properties of the at-
tainable sets for Eqs. (2.24)–(2.26)

A(T;U) := {ST ũ: ũ ∈ U}; (2.27)

A( �x;U) := {S(·)ũ( �x): ũ ∈ U}; (2.28)

which consist of all pro�les that can be attained at a �xed time T¿0 and at a �xed
point �x¿0 by solutions of Eqs. (1.1) and (1.2) with boundary data that varies in-
side a given class U⊆ L1loc of admissible boundary controls. In particular we give a
characterization of

A(T ) := {ST �u: f(ũ)∈ L1loc(R+); ũ≥ b(0)}; (2.29)

A( �x) := {S(·)ũ( �x): f(ũ) ∈ L1loc(R+); ũ≥ b(0)}; (2.30)

and we establish the compactness of sets (2.27) and (2.28) in connection with a special
class of admissible boundary controls.
Throughout the following

D−w(x)= lim inf
h→ 0

w(x + h)− w(x)
h

; D+w(x)= lim sup
h→ 0

w(x + h)− w(x)
h

;

will denote, respectively, the lower and upper Dini derivatives of a function w at x.

Theorem 4. In connection with problem (2.24) and (2.25), for any �xed T¿0; A(T )
is the set of all integrable functions w which have right and left limits at each point
and satisfy the following conditions:

w(x) 6=0 ⇒ f′(w(x))≥ x
T
; (2.31)

w(x−) 6=0 and w(y)= 0 ∀y¿x ⇒ f′(w(x−))¿ x
T
; (2.32)

D+w(x)≤ f′(w(x))
xf′′(w(x))

; (2.33)

for every x¿0.

Remark 2.7. By de�nition an element w̃∈A(T )⊆ L1(R+) is an equivalence class of
integrable functions. Hence the above characterization must be interpreted in the
sense that w̃∈A(T ) i� there exists a representative w in the class w̃ admitting right
and left limits in any point and satisfying Eqs. (2.31)–(2.33). In Section 4 we will
prove that if a function w∈L(R+) has right and left limits in any point and satis�es
Eqs. (2.31) and (2.33) then it is uniformly bounded on subsets bounded away from
the origin and there exists �¿0 such that w(x)= 0 for all x≥ �. Thus w has �nite
total increasing variation (and hence �nite total variation as well) on such subsets.
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Theorem 5. In connection with problem (2.24) and (2.25), for any �xed �x¿0; A( �x)
is the set of all locally bounded functions � which satisfy the following conditions

�(t) 6=0 ⇒ f′(�(t))≥ �x
t
; (2.34)

�(�+) 6=0 and �(t)= 0 ∀t¡� ⇒ f′(�(�+))¿
�x
�
; (2.35)

D−�(t)≥ f′(�(t))
tf′′(�(t))

; (2.36)

for every t¿0.

Remark 2.8. The above characterization must be interpreted as for Theorem 3 in the
sense that �̃∈A( �x)⊆ L∞loc i� there exists a representative � in the class of �̃ satisfying
Eqs. (2.34)–(2.36). In particular; Eq. (2.36) together with the local boundedness of
� imply that such a map has �nite total variation on compact subsets of R+ bounded
away from the origin and hence Eq. (2.35) makes sense. Moreover; Eq. (2.34) and
the local boundedness of � imply that there exists �¿0 such that �(t)= 0 for any
0≤ t≤ �.

As in [1] in order to achieve the closure of the attainable sets for Eqs. (2.24) and
(2.25) we need to restrict the class of admissible boundary controls by means of a
suitable multifunction G.

Theorem 6. Let G : R+ ,→ [b(0);+∞) be a measurable multifunction with convex
closed values satisfying

|f(ũ(t))| ≤ �(t) a.e. t¿0; ∀ũ measurable selection of G (2.37)

for some �∈ L1loc(R+). Let qi : R+×R→R; i=1; : : : ; N , be measurable maps convex
w.r.t. the second variable; gi :R+→R; i=1; : : : ; N; measurable maps and let J be a
possibly empty subset of R+. Denote

U=
{
ũ∈ L∞(R+): ũ(t)∈G(t); for a.e. t;

∫ t

0
qi(s; f(ũ(s))) ds≤ gi(t) ∀t ∈ J; ∀i=1; : : : ; N

}
: (2.38)

Then A(T;U); T¿0; and A( �x;U); �x¿0; are compact subsets of L1(R+) and L1loc(R+);
respectively.

Remark 2.9. The convexity assumption on the multifunction G and on the functions
qi cannot be relaxed in order to ensure the closure of the attainable set; as shown in
the Remarks 2:5 and 2:6 in [1].
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3. The explicit formula, the contraction property and the comparison principle

3.1. Proof of Theorem 1

In this paragraph we extend the explicit formula stated in [16] for the problem
(1.1)–(1.3) to the case �u; f(ũ)∈ L1. To this aim we �rst observe that the classical
Lax formula for the Cauchy problem [14] can be easily extended to L1 initial data.
Furthermore the following result holds:

Proposition 1. Let (t; x) 7→ u(t; x) be the solution of Eqs. (1.1) and (1.2) with �u∈ L1.
Then f(u(·; x±))∈ L1loc(R+) for any x¿0.

Proof. We will prove that f(u(·; x+))∈ L1loc(R+), the other case being entirely sim-
ilar. Hence we shall denote u(t; x)= u(t; x+). Since u is obtained by the Lax for-
mula, it follows that u(·; x)∈ L∞loc((0;+∞)) for any x¿0. Thus it remains to show
that f(u(·; x))∈ L1([0; T ]), for some T¿0. Indeed, being f superlinear f(u(·; x))−
= max{−f(u(·; x)); 0} is bounded. Thus it su�ces to show that f(u(·; x))+ =
max{f(u(·; x)); 0}∈ L1([0; T ]). Observe that for any s¿0∫ T

s
f(u(t; x)) dt=

∫ T

s
f(u(t; x))+ dt −

∫ T

s
f (u(t; x))− dt

so that f (u(·; x))+ ∈ L1([0; T ]) i�

lim
s→ 0+

∫ T

s
f(u(t; x)) dt

exists and is �nite.
Choose T¿0 in order that u(T; x) 6= b(0): if such T does not exist, then the conclu-

sion follows easily. By considering the maximal backward characteristic t 7→ �(t)= x+
(t − T )f′(u(T; x+)) departing from (T; x) and using Lemma 3.2 in [9], for any s¿0
we get∫ T

s
f(u(t; x+)) dt − (T − s)[f(u(T; x+))− f′(u(T; x+))u(T; x+)]

=−
∫ �(s)

x
u(s; �) d�: (3.1)

Hence

lim
s→0+

∫ T

s
f(u(t; x+)) dt=−Tg[f′(u(T; x+))]−

∫ �(0)

x
�u(�) d� (3.2)

which concludes the proof.
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The proof of Theorem 1 follows from the next proposition by using the same argu-
ments as in Section 2.4.2 in [16].

Proposition 2. For any positive number t; let y=y(t) be a point which minimizes
the function 	�u(t; ·) de�ned at Eq. (2.5). Then there exists a unique positive abso-
lutely continuous function m=m(t); t¿0 such that m(0+)=0 and Eq. (2.6) holds.
Moreover the function �=�(t) de�ned by Eq. (2.7) belongs to L1loc([0;+∞)) and
satis�es Eq. (2.10).

Proof. We �rst show that the function t 7→f(b(−y(t)=t)) belongs to L1loc([0;+∞)).
Fix T¿0 and set

�x :=

{
0 if f′(0)≤ 0;
−Tf′(0) if f′(0)¿0;

(3.3)

�u′(x) :=


0 if x≤ �x;
b(x) if �x¡x≤ 0;
�u(x) if x¿0:

(3.4)

We claim that, for all t≤T; x¿0, if ymin solves

min
y≥0

∫ y

0
�u(�) d�+ tg

(
x − y
t

)
(3.5)

then it solves

min
y∈R

∫ y

0
�u′(�) d�+ tg

(
x − y
t

)
(3.6)

as well. Indeed in the case �x=0 this follows from observing that g(x=t)¡g((x− y)=t)
for all y¡0. When �x¡0 observe that∫ y

0
�u′(�) d�+ tg

(
x − y
t

)

= g(y) + f(b(0)) + tg
(
x − y
t

)
≥ tg

(x
t

)
; ∀ �x≤y¡0;

since y 7→ g(y) + f(b(0)) + tg((x − y)=t) is decreasing on (−∞; x=(t + 1)), while

g( �x) + f(b(0)) + tg
(
x − y
t

)
≥ g( �x) + f(b(0)) + tg

(
x − �x
t

)
≥ tg

(x
t

)
; ∀y≤ �x;

since y 7→ g( �x) + f(b(0)) + tg((x − y)=t) is decreasing on (−∞; x − tf′(0)) and x −
tf′(0)≥ �x, which yields the claim. Therefore, if u= u(t; x) denotes the solution of
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problem (1.1)–(1.2) with initial data �u′ obtained with Lax formula [14], for any t≤T
we have f(b(−y(t)=t))=f(u(t; 0)), which is locally integrable by Proposition 1.
Next we show that m=m(t) is a positive absolutely continuous function satisfying

(2.6) i� it is the maximal forward solution in the sense of Filippov [11] of the Cauchy
problem

d
dt
m(t)=F(t; m(t))

m(0)= 0;
(3.7)

F(t; m) :=


0 if m¡0;

f(ũ(t))− f
(
b
(
−y(t)

t

))
if m≥ 0: (3.8)

Indeed, assume that m is a positive absolutely continuous function solving Eq. (2.6).
Let t be a point of di�erentiability for m and suppose that Eq. (2.6) holds in t. If
m(t)¿0, then clearly

d
dt
m(t)=f (ũ(t))− f

(
b
(
−y(t)

t

))
: (3.9)

Otherwise, assume that m(t)= 0 for any t belonging to a set U with positive measure.
We claim that

d
dt
m(t)=max

{
0; f(ũ(t))− f

(
b
(
−y(t)

t

))}
: (3.10)

for a.e. t ∈U . Since for any ”¿0 we can choose a set E⊆R+ such that dm=dt|E and
[f(ũ)−f(b(−y=t))]|E are continuous and meas(Ec)¡”, it su�ces to prove (3.10) for
t ∈E. Observe that E contains at most contably many isolated points. Let t ∈E be
not isolated and assume m(t)= 0 and f(ũ(t)) − f(b(−y(t)=t))¡0. Being m positive
dm=dt(t)≥ 0. We show that dm=dt (t)= 0. By contradiction suppose dm=dt (t)¿0. Then
there exists (t�)�∈N⊂E converging to t such that m(t�)¿0, dm=dt (t�)¿0, f(ũ(t�))−
f(b(−y(t�)=t�))¡0 which contradicts Eq. (3.9).
In the case f(ũ(t))− f(b(−y(t)=t))≥ 0, using

d
dt
m(t)≥f (ũ(t))− f

(
b
(
−y(t)

t

))
the conclusion follows in a similar way.
Assume now that m is the maximal forward solution of Eq. (3.7). If m(t)¿0, then

m(t) satis�es Eq. (3.9). Otherwise, being m the maximal forward solution, m(t)= 0
and (3.10) holds. Hence it is a positive solution of Eq. (2.10). This concludes the proof
of the part of the Proposition concerning the existence and uniqueness of m, while the
properties of � follow easily from Eqs. (2.7) and (3.9)–(3.10).
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3.2. Proof of Theorem 2

Consider the domain

D̂
:= {( �u; ũ)∈ L∞(R+) ∩ L1(R+)× L∞(R+): ũ(t)≥ b(0) a.e. t}: (3.11)

Then for every ( �u; ũ)∈ D̂ let Ŝt( �u; ũ) be the value at time t of the solution to (1.1)–(1.3)
which, by Theorem 4 in [1], is unique, admits the representation (2.8) of Theorem 1
and satis�es the L1-contraction property (ii). Since

D̂′ := {( �u; f(ũ)) ∈ L∞(R+) ∩ L1(R+)× L∞(R+) =: ũ(t)≥ b(0) a.e. t}
is a dense subset of

D′ := {( �u; f(ũ)) ∈ L1(R+)× L1loc(R+): ũ(t)≥ b(0) a.e. t};
the ow Ŝ :R+× D̂→ L1(R+) can be uniquely extended by continuity to a map S :R+×
D→ L1(R+) satisfying (ii) as well. Thus the proof will be completed if we show that
t→ St( �u; ũ) admits the representation (2.8) of Theorem 1 for every ( �u; ũ)∈D.
Let ( �u�; ũ�)�∈N⊆ D̂ be a sequence such that

�u�→ �u in L1(R+); (3.12)

f(ũ�)→f(ũ) in L1loc(R+): (3.13)

Then for every �xed t¿0, one has St( �u�; ũ�)(x)= b((x − y�(t; x))=t) for a.e. x¿0;
y�(t; x) denoting the unique miminum point for the function y 7→	��(t; x; y) de�ned
by Eq. (2.9) in connection with the trace �� at x=0 of f(S(·)( �u�; ũ�)). We will show
now that f[b(−y�(t)=t)] converges in L1loc(R+) to f[b(−y(t)=t)], where y�(t); y(t)
realize the minimum of the functions 	�u�(t; ·) and 	�u(t; ·), respectively. To this purpose
consider the Cauchy problems with initial data �u′� and �u

′ de�ned in connection with �u�
and �u as in Eq. (3.4) and let u�(·; ·) and u(·; ·) denote the corresponding solutions.
Since u�(T; 0) converges to u(T; 0) for a.e. T¿0, and hence ��(0)=−Tf′(u�(T; 0+))
converges to �(0)=−Tf′(u(T; 0+)) for a.e. T , by the same arguments of the proof of
Proposition 2 and using Eq. (3.2) we have

lim
�→+∞

∫ T

0
f
(
b
(
−y�(t)

t

))
dt = lim

�→+∞

∫ T

0
f(u�(t; 0)) dt

= lim
�→+∞

{
−Tg[f′(u�(T; 0))]−

∫ ��(0)

0
�u�(�) d�

}

=−Tg[f′(u(T; 0))]−
∫ �(0)

0
�u(�) d�

=
∫ T

0
f(u(t; 0)) dt

=
∫ T

0
f
(
b
(
−y(t)

t

))
dt (3.14)
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for a.e. T¿0. Observe now that the sequence
(
	�u�(t; ·)

)
�∈N converges uniformly to

	�u(t; ·) and hence, for a.e. t¿0, the corresponding minimum points y�(t), being unique
(see [16]), converge to y(t). It follows that, being f(u)−=max{−f(u); 0} uniformly
bounded, f[b(−y�(·)=(·))]− converges in L1loc to f[b(−y(·)=(·))]−. Hence denoting
f(u)+ =max{f(u); 0} and using Eq. (3.14),

lim
�→∞

∫ T

0
f
(
b
(
−y�(t)

t

))+
dt=

∫ T

0
f
(
b
(
−y(t)

t

))+
dt;

which implies the convergence in L1loc of f[b(−y�(t)=t)] to f[b(−y(t)=t)]. By
Eq. (2.10) and using Dunford–Pettis Theorem, this implies that the sequence (��)�∈N is
weakly compact in L1loc. Thus there exists a subsequence still denoted (��)�∈N which
converges weakly in L1loc to some function �∈ L1loc(R+). Therefore for every x¿0
the sequence of maps (	��(t; x; ·))�∈N converges uniformly to 	�(t; x; ·). This implies
that for a.e. x¿0 the corresponding minimum points y�(t; x), being unique (see [16]),
converge to the minimum point y(t; x) of 	�(t; x; ·) and hence (b((x − y�(t; x))=t))�∈N
converges to b((x−y(t; x))=t) for a.e. x¿0 proving that St( �u; ũ) satis�es Eq. (2.8). To
conclude the proof we only need to show that if we set

m(t) :=
∫ t

0

[
�(s)− f

(
b
(
−y(s)

s

))]
ds; t≥ 0; (3.15)

then m=m(t) satis�es the variational inequality (2.6). Let m�; �∈N; be the absolutely
continuous maps satisfying m�(0+)=0, and∫ t

0

{
d
ds
m�(s)− f(ũ�(s)) + f

(
b
(
−y�(s)

s

))}
{’(s)− m�(s)} ds≥ 0; (3.16)

for all t≥ 0 and for any ’≥ 0. Since �� * � and f(b(−y�(·)=·))→f(b(−y(·)=·)) in
L1loc(R+), and since by Eq. (2.7) d=dm�(t)=��(t)−f(b(−y�(t)=t)), it follows that the
sequence (m�)�∈N converges to m uniformly on compact subsets of R+. Hence, letting
�→∞ in Eq. (3.16) and due to the arbitrary choice of ’≥ 0, we �nd that m satis�es
Eq. (2.6).

3.3. Proof of Theorem 3

We �rst establish property (i). We claim that

U(t; x) :=−
∫ +∞

x
St( �u; ũ)(�) d�; t; x≥ 0; (3.17)

is the viscosity solution of the mixed problem for a Hamilton–Jacobi equation

Ut + f(Ux)=f(0); (3.18)

U(0; x)=U(x) :=−
∫ +∞

x
�u(�) d�; t; x≥ 0; (3.19)
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U(t; 0)= Ũ(t) :=−
∫ +∞

0
�u(�) d�−

∫ t

0
�( �u; ũ)(s) ds+ tf(0): (3.20)

This su�ces to conclude since then the thesis of Theorem 3 is a consequence of the
well-known comparison property for solutions of the mixed problem for Hamilton–
Jacobi equations (see [8], Theorem V.2 and [7]).
To prove the claim observe that, if V; Ṽ, are uniformly continuous functions with

V(0)= Ṽ(0); the viscosity solution V=V(t; x) of

Vt + f(Vx)=f(0); (3.21)

V(0; x)=V(x); t; x≥ 0; (3.22)

V(t; 0)= Ṽ(t); (3.23)

has the explicit representation in the interior of the domain (see [6, 3]):

V(t; x)=min
y∈R

H
V;Ṽ

(t; x;y); t; x¿0; (3.24)

where

H
V;Ṽ

(t; x;y)=


V(y) + t

(
g
(
x − y
t

)
+ f(0)

)
if y≥ 0;

Ṽ(�) + (t − �)
(
g
(

x
t − �

)
+ f(0)

)
if y¡0;

(3.25)

with g denoting the Legendre transform of f and � satisfying

x − y
t

=
x

t − � ; y≤ 0:

On the other hand, using the explicit representation of solutions to problem (1.1)–
(1.3) given by Theorem 2, denoting with 	�( �u; ũ) the map de�ned by Eq. (2.9) and
with y(t; x) a point of minimum value for 	�( �u; ũ)(t; x; ·), we �nd that for a.e. t; x¿0

min
y∈R

H
U; Ũ
(t; x;y) =−

∫ +∞

0
�u(�) d�+ tf(0) + min

y∈R
	�( �u; ũ)(t; x;y)

=−
∫ +∞

0
�u(�) d�+ tf(0) + 	�( �u; ũ)(t; x;y(t; x)): (3.26)

If y(t; x)≥ 0, we get

min
y∈R

H
U; Ũ
(t; x;y) =−

∫ +∞

y(t; x)
�u(�) d�+ t

(
g
(
x − y(t; x)

t

)
+ f(0)

)
=−

∫ +∞

x−tf′(u(t; x))
�u(�) d�+ t(g(f′(u(t; x)) + f(0)): (3.27)
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If y(t; x)¡0, then

min
y∈R

H
U; Ũ
(t; x;y) =−

∫ +∞

0
�u(�) d�−

∫ t−t(x=x−y(t; x))

0
�( �u; ũ)(s) ds

+
(
g
(
x − y(t; x)

t

)
+ f(0)

)
=−

∫ +∞

0
�u(�) d�−

∫ t−t=f′(u(t; x))

0
�( �u; ũ)(s) ds

+ t(g(f′(u(t; x)) + f(0)): (3.28)

Since Lemma 3.2 in [9] together with Eqs. (2.23) and (3.2) implies∫ +∞

x−tf′(u(t; x))
�u(�) d�−

∫ +∞

x
St( �u; ũ)(�) d�= t (g(f′(u(t; x)) + f(0));

∫ +∞

0
�u(�) d�+

∫ t−t=f′(u(t; x))

0
�( �u; ũ)(s) ds−

∫ +∞

x
St( �u; ũ)(�) d�

= t (g(f′(u(t; x)) + f(0));

from Eqs. (3.27) and (3.28) it follows that the map U de�ned by Eq. (3.17) satis�es

U(t; x)= min
y∈R

H
U;Ũ
(t; x;y);

for a.e. t; x¿0. Hence U=U(t; x) is the viscosity solution of problem (3.18)–(3.20),
proving the claim.
Property (ii) is derived in a similar way by showing that

U′=
∫ x

0
St( �u; ũ)(�) d�+

∫ +∞

t
(�( �u; ũ)(s)− c′) ds (3.29)

is the viscosity solution of the mixed problem for the Hamilton–Jacobi equation

U′
t + f(U

′
x)= c

′; (3.30)

U′(0; x)=
∫ x

0
�u(�) d�+

∫ +∞

0
(�( �u; ũ)(s)− c′) ds; t; x≥ 0; (3.31)

U(t; 0)=
∫ +∞

t
(�( �u; ũ)(s)− c′) ds: (3.32)

Therefore, the conservation equality of Remark 2.5 together with the comparison prin-
ciple for viscosity solutions of the mixed problem (3.30)–(3.32) yields property (ii).

4. Properties of the attainable set

4.1. Proof of Theorems 4 and 5

Proof of Theorem 4. Since by Remark 2.4 any solution to Eqs. (1.1)–(1.3) admits
right and left limits in x, we can assume w∈A(T ) to be right continuous. We claim
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that from the explicit representation (2.8) it follows that w is bounded on compact
subsets of R+ bounded away from the origin. Indeed, assume by contradiction that
there exists a sequence (x�)�∈N⊆ [M;N ], M¿0, such that lim�→+∞ w(x�)= + ∞.
Let y�

:=y(T; x�) be the sequence of minimum points of 	�(T; x�; ·). Then by Eq. (2.8)
lim�→+∞y�=−∞. Thus y�= x−tx=(t−��) for � su�ciently large and lim�→+∞��= t.
Since g is superlinear, it follows that

lim
�→+∞miny 	�(T; x�; y)=+∞; (4.1)

which gives a contradiction being 	�(T; x; 0), and hence miny	(T; x; y), uniformly
bounded on [M;N ]. The case lim�→+∞ w(x�)=−∞ cannot happen neither. In fact in
such a case lim�→+∞ y�=+∞, and Eq. (4.1) holds again.
Now properties (2.31)–(2.33) are proved with the same arguments of Theorem 1

in [1].
Assume now that w∈ L1(R+) satis�es (2.31)–(2.33). By Remark 2.7 we can suppose

that w is right continuous and bounded on subsets of R+ bounded away from the origin.
Then using again the same arguments in Theorem 1 in [1], we can de�ne two functions
u= u(t; x) and ũ= ũ(t)≥ b(0) such that
(1) u is a weak entropy solution of Eq. (1.1) in the interior of 
 and by construction

it is bounded on [0; t]×R+, for any t¡T and on [0; T ]× [R;+∞) for any R¿0;
(2) for any R¿0

lim
t→T−

∫ +∞

R
|u(t; x)− w(x)| dx=0;

(3) there exist

lim
x→ 0+

f(u(t; x)) :=�(t);

lim
x→ 0+

sgnf′(u(t; x)) := �(t)

for a.e. t ∈ (0; T ) and Eq. (2.4) holds.
We claim that f(ũ) ∈ L1(0; T ). f being superlinear, it su�ces to show that∫ T

0
f(ũ(s)) ds¡+∞: (4.2)

Choose a sequence x�→ 0+. Since u is a solution to Eq. (1.1) on [0; T ]× [x�;+∞) for
any x� and using (2) and (3) we �nd∫ T

0
f(ũ(s)) ds ≤

∫ T

0
�(s) ds

≤ lim inf
�→+∞

∫ T

0
f(u(s; x�)) ds

= lim inf
�→+∞

∫ +∞

x�
w(�) d�+ Tf(0)
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which implies Eq. (4.2). Since Eq. (2.2) holds for any t¡T , using (3) we get u(t; x)=
Stũ(x) for any t¡T and x¿0. Being t 7→ Stũ continuous as a map from [0; T ] into
L1(R+), from (2) it follows ST ũ(x)=w(x).

Proof of Theorem 5. It su�ces to show that if �∈A( �x), then � is locally bounded
at the origin. The other properties follow from arguments similar to the ones used
in the proof of Theorem 3. Assume �(t)= Stũ(�x) and by contradiction let �� ↓ 0+
be a sequence such that �(��)→+∞ (the case �(��)→−∞ cannot happen since
Eq. (2.31)). By Eq. (2.31), the maximal backward characteristic through (��; �x); [�� :
t 7→ �x + (t − ��)f′(�(��))], must reach the positive t-axis. Fix 0¡x≤ �x and let
(tn)n∈N;⊂R+ be a sequence such that

lim
n→+∞ tn=0; (4.3){
tn¿0 if f′(0)≤ 0;
0¡tn¡

x
f′(0)

if f′(0)¿0: (4.4)

Choose N ∈N such that if �¿N and ��(s�)= x, then

s�¡
x

f′(0)

and let tn¡s�. Since minimal and maximal backward characteristics cannot intersect
and by (4.4) we get Stn ũ(x) 6=0. Hence, by Eqs. (2.31) and (4.3)

f′(Stn ũ(x))≥
x
tn
→+∞:

This yields a contradiction, since Stũ→ 0 in L1(R+).

4.2. Proof of Remark 2.7

Here we shall prove that if w∈L(R+) has right and left limits at each point, is
right continuous and satis�es Eqs. (2.31) and (2.33), then it is bounded on subsets
bounded away from the origin. This and Eq. (2.31) imply that there exists �¿0 such
that w(x)= 0 whenever x¿�.
For each x¿0 consider the line

�x : t 7→ x + f′(w(x))(t − T ): (4.5)

Using the same arguments of the proof of Theorem 1 in [1], from Eq. (2.33) we can
presume that such lines do not intersect in the interior of 
. Being w∈L1(R+),

lim inf
x→+∞w(x)= 0:

Hence there exists an R¿0 such that f′(w(R))¡R=T . By Eq. (2.31) w(R)= 0. This
implies that w(x)= 0 for any x¿R, since the lines (�x)x∈R+ do not intersect each other
in the interior of 
. Assume now by contradiction that there exist a sequence (x�)�∈N
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such that lim�→+∞ w(x�)=+∞ (the case w(x�)→−∞ being ruled out by Eq. (2.31)).
By the previous arguments we can suppose that (x�)�∈N converges to some �x¿0. For
any 0¡x¡�x, let N ∈N be su�ciently large so that 0¡x¡x� for any �¿N . Then there
exists s∈ (0; T ) such that �x(s)= 0. Moreover,

s≥T − x�
f′(w(x�))

:= ��→ T−

and hence

f′(w(x))≥ x
T − �� →+∞;

which yields a contradiction.

4.3. Proof of Theorem 6

Let (ũ�)�∈N⊆U. Then by Eq. (2.37) from Dunford–Pettis Theorem it follows that
the sequence (f(ũ�))�∈N⊆U is weakly compact in L1(0; T ). Hence it can be assumed to
converge w-L1 to some function �. Furthermore, if (��)�∈N⊂ L1(0; T ) is the sequence
of the traces in the sense of Eq. (2.2) of f(S(·)ũ�) at the origin, then by Eq. (2.10) it
is weakly compact in L1(0; T ) as well, and it can be assumed to converge w-L1 to some
function �. Since f(ũ�(t))∈G(t) and by Eq. (2.4) f(ũ�(t))≤��(t) for a.e. t, being
f convex and G convex closed valued it follows that �(t)∈f(G(t)) and �(t)≤�(t)
for a.e. t. Hence there exists a measurable selection ũ from G such that

�(t)=f(ũ(t)); f(ũ(t))∈G(t); f(ũ(t))≤�(t); for a.e. t¿0:

Since for any t ∈ J the functionals y 7→ ∫ t
0 qi(s; y(s)) ds, i=1; : : : ; N , are sequentially

lower semicontinuous w.r.t. weak convergence on L1 (see Theorem 3 in [12]), it follows
that ũ∈U. We claim that ST ũ�→ ST ũ in L1(R+). First of all observe that from similar
arguments to the ones in the proof of Theorem 2, it follows that for any t ∈ [0; T ] Stũ�
converges a.e. to a function u(t; ·) that admits the representation (2.8) in the interior of

. Moreover from the proof of Theorem 3 in [1], it follows that � satis�es Eq. (2.4).
Hence u(t; ·)= Stũ for any t ∈ [0; T ]. Let �¿0 be such that ST ũ(x)= 0 for all x¿� and
ST ũ�(�+)→ ST ũ(�+). There exists N ∈N such that if �¿N then ST ũ�(�+)¡b(�=T ).
By Eq. (2.31) and since maximal backward characteristics do not intersect it follows
that if �¿N then ST ũ�(x)= 0 for all x≥ �. Furthermore, observe that by Eq. (2.31)
ST ũ�≥min{b(0); 0}. Therefore to prove that ST ũ�→ ST ũ in L1(R+) it su�ces to show
that

lim
�→+∞

∫ +∞

0
ST ũ�(x) dx=

∫ +∞

0
ST ũ(x) dx:
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By using Eq. (2.2), Lemma 3.2 in [9] and the weak convergence in L1 of �� to �,
we get

lim
�→+∞

∫ +∞

0
ST ũ�(x) dx = lim

�→+∞

∫ T

0
��(t) dt + Tf(0)

=
∫ T

0
�(t) dt + Tf(0)

=
∫ +∞

0
ST ũ(x) dx;

which concludes the proof.

5. An application

In this section we derive a characterization of the optimal boundary control for a
optimization problem of tra�c ow which was introduced in [1]. By treating a ow
of tra�c on a stretch of highway as a continuum one �nds (see [19]) that the density
of cars u= u(t; x) satis�es the conservation law

ut + [f(u)]x =0; (5.1)

where the ux function f depends only on the density of cars by

f(u)= uv(u) (5.2)

with v(u) representing the velocity of cars usually taken v(u)= a1 ln(a2=u) for suitable
constants a1 and a2. We are interested in the problem of minimizing the mean time
spent by cars travelling through the stretch of highway between an entry at a point
x=0 and an exit at a point x= �x by controlling the density of cars entering the high-
way ũ= ũ(t). We suppose that no cars are on the stretch of highway [0; �x] at the initial
time t=0 and that the function g= g(t) which represents the ow of cars arriving at
the entry x=0 per unit time is continuous with compact support. This lead us to
consider the minimization problem

min
ũ∈U

∫ �

0
tf(Stũ(�x)) dt; (5.3)

where � is a time after which no car is assumed to be on the highway, Stũ denotes the
solution to the initial-boundary value problem (5.1), (2.25), (2.26), and the admissible
set of boundary controls U consists of all L∞ functions ũ satisfying the following
conditions.
(i) The net ux of cars entering the stretch of highway must be equal to the total

number of cars arriving at the entry:∫ �

0
f(ũ(s)) ds=

∫ �

0
g(s) ds: (5.4)
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(ii) At any time 0¡t≤ � the total number of cars which have entered the highway
untill that moment must be less than or equal to the total number of cars arrived
at the entry in the same period of time:∫ t

0
f(ũ(s)) ds≤

∫ t

0
g(s) ds: (5.5)

(iii) The maximum number of cars entering the highway must be less than or equal
to the maximum density of cars um allowed on the highway:

ũ(t)∈ [0; um]: (5.6)

Moreover, since it is not restrictive to consider boundary data with characteristics
entering the domain, one can suppose that ũ∈ [0; b(0)]⊆ [0; um], for a.e. t¿0, and
hence the solution to problem (5.1), (2.25), (2.26), assume always the boundary data
at the boundary, i.e.

f(Stũ)(0)=�(ũ)(t); for a:e: t¿0; (5.7)

for any ũ∈U. Notice that∫ �

0
tf(Stũ(�x)) dt= �

∫ �

0
f(Stũ(�x)) dt −

∫ �

0

∫ t

0
f(Ssũ(�x)) ds dt

and hence by Eq. (5.4) the optimization problem (5.3) is equivalent to

max
ũ∈U

∫ �

0

∫ t

0
f(Ssũ(�x)) ds dt: (5.8)

Therefore if we �nd an admissible boundary data û= û(t) which satis�es∫ t

0
f(Ssû(�x)) ds≥

∫ t

0
f(Ssũ(�x)) ds; ∀t¿0; ∀ũ∈U; (5.9)

such a boundary control will be an optimal solution of our problem. But from the
comparison principle given by Theorem 3 and by (5.7) it follows that in order to
satisfy Eq. (5.9) it is su�cient to check that∫ t

0
f(û(s)) ds≥

∫ t

0
f(ũ(s)) ds; ∀t¿0; ∀ũ∈U: (5.10)

Then, recalling the constraints on the admissible boundary data given by Eqs. (5.4)–
(5.6), it is clear how to construct the optimal solution û= û(t) of problem (5.3) (see
Fig. 1):

û(t)=


f−1(um) if (g(t)≤f(um) and

∫ t
0 f(û(s)) ds¡

∫ t
0 g(s) ds)

or g(t)¿f(um);

f−1(g(t)) if (g(t)≤f(um) and
∫ t
0 f(û(s)) ds=

∫ t
0 g(s) ds);

where f−1 denotes the inverse map of the restriction of f to the interval [0; f(b(0))].



F. Ancona, A. Marson / Nonlinear Analysis 35 (1999) 687–710 709

Fig. 1.
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