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MATLIS CATEGORY EQUIVALENCES

FOR A RING EPIMORPHISM

SILVANA BAZZONI AND LEONID POSITSELSKI

Abstract. Under mild assumptions, we construct the two Matlis additive cate-
gory equivalences for an associative ring epimorphism u : R −→ U . Assuming that
the ring epimorphism is homological of flat/projective dimension 1, we discuss the
abelian categories of u-comodules and u-contramodules and construct the recolle-
ment of unbounded derived categories of R-modules, U -modules, and complexes
of R-modules with u-co/contramodule cohomology. Further assumptions allow to
describe the third category in the recollement as the unbounded derived category
of the abelian categories of u-comodules and u-contramodules. For commutative
rings, we also prove that any homological epimorphism of projective dimension 1 is
flat. Injectivity of the map u is not required.
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Introduction

The aim of this paper is to develop the basics of the theory of comodules and
contramodules for an associative ring epimorphism in the maximal natural generality,
and for the purpose of future reference. Let us start this introduction with explaining
what the words in the paper’s title mean.

A ring epimorphism u : R −→ U is a homomorphism of associative rings such that
for every pair of parallel ring homomorphisms f , g : U ⇒ V the equation fu = gu

Key words and phrases. Associative rings and modules, commutative rings, ring epimorphisms,
torsion modules, divisible modules, comodules, contramodules, Harrison-Matlis category equiva-
lences, derived categories, triangulated recollement, Kronecker quiver.
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implies f = g. Equivalently, a ring homomorphism u is an epimorphism if and only
if the two induced maps u ⊗ id and id ⊗ u : U ⇒ U ⊗R U are equal to each other,
if and only if one or both of the maps u ⊗ id and id ⊗ u are isomorphisms, and
if and only if the multiplication map U ⊗R U −→ U is an isomorphism. Further
equivalent conditions for a ring map u to be an epimorphism are that the functor
of restriction of scalars u∗ : U–mod −→ R–mod is fully faithful, or that the functor
u∗ : mod–U −→ mod–R is fully faithful [27, Section XI.1]. In a ring epimorphism
R −→ U , the ring U is commutative whenever the ring R is.

The history of what is known as Matlis category equivalences goes back to the
paper of Harrison [12], where two equivalences between certain full additive subcat-
egories of the category of abelian groups were constructed. The first equivalence
was provided by the functor of tensor product with the abelian group Q/Z, with
the inverse functor HomZ(Q/Z,−). The second equivalence was given by the pair of
functors TorZ1 (Q/Z,−) and Ext1Z(Q/Z,−).

In Matlis’ memoir [16, Section 3], the setting was generalized as follows. Let R be
a commutative domain, Q be its field of quotients, and K = Q/R be the quotient
R-module. Then there are two equivalences between certain full additive subcate-
gories of the category of R-modules. The first equivalence is provided by the functor
of tensor product with the R-module K, and the inverse functor is HomR(K,−).
The second equivalence is given by the pair of functors TorR1 (K,−) and Ext1R(K,−),
which are mutually inverse in restriction to the respective subcategories. Moreover,
in the book [17] Matlis extended the first one of his two category equivalences to the
setting with an arbitrary commutative ring R and its total ring of quotients Q.

Let us mention two further generalizations of the Matlis category equivalences in
two different directions, which appeared in the two recent papers [23, 7]. In the
paper [23, Section 5], the two Matlis additive category equivalences were constructed
for a localization S−1R of a commutative ring R with respect to a multiplicative subset
S ⊂ R. Injectivity of the map R −→ S−1R was not assumed, but the assumption
that the projective dimension of the R-module S−1R does not exceed 1 was made.
In the paper [7, Section 4], the first Matlis category equivalence was constructed for
certain injective epimorphisms of noncommutative rings R −→ Q, where Q is the
localization of R with respect to a one-sided Ore subset of regular elements.

In this paper, we construct the first Matlis additive category equivalence for any
ring epimorphism u : R −→ U such that TorR1 (U, U) = 0, and the second Matlis
category equivalence for any u such that TorR1 (U, U) = 0 = TorR2 (U, U). Let us
emphasize that neither injectivity of u, nor any condition on the projective or flat
dimension of the R-module U is required for these results. Commutativity of the
rings R and U is not assumed, either.

Furthermore, assuming that U has projective dimension at most 1 as a left
R-module and flat dimension at most 1 as a right R-module, we construct what was
called the triangulated Matlis equivalence in [23]. However, unlike in [23], we do
not deduce the Matlis equivalences between additive categories of modules from the
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triangulated equivalence, but prove them separately. This allows to obtain the extra
generality mentioned above.

The key role is played by the full subcategories of what we call u-comodules and
u-contramodules in R–mod. The former is defined as the full subcategory of all
left R-modules annihilated by the derived functor TorR0,1(U,−), while the latter is

the Geigle–Lenzing right Ext0,1R -perpendicular subcategory to U in the category of
left R-modules. Under the assumptions of the flat/projective dimension of U not
exceeding 1, these are abelian categories with exact inclusion functors into R–mod.
With the respective assumptions, we show that the u-comodules form a Grothendieck
abelian category, while the abelian category of u-contramodules is locally presentable
with a projective generator. We also discuss adjoint functors to the identity inclusions
of these full subcategories into the category of left R-modules.

The triangulated Matlis equivalence is an equivalence between the (bounded
or unbounded) derived category of complexes R-modules with u-comodule co-
homology modules and the similar derived category of complexes of R-modules
with u-contramodule cohomology modules. The recollement of triangulated Matlis
equivalence identifies both these triangulated categories with the Verdier quotient
category of the derived category D

⋆(R–mod) by the image of the fully faithful
functor of restriction of scalars u∗ : D

⋆(U–mod) −→ D
⋆(R–mod) for a homological

ring epimorphism u,

(1) D
⋆
u-co(R–mod) ∼= D

⋆(R–mod)/u∗D
⋆(U–mod) ∼= D

⋆
u-ctra(R–mod).

Under certain additional assumptions (which hold whenever, but not only when,
u is injective) the exact embedding functors of the full subcategories of u-comodules
and u-contramodules, R–modu-co −→ R–mod and R–modu-ctra −→ R–mod, induce
fully faithful functors between the derived categories, identifying the leftmost and
the rightmost categories in (1) with the derived categories of the abelian categories
R–modu-co and R–modu-ctra. Hence one obtains an equivalence between the two de-
rived categories,

(2) D
⋆(R–modu-co) ∼= D

⋆(R–modu-ctra).

We should mention that, with the same assumptions as ours, the equivalence of
derived categories (2) was obtained in [6, Corollary 4.4] as a particular case of a
general result about derived decomposition of abelian categories. The general ap-
proach in [6] is based on the technique of complete Ext-orthogonal pair in abelian
categories, which was introduced by Krause and Št’ov́ıček in [14] (see also [5]). The
same argument as in the present paper, going back to [21] and [23], is used in [6] in
order to prove that the triangulated functors induced by the embeddings of abelian
subcategories are fully faithful. One difference between our approaches is that in the
present paper we also obtain the equivalences (1) holding under weaker assumptions.

One of the main results of this paper is based on some recent results of Hrbek and
Angeleri Hügel–Hrbek [13, 2]. We show that whenever u : R −→ U is a homological
ring epimorphism and U is an R-module of projective dimension 1, it follows that U
is a flat R-module. Generalizing Matlis’ classical result, we also show that, under a
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mild assumption on an epimorphism of commutative rings u : R −→ U , the ring R

of endomorphisms of the complex R −→ U in the derived category of R-modules is
commutative. Under certain assumptions, it follows that the ring of endomorphisms
of the R-module U/R = coker u is commutative, too.

In the last section, we compute the full subcategories of u-comodules and
u-contramodules for certain ring epimorphisms originating from the finite-dimensional
noncommutative algebra R associated with the Kronecker quiver. We are grateful
to Jan Št’ov́ıček for the suggestion to consider this example.

Acknowledgment. The first-named author was partially supported by MIUR-
PRIN (Categories, Algebras: Ring-Theoretical and Homological Approaches-
CARTHA) and DOR1828909 of Padova University. The second-named author is
supported by the GAČR project 20-13778S and research plan RVO: 67985840.

1. First Additive Category Equivalence

Let u : R −→ U be an epimorphism of associative rings (i. e., a ring homomorphism
such that the multiplication map U⊗RU −→ U is an isomorphism ofR-R-bimodules).
Then one has U ⊗R D ∼= D ∼= HomR(U,D) for all left U -modules D, and the functor
of restriction of scalars u∗ : U–mod −→ R–mod is fully faithful. The similar assertions
hold for the right modules. We will say that a certain R-module “is a U -module” if
it belongs to the image of the functor of restriction of scalars.

Let us introduce notation for the functors of extension and coextension of scalars.
The functor u∗ : R–mod −→ U–mod left adjoint to u∗ takes a left R-module M to
the left U -module u∗(M) = U ⊗R M . The functor u! : R–mod −→ U–mod right
adjoint to u∗ takes a left R-module C to the left U -module u!(C) = HomR(U,C).
The natural isomorphisms of U -modules mentioned in the previous paragraph mean
that the adjunction counit u∗u∗ −→ Id and the adjunction unit Id −→ u!u∗ are
isomorphisms of endofunctors U–mod −→ U–mod.

We will use the simple notation U/R for the cokernel of the map u : R −→ U . So
U/R is an R-R-bimodule.

A left R-module M is called a u-comodule (or a left u-comodule) if

U ⊗R M = 0 = TorR1 (U,M).

Similarly, a right R-module N is said to be a u-comodule (or a right u-comodule) if
N ⊗R U = 0 = TorR1 (N,U).

A left R-module C is called a u-contramodule (or a left u-contramodule) if

HomR(U,C) = 0 = Ext1R(U,C).

By [9, Proposition 1.1], the class of all left u-comodules is closed under direct
sums, cokernels of morphisms, and extensions in R–mod. The class of all left
u-contramodules is closed under products, kernels of morphisms, and extensions.
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Example 1.1. The following example explains the “comodules and contramodules”
terminology. Let R = k[x] be the ring of polynomials in one variable over a field k,
let U = k[x, x−1] be ring of Laurent polynomials, and let u : R −→ U be the natural
inclusion. So one obtains the ring U from R by inverting the single element x.

Let C be the coalgebra over k such that the dual topological algebra C
∗ is identified

with the ring of formal power series k[[x]]. Then the full subcategory of u-comodules
in R–mod is equivalent to the category of comodules over the coalgebra C, while
the full subcategory of u-contramodules in R–mod is equivalent to the category of
C-contramodules [20, Sections 1.3 and 1.6].

We will use the notation pd RE for the projective dimension of a left R-module E
and fdER for the flat dimension of a right R-module E.

We will say that a left R-module A is u-torsionfree if it is an R-submodule of
a left U -module, or equivalently, if the map A −→ U ⊗R A induced by the ring
homomorphism u is injective. In other words, this means that the evaluation at A
of the adjunction unit Id −→ u∗u

∗ is a monomorphism in R–mod. Similarly, we will
say that a left R-module B is u-divisible if it is a quotient module of a left U -module,
or equivalently, if the map HomR(U,B) −→ B induced by u is surjective. In other
words, this means that the evaluation at B of the adjunction counit u∗u

! −→ Id is
an epimorphism in R–mod.

Clearly, the class of all u-torsionfree left R-modules is closed under subobjects,
direct sums, and products in R–mod. Any left R-module A has a unique maximal
u-torsionfree quotient module, which can be computed as the image of the natural
R-module morphism A −→ U ⊗R A. The class of all u-divisible left R-modules is
closed under quotients, direct sums, and products. Any left R-module B has a unique
maximal u-divisible submodule, which can be computed as the image of the natural
R-module morphism HomR(U,B) −→ B.

A left R-module A is said to be u-torsion if its maximal u-torsionfree quotient
module vanishes, or equivalently, if U ⊗R A = 0. Indeed, the U -module U ⊗R A is
always generated by the image of the map u⊗ idA : A −→ U⊗RA; hence if the image
of u⊗R idA vanishes, then so does the whole module U ⊗R A. A left R-module B is
said to be u-reduced if its maximal u-divisible submodule vanishes, or equivalently,
if HomR(U,B) = 0. Indeed, the map Hom(u, idB) : HomR(U,B) −→ B assigns to an
R-module morphism f : U −→ B the element f(1) ∈ B. The action of U in the left
R-module HomR(U,B) is given by the rule (vf)(w) = f(wv) for all v, w ∈ U . Hence if
image of the map Hom(u, idB) vanishes, then f(v) = (vf)(1) = Hom(u, idB)(vf) = 0
for all f ∈ HomR(U,B) and v ∈ U , so f = 0.

Remarks 1.2. (1) The commonly accepted terminology concerning divisibility goes
back to Matlis’ memoir [16], where the case of a commutative domain R with the
field of fractions Q was considered. In that context, an R-module B is said to be
divisible if the action map r : B −→ B is surjective for every nonzero element r ∈ R.
An R-module B is said to be h-divisible if it is a quotient module of a Q-vector
space. Similarly, an R-module B is said to be reduced if it does not have divisible
submodule; and B is h-reduced if HomR(Q,B) = 0. Any h-divisible R-module is
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divisible, any any reduced R-module is h-reduced; but the converse assertions do not
hold in general. In fact, every divisible R-module is h-divisible if and only if every
h-reduced R-module is reduced and if and only if pd RQ ≤ 1 [16, Theorem 10.1],
[11, Theorem 2.6] (domains R satisfying these conditions are called Matlis domains).
See [23, Lemma 1.8], [4, Proposition 2.1(2)], or [15, Theorem 6.3 and Example 6.5]
together with [2, Proposition 4.4] for generalizations.

The classical definitions of divisible and reduced modules cannot be extended to
the setting in which the localization morphism q : R −→ Q is replaced by a noncom-
mutative ring epimorphism u : R −→ U . Our definitions of u-divisible and u-reduced
modules generalize the classical h-divisibility and h-reducedness properties.

(2) Let us warn the reader that our terminology is slightly confusing: a left
R-module with no nonzero u-torsion submodules does not need to be u-torsionfree
(unless fdUR ≤ 1, as we will see below). Similarly, a left R-module with no u-reduced
quotient modules does not need to be u-divisible (unless pd RU ≤ 1). The latter phe-
nomenon manifests itself already in the case of a localization morphism q : R −→ Q
as in (1) (see [16, Theorem 10.1] or [17, Lemma 1.8 and Theorem 1.9]). The prob-
lem is that, unless the mentioned homological dimension conditions are imposed on
the R-R-bimodule U or the ring homomorphism u, the classes of u-torsionfree and
u-divisible left R-modules do not need to be closed under extensions.

The following theorem provides what appears to be the maximal natural generality
for the first of the two classical Matlis category equivalences [16, Theorem 3.4], [17,
Corollary 2.4] (going back to Harrison’s [12, Proposition 2.1]).

Theorem 1.3. Assume that TorR1 (U, U) = 0. Then the restrictions of the adjoint
functors M 7−→ HomR(U/R,M) and C 7−→ (U/R) ⊗R C are mutually inverse
equivalences between the additive categories of u-divisible left u-comodules M and
u-torsionfree left u-contramodules C.

Before proceeding to prove the theorem, let us formulate and prove a lemma.

Lemma 1.4. If TorR1 (U, U) = 0, then
(a) for any left R-module M , the left R-module HomR(U/R,M) is a u-torsionfree

u-contramodule;
(b) for any left R-module C, the left R-module (U/R) ⊗R C is a u-divisible

u-comodule.

Proof. Part (a): the left R-module HomR(U/R,M) is u-torsionfree as an R-submod-
ule of the left U -module HomR(U,M). Furthermore, since U ⊗R U = U , we have
(U/R)⊗R U = 0, and therefore HomR(U,HomR(U/R,M)) = 0.

To show that Ext1R(U,HomR(U/R,M)) = 0, one observes that our assumptions
U ⊗R U = U and TorR1 (U, U) = 0 imply TorR1 (U/R, U) = 0, because the map
(R/ ker(u))⊗R U −→ U is an isomorphism.

For any associative rings R and S, left R-module L, S-R-bimodule E, and left
S-module M such that TorR1 (E,L) = 0, there is a natural injective map of abelian
groups

Ext1R(L,HomS(E,M)) −−→ Ext1S(E ⊗R L, M).
6



In particular, in the situation at hand Ext1R(U,HomR(U/R,M)) is a subgroup of
Ext1R((U/R)⊗R U, M) = 0.

The proof of part (b) is dual-analogous. The left R-module (U/R) ⊗R C
is u-divisible as a quotient R-module of the left U -module U ⊗R C. Since
U ⊗R (U/R) = 0, we have U ⊗R (U/R)⊗R C = 0.

For any associative rings R and S, right R-module B, R-S-bimodule E, and left
S-module C such that TorR1 (B,E) = 0, there is a natural surjective map of abelian
groups

TorS1 (B ⊗R E, C) −−→ TorR1 (B, E ⊗S C).

In particular, in the situation at hand TorR1 (U, (U/R) ⊗R C) is a quotient group of
TorR1 (U ⊗R (U/R), C) = 0. For a more high-tech derived category/spectral sequence
presentation of the same argument, see Lemmas 2.5–2.6 below. �

Proof of Theorem 1.3. By Lemma 1.4, the functor M 7−→ HomR(U/R,M) take
u-divisible left u-comodules to u-torsionfree left u-contramodules and back (in fact,
they take arbitrary left R-modules to left R-modules from these two classes). It
remains to show that the restrictions of these functors to these two full subcategories
in R–mod are mutually inverse equivalences between them.

LetM be a u-divisible left u-comodule. We will show that the adjunction morphism
(U/R)⊗RHomR(U/R,M) −→ M is an isomorphism. Since M is u-divisible, we have
a natural short exact sequence of left R-modules

(3) 0 −−→ HomR(U/R,M) −−→ HomR(U,M) −−→ M −−→ 0.

Since the left R-module HomR(U/R,M) is u-torsionfree, we also have a natural short
exact sequence of left R-modules
(4)
0 −→ HomR(U/R,M) −→ U⊗RHomR(U/R,M) −→ U/R⊗RHomR(U/R,M) −→ 0.

Since M is a u-comodule, applying the functor U⊗R− to the short exact sequence (3)
produces an isomorphism U⊗RHomR(U/R,M) ∼= U⊗RHomR(U,M) = HomR(U,M).
Now the commutative diagram

HomR(U/R,M) U ⊗R HomR(U/R,M) U/R ⊗R HomR(U/R,M)

U ⊗R HomR(U,M)

HomR(U/R,M) HomR(U,M) M

∼=

∼=

shows that we have a morphism from the short exact sequence (4) to the short
exact sequence (3) that is the identity on the leftmost terms, an isomorphism on the
middle terms, and the adjunction morphism on the rightmost terms. Therefore, the
adjunction morphism is an isomorphism.
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Let C be a u-torsionfree left u-contramodule. Let us show that the adjunction mor-
phism C −→ HomR(U/R, (U/R)⊗R C) is an isomorphism. Since C is u-torsionfree,
we have a natural short exact sequence of left R-modules

(5) 0 −−→ C −−→ U ⊗R C −−→ (U/R)⊗R C −−→ 0.

Since the left R-module (U/R)⊗RC is u-divisible, we also have a natural short exact
sequence of left R-modules
(6)
0 −→ HomR(U/R, (U/R)⊗R C) −→ HomR(U, (U/R)⊗R C) −→ (U/R)⊗R C −→ 0.

Since C is a u-contramodule, applying the functor HomR(U,−) to the short exact
sequence (5) produces an isomorphism U ⊗R C = HomR(U, U ⊗R C) ∼= HomR(U,
(U/R)⊗R C). Now the commutative diagram

C U ⊗R C (U/R)⊗R C

HomR(U, U ⊗R C)

HomR(U/R, (U/R)⊗R C) HomR(U, (U/R)⊗R C) (U/R)⊗R C

∼=

∼=

shows that we have a morphism from the short exact sequence (5) to the short exact
sequence (6) that is the identity on the rightmost terms, an isomorphism on the
middle terms, and an adunction morphism on the leftmost terms. Therefore, the
adjunction morphism is an isomorphism. �

2. Second Additive Category Equivalence

Let K• denote the two-term complex R −→ U , with the term R placed in the
cohomological degree −1 and the term U in the cohomological degree 0. We will view
K• as an object of the bounded derived category of R-R-bimodules Db(R–mod–R).
So, there is a distinguished triangle

(7) R −−→ U −−→ K• −−→ R[1]

in the triangulated category D
b(R–mod–R).

Alternatively, the complex K• can be considered as an object of the bounded
derived category of left R-modules D

b(R–mod) endowed with a right action of the
ring R by its derived category object endomorphisms, or as an object of the bounded
derived category of right R-modules D

b(mod–R) endowed with a left action of R.
Then (7) is viewed as a distinguished triangle in D

b(R–mod) or Db(mod–R).
By an abuse of notation, given a left R-module B, we will denote simply by

ExtnR(K
•, B) = Hn(RHomR(K

•, B)) = HomDb(R–mod)(K
•, B[n])
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the abelian group of all morphisms K• −→ B[n] in the derived category of left
R-modules. The right action of R in the object K• ∈ D

b(R–mod) induces a left
R-module structure on the groups ExtnR(K

•, B).
Similarly, we set

TorRn (K
•, A) = H−n(K• ⊗L

R A)

for any left R-module B. Here K• is viewed as an object of the bounded derived
category of right R-modules for the purpose of computing the derived tensor product
K• ⊗L

R A, and then the left action of R in the object K• ∈ D
b(mod–R) induces a left

R-module structure on the groups TorRn (K
•, A).

Lemma 2.1. For every left R-module C, there are natural isomorphisms of left
R-modules

(a) TorRn (K
•, C) = 0 = ExtnR(K

•, C) for n < 0;
(b) TorRn (K

•, C) = TorRn (U,C) and ExtnR(K
•, C) = ExtnR(U,C) for all n > 1;

(c) TorR0 (K
•, C) = (U/R)⊗R C and Ext0R(K

•, C) = HomR(U/R,C).

Proof. All the assertions follow immediately from the (co)homology long exact se-
quences obtained by applying the functors RHomR(−, C) and −⊗L

R C to the distin-
guished triangle (7). �

Furthermore, for any left R-modules A and B there are five-term exact sequences
of low-dimensional Tor and Ext induced by the distinguished triangle (7):

(8) 0 −−→ TorR1 (U,A) −−→ TorR1 (K
•, A)

−−→ A −−→ U ⊗R A −−→ TorR0 (K
•, A) −−→ 0

and

(9) 0 −−→ Ext0R(K
•, B) −−→ HomR(U,B) −−→ B

−−→ Ext1R(K
•, B) −−→ Ext1R(U,B) −−→ 0.

Both (8) and (9) are exact sequences of left R-modules.
Borrowing the terminology of Matlis [16], we will say that a left R-module A is

u-special if the map A −→ U ⊗R A is surjective. Equivalently (in view of the exact
sequence (8) or Lemma 2.1(c)), this means that TorR0 (K

•, A) = 0. Similarly, a left
R-module B is u-cospecial if the map HomR(U,B) −→ B is injective. Equivalently
(by the exact sequence (9) or Lemma 2.1(c)), this means that Ext0R(K

•, B) = 0.
The next lemma provides another characterization of u-special and u-cospecial

modules.

Lemma 2.2. (a) A left R-module A is u-special if and only if its maximal
u-torsionfree quotient module is a U-module.

(b) A left R-module B is u-cospecial if and only if its maximal u-divisible submodule
is a U-module.

Proof. Part (b): if B is u-cospecial, then the morphism HomR(U,B) −→ B is in-
jective, so HomR(U,B) is the maximal u-divisible submodule of B. Conversely, if
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the maximal u-divisible submodule of B is a U -module D, then HomR(U/R,B) =
HomR(U/R,D) = 0.

Part (a): if A is u-special, then the morphism A −→ U ⊗R A is surjective, so
U ⊗R A is the maximal u-torsionfree quotient module of A. Conversely, assume
that the maximal u-torsionfree quotient module of A is a U -module D. Note that
HomZ(U/R,Q/Z) is a u-torsionfree left R-module, because it is a submodule of the
left U -module HomZ(U,Q/Z). Hence

HomZ((U/R)⊗R A, Q/Z) ∼= HomR(A,HomZ(U/R,Q/Z))

= HomR(D,HomZ(U/R,Q/Z)) ∼= HomZ((U/R)⊗R D, Q/Z),

and the last term is zero since D is a U -module. It follows that (U/R)⊗RA = 0. �

The following theorem is our version of the second Matlis category equivalence [16,
Theorem 3.8] (going back to Harrison’s [12, Proposition 2.3]).

Theorem 2.3. Assume that TorR1 (U, U) = 0 = TorR2 (U, U). Then the restrictions
of the functors M 7−→ Ext1R(K

•,M) and C 7−→ TorR1 (K
•, C) are mutually inverse

equivalences between the additive categories of u-cospecial left u-comodules M and
u-special left u-contramodules C.

We are going to use a fairly well-known spectral sequence technique. It is formu-
lated in the proposition below, for lack of a suitable reference covering the required
generality. The following generalization of the notation introduced in the beginning
of this section is presumed in the proposition.

Given an associative ring S, a complex of left S-modules L•, and a complex of
right S-modules M•, we put TorSn(M

•, L•) = H−n(M• ⊗L
S L•) for every n ∈ Z.

If M• is a complex of R-S-bimodules, then M• ⊗L
S L• is an object of the derived

category D(R–mod) and the abelian groups TorSn(M
•, L•) have left R-module struc-

tures. Given two complexes of left S-modules M• and L•, we put ExtnS(M
•, L•) =

Hn(RHomS(M
•, L•)) = HomD(S–mod)(M

•, L•[n]) for every n ∈ Z. If M• is a com-
plex of S-R-bimodules, then RHomS(M

•, L•) is an object of the derived category
D(R–mod) and the abelian groups ExtnS(M

•, L•) have left R-module structures.
In order to avoid spectral sequence convergence issues, we assume our complexes

to be suitably bounded.

Proposition 2.4. (a) Let L• be a bounded above complex of left S-modules, M• be
a bounded above complex of R-S-bimodules, and N• be a bounded above complex of
right R-modules. Then there is a spectral sequence of abelian groups

E2
pq = TorRp (N

•,TorSq (M
•, L•)) =⇒ E∞

pq = grpH
−p−q(N• ⊗L

R M• ⊗L
S L•),

with the differentials ∂r
pq : E

r
pq −→ Er

p−r,q+r−1, r ≥ 2, converging to the Tor groups

H−p−q(N• ⊗L
R M• ⊗L

S L•) = TorSp+q(N
• ⊗L

R M•, L•).
(b) Let L• be a bounded below complex of left S-modules, M• be a bounded above

complex of S-R-bimodules, and N• be a bounded above complex of left R-modules.
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Then there is a spectral sequence of abelian groups

E2
pq = ExtpR(N

•,ExtqS(M
•, L•)) =⇒ E2

pq = grpHp+q(RHomS(M
• ⊗L

R N•, L•)),

with the differentials dpqr : Epq
r −→ Ep+r,q−r+1

r , r ≥ 2, converging to the Ext
groups Hp+q(RHomR(N

•, RHomS(M
•, L•))) = Hp+q(RHom(M• ⊗L

R N•, L•)) =
Extp+q

S (M• ⊗L
R N•, L•).

Proof. Let us briefly explain part (a), which is a straightforward generalization of [28,
Exercise 5.6.2]. Replace the complex L• by a quasi-isomorphic complex of flat left
S-modules Q• and the complex N• by a quasi-isomorphic complex of flat right
R-modules P • (where both the complexes P • and Q• are bounded above). Denote
by K• the total complex of the bicomplex of left R-modules M•⊗S Q

•. Then one has
TorSq (M

•, L•) = H−q(K•). Consider the bicomplex C•,• = P • ⊗R K• with the terms

C−p,−q = P−p ⊗R K−q. Then Hq(Cp,•) ∼= P−p ⊗R TorSq (M
•, L•) and consequently

Hp(Hq(C•,•)) ∼= TorRp (N
•,TorSq (M

•, L•)) for every p and q.
On the other hand, the total complex C• = P •⊗RM• ⊗S Q

• of the bicomplex C•,•

represents the object N•⊗L
RM

•⊗L
SL

• in the derived category of abelian groups. Thus
the general construction of the spectral sequence of a double complex (or rather, the
appropriate one of two such spectral sequences [28, Definition 5.6.1]) applied to the
bicomplex C•,• provides part (a). Part (b) is similar. �

Before proceeding to prove Theorem 2.3, we formulate two lemmas, which extend
the result of Lemma 1.4.

Lemma 2.5. (a) If TorR1 (U, U) = 0, then the left R-module TorR0 (K
•, A) is a

u-comodule for any left R-module A.
(b) If TorR1 (U, U) = 0 = Tor2R(U, U) = 0, then the left R-module TorR1 (K

•, A) is a
u-comodule for any left R-module A such that TorR0 (K

•, A) = 0.
(c) If TorR1 (U, U) = 0 and fdUR ≤ 1, then the left R-module TorR1 (K

•, A) is a
u-comodule for any left R-module A.

Proof. Following Proposition 2.4(a), there is a spectral sequence

E2
pq = TorRp (U,Tor

R
q (K

•, A)) =⇒ E∞
pq = grpTor

R
p+q(U ⊗L

R K•, A).

Clearly, one has TorRn (U⊗L
RK

•, A) = 0 whenever H−i(U⊗L
RK

•) = 0 for all 0 ≤ i ≤ n.
Since U ⊗R U = U , the latter condition holds whenever TorRi (U, U) = 0 for all
1 ≤ i ≤ n. Thus E∞

pq = 0 whenever p + q ≤ 1 in the assumptions of part (a),
whenever p + q ≤ 2 in the assumptions of part (b), and for all p, q ∈ Z in the
assumptions of part (c).

The differentials are ∂r
pq : E

r
pq −→ Er

p−r,q+r−1, r ≥ 2. Now all the differentials
involving Er

0,0 and Er
0,1 vanish for the dimension reasons, so E∞

0,0 = 0 = E∞
0,1 implies

E2
0,0 = 0 = E2

0,1. This proves part (a). Furthermore, the only possibly nontrivial
differentials involving Er

0,1 and Er
1,1 are

∂2
2,0 : E

2
2,0 −−→ E2

0,1 and ∂2
3,0 : E

2
3,0 −−→ E2

1,1.
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When Tor0R(K
•, A) = 0, one has E2

p,0 = 0 for all p ∈ Z. When fdUR ≤ 1, one has
E2

pq = 0 for p ≥ 2 and all q. In both cases, E∞
0,1 = 0 = E∞

1,1 implies E2
0,1 = 0 = E2

1,1,
proving parts (b) and (c). �

Lemma 2.6. (a) If TorR1 (U, U) = 0, then the left R-module Ext0R(K
•, B) is a

u-contramodule for any left R-module B.
(b) If TorR1 (U, U) = 0 = Tor2R(U, U) = 0, then the left R-module Ext1R(K

•, B) is a
u-contramodule for any left R-module B such that Tor0R(K

•, B) = 0.
(c) If TorR1 (U, U) = 0 and pd RU ≤ 1, then the left R-module Ext1R(K

•, B) is a
u-contramodule for any left R-module B.

Proof. Dual-analogous to Lemma 2.5 (and similar to [23, Lemma 1.7]). The spectral
sequence of Proposition 2.4(b) is a suitable tool. �

Proof of Theorem 2.3. Let M be a u-cospecial left u-comodule. By Lemma 2.6(b),
the left R-module Ext1R(K

•,M) is a u-contramodule. Furthermore, the exact se-
quence (9) for the R-module M reduces to a four-term sequence

0 −−→ HomR(U,M) −−→ M −−→ Ext1R(K
•,M) −−→ Ext1R(U,M) −−→ 0.

Denoting by E the image of the map M −→ Ext1R(K
•,M), we have two short exact

sequences of left R-modules 0 −→ HomR(U,M) −→ M −→ E −→ 0 and 0 −→
E −→ Ext1R(K

•,M) −→ Ext1R(U,M) −→ 0.
The assumptions that U ⊗R U = U and TorRi (U, U) = 0 for i = 1 and 2 imply that

U ⊗R D = D and TorRi (U,D) = 0 for all left U -modules D and i = 1, 2. Hence (by
Lemma 2.1 and the exact sequence (8) for the R-module D) we have TorRi (K

•, D) = 0
for −1 ≤ i ≤ 2. In particular, this applies to the left U -modules D = HomR(U,M)
and Ext1R(U,M).

Now from the long exact sequences of TorR∗ (K
•,−) related to our two short

exact sequences of left R-modules we see that both the maps TorRi (K
•,M) −→

TorRi (K
•, E) −→ TorRi (K

•,Ext1R(K
•,M)) are isomorphisms for i = 0 and 1. In

particular, TorR0 (K
•,Ext1R(K

•,M)) ∼= TorR0 (K
•,M) = (U/R) ⊗R M = 0, since

U ⊗R M = 0. Hence the left R-module Ext1R(K
•,M) is u-special.

Furthermore, the map TorR1 (K
•,M) −→ M in the short exact sequence (8) is

an isomorphism, since U ⊗R M = 0 = Tor1R(U,M). Thus we obtain a natural
isomorphism TorR1 (K

•,Ext1R(K
•,M)) ∼= M .

The dual-analogous argument shows that the left R-module Tor1R(K
•, C) is a

u-cospecial u-comodule for any u-special u-contramodule C, and provides a natural
isomorphism Ext1R(K

•,TorR1 (K
•, C)) ∼= C. One has to observe that HomR(U,D) = D

and ExtiR(U,D) = 0 for for all left U -modules D and i = 1, 2, hence ExtiR(K
•, D) = 0

for −1 ≤ i ≤ 2, etc. �

In the rest of this section we discuss how our theory simplifies and improves with
the assumptions that the projective dimension of the left R-module U and/or the
flat dimension of the right R-module U do not exceed 1.
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Lemma 2.7. (a) Assume that TorR1 (U, U) = 0 and fdUR ≤ 1. Then a left R-module
A is u-torsionfree if and only if TorR1 (K

•, A) = 0.
(b) Assume that TorR1 (U, U) = 0 and pd RU ≤ 1. Then a left R-module B is

u-divisible if and only if Ext1R(K
•, B) = 0.

Proof. This is similar to [23, Lemma 5.1(b)]. Let us prove part (a). The “if” claim
follows immediately from the exact sequence (8). To prove the “only if”, assume
that A is u-torsionfree. Then the exact sequence (8) implies that the left R-module
morphism TorR1 (U,A) −→ TorR1 (K

•, A) is an isomorphism. Since TorR1 (K
•, A) is a

left u-comodule by Lemma 2.5(c) and TorR1 (U,A) is a left U -module, they can only
be isomorphic when both of them vanish. �

It is clear from the definition and Lemma 2.7(a) that, when TorR1 (U, U) = 0 and
fdUR ≤ 1, the full subcategory of u-torsionfree R-modules is closed under extensions,
subobjects, direct sums, and products. So u-torsionfree R-modules form the torsion-
free class of a certain torsion pair in R–mod. The related torsion class is the class of
all u-torsion R-modules, that is, all left R-modules A such that U ⊗R A = 0.

Similarly, it is clear from the definition and Lemma 2.7(b) that, whenever
TorR1 (U, U) = 0 and pdRU ≤ 1, the full subcategory of u-divisible R-modules
is closed under extensions, quotients, direct sums and products. So u-divisible
R-modules form the torsion class of a certain torsion theory in R–mod. The related
torsionfree class is the class of all u-reduced R-modules, that is, all left R-modules
B such that HomR(U,B) = 0.

It is clear from the definition that the full subcategory of u-special left R-modules
is closed under extensions, quotients, and direct sums. Hence it is the torsion class of
a torsion pair in R–mod. When TorR1 (U, U) = 0 and fdUR ≤ 1, the related torsionfree
class can be described as the class of all u-torsionfree u-reduced left R-modules.

Similarly, the full subcategory of u-cospecial left R-modules is closed under exten-
sions, subobjects, direct sums, and products. Hence it is the torsionfree class of a
torsion pair in R–mod. When TorR1 (U, U) = 0 and pd RU ≤ 1, the related torsion
class can be described as the class of all u-divisible u-torsion left R-modules.

3. Abelian Categories of u-Comodules and u-Contramodules

In this section, as in the previous one, u : R −→ U is an associative ring epimor-
phism. For most of the results, we will have to assume that u is a homological ring
epimorphism, that is, TorRi (U, U) = 0 for i ≥ 1. In fact, we will mostly have to as-
sume either that the flat dimension of the right R-module U does not exceed 1 (when
discussing left u-comodules), or that the projective dimension of the left R-module
U does not exceed 1 (when considering left u-contramodules).

Let us denote the full subcategory of left u-comodules by R–modu-co ⊂ R–mod, and
the full subcategory of left u-contramodules by R–modu-ctra ⊂ R–mod. For any left
R-module C, we set Γu(C) = TorR1 (K

•, C) and ∆u(C) = Ext1R(K
•, C). The natural
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left R-module morphisms (occuring in the exact sequences (8–9)) are denoted by
γu,C : Γu(C) −→ C and δu,C : C −→ ∆u(C).

Proposition 3.1. Assume that fdUR ≤ 1. Then
(a) the full subcategory R–modu-co is closed under the kernels, cokernels, extensions,

and direct sums in R–mod. So R–modu-co is an abelian category and the embedding
functor R–modu-co −→ R–mod is exact;

(b) assuming also that TorR1 (U, U) = 0, the functor Γu : R–mod −→ R–modu-co is
right adjoint to the fully faithful embedding functor R–modu-co −→ R–mod.

Proof. Part (a) is a particular case of [9, Proposition 1.1] or [22, Theorem 1.2(b)]. To
prove part (b), notice that Γu(A) ∈ R–modu-co for any A ∈ R–mod by Lemma 2.5(c).
We have to show that for every left R-module A, every left u-comodule M , and an
R-module morphism M −→ A there exists a unique R-module morphism M −→
Γu(A) making the triangle diagram M −→ Γu(A) −→ A commutative.

Indeed, looking on the exact sequence (8), the composition M −→ A −→ U ⊗R A
vanishes, since U ⊗R M = 0. Now the obstruction to lifting the morphism M −→ A
to a morphism M −→ TorR1 (K

•, A) lies in the group Ext1R(M,TorR1 (U,A)), and the
obstruction to uniqueness of such a lifting lies in the group HomR(M,TorR1 (U,A)).

Generally, for any ring homomorphism R −→ U , left R-module M , left U -module
D, right U -module E, and an integer n ≥ 0 such that TorRi (U,M) = 0 for 1 ≤ i ≤ n,
one has TorRn (E,M) ∼= TorUn (E, U ⊗R M) and ExtnR(M,D) ∼= ExtnU(U ⊗R M, D).
In the situation at hand, D = TorR1 (U,A) is a left U -module, so any R-module
morphism M −→ D vanishes, since U ⊗R M = 0. Finally, we have Ext1R(M,D) =
Ext1U(U ⊗R M, D) = 0, since TorR1 (U,M) = 0 and U ⊗R M = 0. �

Proposition 3.2. Assume that pd RU ≤ 1. Then
(a) the full subcategory R–modu-ctra is closed under the kernels, cokernels, exten-

sions, and products in R–mod. So R–modu-ctra is an abelian category and the embed-
ding functor R–modu-ctra −→ R–mod is exact;

(b) assuming also that TorR1 (U, U) = 0, the functor ∆u : R–mod −→ R–modu-ctra

is left adjoint to the fully faithful embedding functor R–modu-ctra −→ R–mod.

Proof. Part (a) is a particular case of [9, Proposition 1.1] or [22, Theorem 1.2(a)].
The proof of part (b) is based on Lemma 2.6(c) and dual-analogous to the proof of
Proposition 3.1(b); cf. [23, Theorem 3.4]. �

Lemma 3.3. Assume that fdUR ≤ 1, pd RU ≤ 1, and TorR1 (U, U) = 0. Then
(a) for any u-divisible left R-module B, the left R-module Γu(B) is also u-divisible;
(b) for any u-torsionfree left R-module A, the left R-module ∆u(A) is also

u-torsionfree.

Proof. Let us prove part (a). Following Lemma 2.7(b), we have to check that
Ext1R(K

•,TorR1 (K
•, B)) = 0. Since B is u-divisible, we have TorR0 (K

•, B) = (U/R)⊗R

B = 0, so the five-term exact sequence (8) reduces to a four-term sequence. Fur-
thermore, Ext∗R(K

•, D) = 0 for any left U -module D. Thus it follows from (8) that
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Ext1R(K
•,TorR1 (K

•, B)) = Ext1R(K
•, B) = 0 (cf. the proof of Theorem 2.3). The

proof of part (b) is dual-analogous. �

In the category-theoretic terminology, a right adjoint functor to the inclusion of
a subcategory is called a coreflector, and a subcategory admitting such a functor is
said to be coreflective. The following result is essentially well-known.

Lemma 3.4. Let K be a category with colimits and A ⊂ K be a coreflective full
subcategory with the coreflector Γ: K −→ A. Assume that there exists a regular
cardinal λ such that the coreflector Γ (say, viewed as a functor K −→ K) preserves
λ-filtered direct limits. Then

(a) if the category K is locally presentable, then the category A is locally presentable
as well;

(b) if K is a Grothendieck abelian category and the full subcategory A is closed
under kernels in K, then A is a Grothendieck abelian category, too. In this case, if J
is an injective cogenerator of K, then Γ(J) is an injective cogenerator of A.

Proof. Part (a) can be obtained as a particular case of [1, Exercise 2.m] (which is
provable using [1, Theorem 2.72 and Lemma 2.76]). Indeed, the full subcategory
A ⊂ K is the inverter of the morphism of functors (adjunction counit) Γ −→ IdK.

Alternatively, one observes that A is closed under colimits in K (as any coreflective
full subcategory). Hence the coreflector Γ preserves λ-filtered direct limits as a functor
K −→ K if and only if it does so as a functor K −→ A. Furthermore, it follows that
all the objects of A are presentable (“have presentability ranks”), and in view of [1,
Theorem 1.20] it remains to show that the category A has a strongly generating set
of objects. In part (b), the full subcategory A ⊂ K is closed under kernels and all
colimits; hence A is abelian with exact functors of direct limit. Once again, in order
to show that the category A is Grothendieck, it remains to check that it has a set of
generators (and it suffices to do so in the context of part (a)).

Let κ ≥ λ be a regular cardinal such that the category K is locally κ-presentable.
Denote by K

<κ a set of representatives of the isomorphism classes of κ-presentable
objects in K, and let G denote the set of objects Γ(G) ∈ A, where G ∈ K

<κ. We claim
that G is a (strongly) generating set of objects in A.

Indeed, let M ∈ A be an object; then we have M ∼= Γ(M). Let (Gα) be a κ-filtered
diagram of objects in K

<κ such that M = lim
−→

K

α
Gα (where the upper index denotes

the category in which the colimit is taken). Then we have M ∼= Γ(M) = lim
−→

A

α
Γ(Gα).

So M is the direct limit of a diagram of objects from G in A. In particular, it follows
that M is a quotient of a coproduct of copies of objects from G.

Finally, in the context of part (b), the functor Γ is right adjoint to an exact
functor, so takes injective objects of K to injective objects of A. To show that Γ(J)
is an injective cogenerator of A when J is an injective cogenerator of K, it suffices to
observe that HomA(M,Γ(J)) = HomK(M,J) 6= 0 when 0 6= M ∈ A. �

Remark 3.5. Assuming Vopěnka’s principle, one can drop the assumption of exis-
tence of a cardinal λ in Lemma 3.4. This is the result of [1, Corollary 6.29].
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Now we return to the algebraic setting of this section.

Corollary 3.6. Assume that TorR1 (U, U) = 0 and fdUR ≤ 1. Then R–modu-co is a
Grothendieck abelian category. If J is an injective cogenerator of the abelian category
R–mod, then Γu(J) is an injective cogenerator of R–modu-co.

Proof. This is a particular case of Lemma 3.4(b). Indeed, by Proposition 3.1(a),
the full subcategory A = R–modu-co is closed under kernels in K = R–mod, and by
Proposition 3.1(b), the full subcategory R–modu-co is coreflective in R–mod with the
coreflector Γu computable as Γu = TorR1 (K

•,−). Viewed as a functor R–mod −→
R–mod, this Tor functor clearly preserves direct limits.

This suffices to prove the corollary. But let us mention that the module category
K = R–mod is locally finitely presentable. So a set of generators of the category
A = R–modu-co can be constructed by applying the functor Γu to a representative set
of isomorphism classes of finitely presentable left R-modules. �

Lemma 3.7. Assume that TorR1 (U, U) = 0 and pd RU ≤ 1. Then R–modu-ctra is a
locally presentable abelian category with a projective generator ∆u(R) ∈ R–modu-ctra.

Proof. Following [25, Example 4.1(1-2)] or [24, Example 1.3(4)], if λ is a regular
cardinal such that the left R-module U is λ-presentable (i. e., isomorphic to the
cokernel of a morphism of free left R-modules with less than λ generators), then
the category R–modu-ctra is locally λ-presentable. Since the functor ∆u is left ad-
joint to an exact (fully faithful) functor R–modu-ctra −→ R–mod, it takes projec-
tive left R-modules to projective u-contramodule left R-modules. Finally, one has
HomR(∆u(R), C) = HomR(R,C) = C 6= 0 for any object 0 6= C ∈ R–modu-ctra. �

4. The Endomorphism Ring of the Two-Term Complex (R → U)

According to the discussion in [25, Section 1.1 in the introduction], [26, Section 6.3],
and [24, Examples 1.2(4) and 1.3(4)], under the assumptions of Lemma 3.7 the abelian
category B = R–modu-ctra with its natural projective generator P = ∆u(R) can be
described as the category of modules over an additive monad Tu on the category
of sets. For any set X , the coproduct P (X) of X copies of the object P in the
category B can be computed as P (X) = ∆u(R

(X)), where R(X) = R[X ] is the free
R-modules with generators indexed by X . The monad Tu assigns to every set X the
set HomB(P, P

(X)) = ∆u(R
(X)). In particular, to a one-element set ∗, the monad

Tu assigns the underlying set of the R-module P = ∆u(R). In fact P = Tu(∗) ∈
Tu–mod ∼= B is the free Tu-module with one generator.

For any additive monad T on the category of sets, the set T(∗) has a natural
associative ring structure. This is the ring of endomorphisms of the forgetful functor
T–mod −→ Ab. In particular, the ring R = Tu(∗) can be computed as the opposite
ring to the ring of endomorphisms

∆u(R) = Ext1R(K
•, R) = HomDb(R–mod)(K

•, R[1]) ∼= HomDb(R–mod)(K
•, K•).
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of the object K• in the derived category of left R-modules. Notice that the right
action of the ring R by endomorphisms of the object K• ∈ D

b(R–mod) in the derived
category induces a natural ring homomorphism R −→ R.

In the next lemma we discuss the particular case of a commutative ring R.

Lemma 4.1. Let u : R −→ U be an epimorphism of commutative rings such that
Tor1R(U, U) = 0. Then the ring R = HomDb(R–mod)(K

•, K•) is commutative. In
particular, if u is injective, then the ring R = HomR(U/R, U/R) is commutative.

Proof. This is a generalization of [23, Proposition 3.1]. Let us prove the equivalent
assertion that the ring R = HomDb(R–mod)(K

•[−1], K•[−1]) is commutative (where
K•[−1] is the complex R −→ U with the term R placed in the cohomological de-
gree 0 and the term U placed in the cohomological degree 1). Denote by K the full
subcategory in D

b(R–mod) consisting of the single object K•[−1] (and all the objects
isomorphic to it). Then the functor of truncated tensor product

L• ⊗̄M• = τ≥−1(L
• ⊗L

R M•)

defines a unital tensor (monoidal) category structure on the category K with the unit
object K•[−1]. In other words, there is a natural isomorphism K•[−1] ⊗̄K•[−1] ∼=
K•[−1] transforming both the endomorphisms f ⊗̄ id and id ⊗̄ f into the endomor-
phism f for any f : K•[−1] −→ K•[−1]. The commutativity of endomorphisms
follows formally from that (see the computation in [23]).

When u is a homological epimorphism, one does not need to truncate the tensor
product, so one can use the functor ⊗L

R instead of ⊗̄. When u is an injective epimor-
phism, it suffices to consider the full subcategory spanned by the object K = U/R
in R–mod and the functor TorR1 (−,−) in the role of the tensor product operation.
Then one has to use the natural isomorphism TorR1 (K,K) ∼= K. �

The next lemma shows that the second assertion of Lemma 4.1 also holds for
noninjective ring epimorphisms u of projective dimension ≤ 1.

Lemma 4.2. Let u : R −→ U be an epimorphism of associative rings such that
Tor1R(U, U) = 0 and pd RU ≤ 1. Then the associative ring homomorphism

HomDb(R–mod)(K
•, K•) −−→ HomR(U/R, U/R)

produced by applying the degree-zero cohomology functor H0 : Db(R–mod) −→ R–mod

to the complex K• ∈ D
b(R–mod) is surjective. In particular, if the ring R is commu-

tative, then so is the ring HomR(U/R, U/R).

Proof. Let I ⊂ R be the kernel of the map u. Then we have a natural distinguished
triangle

I[1] −−→ K• −−→ U/R −−→ I[2]

in D
b(R–mod–R), and we can also consider it as a distinguished triangle in

D
b(R–mod). Applying the functor HomDb(R–mod)(K

•,−[∗]) to this triangle, we
see that the map HomDb(R–mod)(K

•, K•) −→ HomD(R–mod)(K
•, U/R) is surjective,

because HomD(R–mod)(K
•, I[2]) = Ext2R(K

•, I) ∼= Ext2R(U, I) = 0 Lemma 2.1(b) and
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since pdRU ≤ 1. Finally, we have HomD(R–mod)(K
•, U/R) = Ext0R(K

•, U/R) ∼=
HomR(U/R, U/R) by Lemma 2.1(c).

This proves the first assertion of the lemma. The second one follows from the first
one together with the first assertion of Lemma 4.1. �

5. When is the Class of Torsion Modules Hereditary?

Notice that every left u-comodule is u-torsion, but the converse implication does
not need to be true. The torsion class of all u-torsion left R-modules does not need
to be hereditary, i. e., a submodule of a u-torsion R-module does not need to be
u-torsion. In fact, if TorR1 (U, U) = 0 and fdUR ≤ 1, then any one of the mentioned
two properties holds if and only if U is a flat right R-module.

Lemma 5.1. Assume that TorR1 (U, U) = 0 and fdUR ≤ 1. Then the following
conditions are equivalent:

(1) all u-torsion left R-modules are u-comodules;
(2) all quotient R-modules of left u-comodules are u-comodules;
(3) all R-submodules of left u-comodules are u-comodules;
(4) all R-submodules of u-torsion left R-modules are u-torsion;
(5) all R-submodules of left u-comodules are u-torsion;
(6) the right R-module U is flat.

Proof. (1)=⇒ (2) By the definition, all u-comodules are u-torsion. Hence (1) means
that the classes of left u-comodules and u-torsion left R-modules coincide. Since the
class of u-torsion R-modules is clearly closed under quotients, (2) follows.

(2)⇐⇒ (3) holds because the class of all left u-comodules is closed under kernels
and cokernels of morphisms (by Lemma 3.1(a)).

(3)=⇒ (5) and (4)=⇒ (5) are obvious.
(5)=⇒ (6) Let A be a left R-module. From the exact sequence (8) we see that

the left R-module TorR1 (U,A) is a submodule of the left R-module TorR1 (K
•, A). By

Lemma 2.5(c), TorR1 (K
•, A) = Γu(A) is a left u-comodule. Under (5), it follows that

the left R-module TorR1 (U,A) is u-torsion. Being simultaneously a left U -module, it
follows that TorR1 (U,A) = 0.

(6)=⇒ (1) and (6)=⇒ (4) are obvious. �

Examples of noncommutative homological ring epimorphisms of projective dimen-
sion 1 (on both sides) that are not flat (on either side) do exist. Let k be a field,
k[x] be the polynomial ring in one variable x with the coefficients in k, and kx ⊂ k[x]
be the one-dimensional k-vector subspace spanned by x. Then the embedding of

matrix rings R =
(

k k⊕kx
0 k

)

−→
(

k[x] k[x]
k[x] k[x]

)

= U is an injective ring epimorphism such

that TorR1 (U, U) = 0 and pd RU = pdUR = fdRU = fdUR = 1 (cf. Section 8).
On the other hand, the following theorem holds true for epimorphisms of commu-

tative rings.
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Theorem 5.2. If u : R −→ U is an epimorphism of commutative rings such that
TorR1 (U, U) = 0 and pd RU ≤ 1, then U is a flat R-module.

Proof. The argument is based on some results from the papers [13, 2]. Assume first
that u is injective. Then U⊕U/R is a 1-tilting R-module [3, Theorem 3.5], hence C =
HomZ(U ⊕ U/R, Q/Z) is a 1-cotilting R-module of cofinite type [10, Theorems 15.2
and 15.18]. The 1-cotilting class associated with C consists of all the R-submodules of
U -modules; in other words, it is what we call the class of all u-torsionfree R-modules.
Hence the torsion class in the 1-cotilting torsion pair associated with C is the class of
all u-torsion R-modules. According to [13, Proposition 3.11], any 1-cotilting torsion
pair of cofinite type in the category of modules over a commutative ring is hereditary.
By Lemma 5.1 (4)=⇒ (6), it follows that fdRU = 0.

In the general case of a (not necessarily injective) homological epimorphism of com-
mutative rings u : R −→ U with pdRU ≤ 1, one has to use silting theory instead of
tilting theory. The R-module U⊕U/R is 1-silting by [15, Example 6.5], and a 2-term
projective resolution of the complex U ⊕ K• is the related silting complex. Hence
C = HomZ(U ⊕U/R, Q/Z) is a cosilting R-module of cofinite type [2, Corollary 3.6].
The cosilting class associated with C consists of all the u-torsionfree R-modules, and
the torsion class in the cosilting torsion pair is the class of all u-torsion R-modules.
By [2, Lemma 4.2], any cosilting torsion pair of cofinite type in the category of mod-
ules over a commutative ring is hereditary. Once again, by Lemma 5.1 (4)=⇒ (6) we
can conclude that U is a flat R-module. �

6. Triangulated Matlis Equivalence

Let u : R −→ U be a homological epimorphism of associative rings, that is a
ring homomorphism such that the natural map of U -U -bimodules U ⊗R U −→ U
is an isomorphism and TorRi (U, U) = 0 for all i > 0. Then, according to [9, The-
orem 4.4], [19, Theorem 3.7], [18, Lemma in Section 4], the restriction of scalars
with respect to u is a fully faithful functor between the unbounded derived categories
D(U–mod) −→ D(R–mod). We denote this functor, acting between the bounded or
unbounded derived categories, by

u∗ : D
⋆(U–mod) −−→ D

⋆(R–mod),

where ⋆ = b, +, −, or ∅ is a derived category symbol.
In the case of the unbounded derived categories (⋆ = ∅), the functor u∗ has

a left adjoint functor Lu∗ : D(R–mod) −→ D(U–mod) and a right adjoint functor
Ru! : D(R–mod) −→ D(U–mod). When U is a right R-module of finite flat dimension,
the functor Lu∗ also acts between bounded derived categories,

Lu∗ : D⋆(R–mod) −−→ D
⋆(U–mod).

When U is a leftR-module of finite projective dimension, the functor Ru! acts between
bounded derived categories,

Ru! : D⋆(R–mod) −−→ D
⋆(U–mod).
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Since the trianguated functor u∗ is fully faithful, its left and right adjoints Lu∗ and
Ru! are Verdier quotient functors [8, Proposition I.1.3].

Theorem 6.1. (a) Assume that fdUR ≤ 1. Then the kernel of the functor
Lu∗ : D⋆(R–mod) −→ D

⋆(U–mod) coincides with the full subcategory D
⋆
u-co(R–mod) ⊂

D
⋆(R–mod) of all complexes of left R-modules with u-comodule cohomology modules.

Hence for every symbol ⋆ = b, +, −, or ∅, we have a triangulated equivalence

D
⋆(R–mod)/u∗D

⋆(U–mod) ∼= D
⋆
u-co(R–mod).

(b) Assume that pdRU ≤ 1. Then the kernel of the functor Ru! : D⋆(R–mod) −→
D

⋆(U–mod) coincides with the full subcategory D
⋆
u-ctra(R–mod) ⊂ D

⋆(R–mod) of all
complexes of left R-modules with u-contramodule cohomology modules. Hence for
every symbol ⋆ = b, +, −, or ∅, we have a triangulated equivalence

D
⋆(R–mod)/u∗D

⋆(U–mod) ∼= D
⋆
u-ctra(R–mod).

Proof. Part (a): the functor Lu∗ is constructed as the derived tensor product
Lu∗(A•) = U ⊗L

R A• for any complex of left R-modules A•. In particular, when
fdUR ≤ 1, we have short exact sequences of cohomology

0 −−→ U ⊗R Hn(A•) −−→ Hn(Lu∗(A•)) −−→ TorR1 (U,H
n+1(A•)) −−→ 0

for any complex A• ∈ D
⋆(R–mod) and all n ∈ Z. It follows immediately that

Lu∗(A•) = 0 if and only if Hn(A•) ∈ R–modu-co for all n ∈ Z.
Part (b): the functor Ru! is constructed as the derived homomorphisms Ru!(B•) =

RHomR(U,B
•) for any complex of left R-modules B•. In particular, when pd RU ≤ 1,

we have short exact sequences of cohomology

0 −→ Ext1R(U,H
n−1(B•)) −−→ Hn(Ru!(B•)) −−→ HomR(U,H

n(B•)) −−→ 0

for any complex B• ∈ D
⋆(R–mod) and all n ∈ Z. It follows immediately that

Ru!(B•) = 0 if and only if Hn(B•) ∈ R–modu-ctra for all n ∈ Z. �

Corollary 6.2. Assume that fdUR ≤ 1 and pd RU ≤ 1. Then for every symbol
⋆ = b, +, −, or ∅ there is a triangulated equivalence

D
⋆
u-co(R–mod) ∼= D

⋆
u-ctra(R–mod)

provided by the mutually inverse functors RHomR(K
•[−1],−) : D⋆

u-co(R–mod) −→
D

⋆
u-ctra(R–mod) and K•[−1]⊗L

R − : D⋆
u-ctra(R–mod) −→ D

⋆
u-co(R–mod).

Proof. More generally, in the context of Theorem 6.1(a), the functor D
⋆(R–mod)

−→ D
⋆
u-co(R–mod) right adjoint to the embedding D

⋆
u-co(R–mod) −→ D

⋆(R–mod) is
computed as K•[−1]⊗L

R −. Similarly, in the context of Theorem 6.1(b), the functor
D

⋆(R–mod) −→ D
⋆
u-ctra(R–mod) left adjoint to the embedding D

⋆
u-ctra(R–mod) −→

D
⋆(R–mod) is computed as RHomR(K

•[−1],−) (cf. [23, Proposition 4.4]). �

The results of this section can be expressed by existence of the following recollement
of triangulated categories for any homological ring epimorphism u : R −→ U such that
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fdUR ≤ 1 and pd RU ≤ 1:

(10) D
⋆(U–mod) D

⋆(R–mod) D
⋆
u-co(R–mod) = D

⋆
u-ctra(R–mod)

Here the arrows with a tail denote fully faithful triangulated functors, while the arrows
with two heads denote triangulated Verdier quotient functors. The two leftmost
curvilinear arrows are adjoint on the left and on the right to the leftmost straight
arrow, while the two rightmost curvilinear arrows are adjoint on the left and on the
right to the rightmost straight arrow. The image of the leftmost straight arrow is the
kernel of the rightmost straight arrow, and similarly with the two pairs of curvilinear
arrows.

The three leftmost arrows are the functors Lu∗, u∗, and Ru!. The two right-
most curvilinear arrows are the inclusions of the full subcategories D⋆

u-co(R–mod) and
D

⋆
u-ctra(R–mod) into D

⋆(R–mod).

7. Two Fully Faithful Triangulated Functors

In addition to the assumptions on the projective and flat dimension of the left
and right R-module U that we used above, the results of this section require certain
assumptions about the properties of injective and projective left R-modules vis-à-
vis the homological ring homomorphism u : R −→ U . Specifically, these are the
assumptions that injective left R-modules are u-special and projective left R-modules
are u-cospecial, or in other words, the left R-modules TorR0 (K

•, J) = U/R ⊗R J
and Ext0R(K

•, F ) = HomR(U/R, F ) vanish for all injective left R-modules J and
projective left R-modules F (cf. Lemmas 2.1(c) and 2.2).

Theorem 7.1. (a) Assume that fdUR ≤ 1 and (U/R) ⊗R J = 0 for all injective
left R-modules J . Then, for any conventional derived category symbol ⋆ = b, +, −,
or ∅, the triangulated functor

D
⋆(R–modu-co) −−→ D

⋆(R–mod)

induced by the exact embedding of abelian categories R–modu-co −→ R–mod is fully
faithful, and its essential image coincides with the full subcategory

D
⋆
u-co(R–mod) ⊂ D

⋆(R–mod),

providing an equivalence of triangulated categories

D
⋆(R–modu-co) ∼= D

⋆
u-co(R–mod).

(b) Assume that pd RU ≤ 1 and HomR(U/R, F ) = 0 for all projective left
R-modules F . Then, for any conventional derived category symbol ⋆ = b, +, −,
or ∅, the triangulated functor

D
⋆(R–modu-ctra) −−→ D

⋆(R–mod)
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induced by the exact embedding of abelian categories R–modu-ctra −→ R–mod is fully
faithful, and its essential image coincides with the full subcategory

D
⋆
u-ctra(R–mod) ⊂ D

⋆(R–mod),

providing an equivalence of triangulated categories

D
⋆(R–modu-ctra) ∼= D

⋆
u-ctra(R–mod).

Proof. This is an application of the general technique formulated in [23, Theorem 6.4
and Proposition 6.5]. Let us explain part (b). The pair of functors ExtiR(K

•,−),
i = 0, 1, is a cohomological functor between the abelian categories R–mod and
R–modu-ctra, that is, for every short exact sequence of left R-modules 0 −→ A −→
B −→ C −→ 0 there is a short exact sequence of left u-contramodules (cf. Lem-
mas 2.1(a-b) and 2.6(c))

0 −−→ Ext0R(K
•, A) −−→ Ext0R(K

•, B) −−→ Ext0R(K
•, C)

−−→ Ext1R(K
•, A) −−→ Ext1R(K

•, B) −−→ Ext1R(K
•, C) −−→ 0.

Since, by our assumption, the functor Ext0R(K
•,−) annihilates projective left

R-modules, it follows that our cohomological functor Ext∗R(K
•,−) is the left derived

functor of the functor ∆ = ∆u = Ext1R(K
•,−) : R–mod −→ R–modu-ctra, that is

L1∆u = Ext0R(K
•,−) and Li∆u = 0 for i > 1.

By Lemma 3.2(b), the functor ∆u is left adjoint to the exact, fully faithful embed-
ding functor R–modu-ctra −→ R–mod, so we are in the setting of [23, Theorem 6.4]. It
remains to point out that L1∆u(B) = Ext0R(K

•, B) = 0 for all left u-contramodulesB.
Notice that the class R–mod∆-adj = Ker(L>0∆) of ∆-adjusted left R-modules, playing
a key role in the argument in [23, Section 6], is nothing but the class of u-cospecial
left R-modules in our context, according to Lemma 2.2.

Similarly, in part (a) one observes that the pair of functors TorRi (K
•,−), i = 0, 1 is

a homological functor between the abelian categories R–mod and R–modu-co, hence,
whenever the functor TorR1 (K

•,−) annihilates injective left R-modules, it is the right
derived functor of the functor Γ = Γu = TorR1 (K

•,−) : R–mod −→ R–modu-co, that is
R1Γu = TorR0 (K

•,−) and RiΓ = 0 for i > 1. It remains to point out that R1Γu(A) =
TorR0 (K

•, A) = 0 for all left u-comodules A. As above, we notice that the class
R–modΓ-adj = Ker(R>0Γ) of Γ-adjusted left R-modules is just the class of u-special
left R-modules discussed in Section 2. �

Remark 7.2. Conversely, if fdUR ≤ 1 and the triangulated functor Db(R–modu-co)
−→ D

b(R–mod) is fully faithful, then (U/R) ⊗R J = 0 for all injective left
R-modules J . A proof of this can be found in [6, Lemma 3.9 and Proposition 4.2]
(cf. [23, Remark 6.8]). Similarly, if pd RU ≤ 1 and the triangulated functor
D

b(R–modu-ctra) −→ D
b(R–mod) is fully faithful, then HomR(U/R, F ) = 0 for all

projective left R-modules F [6, Lemma 3.9 and Proposition 4.1].

The following result can be also found in [6, Corollary 4.4].
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Corollary 7.3. Let u : R −→ U be a homological ring epimorphism. Assume that
fdUR ≤ 1 and pd RU ≤ 1. Suppose further that (U/R)⊗R J = 0 for all injective left
R-modules J and HomR(U/R, F ) = 0 for all projective left R-modules F . Then for
every conventional derived category symbol ⋆ = b, +, −, or ∅, there is a triangulated
equivalence between the derived categories of the abelian categories R–modu-co and
R–modu-ctra of left u-comodules and left u-contramodules,

D
⋆(R–modu-co) ∼= D

⋆(R–modu-ctra).

Proof. According to Corollary 6.2 and Theorem 7.1(a-b), we have a chain of triangu-
lated equivalences

D
⋆(R–modu-co) ∼= D

⋆
u-co(R–mod) ∼= D

⋆
u-ctra(R–mod) ∼= D

⋆(R–modu-ctra).

�

Under the assumptions of Corollary 7.3, the recollement (10) takes the form

(11) D
⋆(U–mod) D

⋆(R–mod) D
⋆(R–modu-co) = D

⋆(R–modu-ctra)

In the recollement (11), all the three triangulated categories are derived categories
of certain abelian categories (and the third one is even the derived category of two
different abelian categories).

Example 7.4. For any injective ring epimorphism u : R −→ U , the conditions
(U/R) ⊗R J = 0 and HomR(U/R, F ) = 0 hold for all injective left R-modules J
and all projective left R-modules F . Indeed, if u is injective and J is an injec-
tive left R-module, then any left R-module morphism R −→ J can be extended
to a left R-module morphism U −→ J . Hence the left R-module J is u-divisible
(i. e., a quotient R-module of a left U -module). Thus U/R ⊗R U = 0 implies
U/R ⊗R J = 0. Similarly, the map F −→ U ⊗R F is injective for any flat left
R-module F , so F is u-torsionfree (i. e., an R-submodule of a left U -module). There-
fore, HomR(U/R, U) = 0 implies HomR(U/R, F ) = 0.

8. Kronecker Quiver Example

Let k be an algebraically closed field, and let R denote the path algebra of the
Kronecker quiver • ⇒ • over k. So left R-modules are pairs of k-vector spaces (V1, V2)
endowed with a pair of k-linear maps fV , gV : V1 ⇒ V2. The aim of this section is
to describe the full subcategories of comodules and contramodules for certain ring
epimorphisms originating from R.

We will interpret R as the matrix ring R =
(

k k⊕kx
0 k

)

, where the element 1 ∈ k⊕kx
in the upper right corner acts in the quiver representations by the map fV and the
element x ∈ k⊕ kx acts by the map gV . When the map fV is invertible, the fraction
x = gV /fV is a linear operator V1 −→ V1 or V2 −→ V2. The eigenvalues of this
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operator, if they happen to exist, can be thought of as points of the projective line
P1(k) = k ∪ {∞} with the coordinate x.

Let X ⊂ P1(k) be a subset of points of the projective line such that ∞ ∈ X. Denote
by SX = X−1k[x] the localization of the ring of polynomials k[x] at the multiplicative
subset generated by the elements x−λ, λ ∈ X\{∞}. Consider the matrix ring UX =
(

SX SX

SX SX

)

. Then there is a ring homomorphism uX : R −→ UX given by the inclusion of
the matrices. The map uX is a homological ring epimorphism. The essential image
of the functor of restriction of scalars uX∗ : UX–mod −→ R–mod consists of all the
quiver representations (fV , gV ) such that the map fV is an isomorphism and the map
gV − λfV : V1 −→ V2 is an isomorphism for all λ ∈ X \ {∞}.

In particular, for X = {∞} we have U{∞} =
(

k[x] k[x]
k[x] k[x]

)

. The essential image of

the functor u{∞}∗ : U{∞}–mod −→ R–mod consists of all the quiver representations
(fV , gV ) such that the map fV is invertible. For an arbitrary subset {∞} ∈ X ⊂
P1(k), the morphism uX : R −→ UX factorizes as the composition of two injective
homological ring epimorphisms R −→ U{∞} −→ UX. The ring UX has both flat and
projective dimension 1 both as a left and as a right R-module (as a left and right
U{∞}-module, it has flat dimension 0 and projective dimension 1).

So the full categories of uX-comodules and uX-contramodules in R–mod are abelian.
Specifically, let us say that a quiver representation M = (fM , gM) is a “(λ =
∞)-comodule” if HomR(M,V ) = 0 = Ext1R(M,V ) for any quiver representation
V = (fV , gV ) with the map fV invertible. A quiver representation C = (fC , gC) is a
“(λ = ∞)-contramodule” if HomR(V, C) = 0 = Ext1R(V, C) for any such V .

More generally, we will say that a quiver representation M is an “X-comodule”
if HomR(M,V ) = 0 = Ext1R(M,V ) for any V = (fV , gV ) with the maps fV and
gV −λfV invertible for all λ ∈ X. A quiver representation C is an “X-contramodule”
if HomR(V, C) = 0 = Ext1R(V, C) for any such V . One can easily see that a quiver rep-
resentation is an X-comodule if and only if the related left R-module is a uX-comodule,
and similarly, a quiver representation is an X-contramodule if and only if the related
left R-module is a uX-contramodule.

Assume first that 0 /∈ X. Denote by y the coordinate 1/x on P1(k) (so y is a
possible eigenvalue of fV /gV ), and let Y ⊂ A1(k) denote the subset of the affine line
consisting of all points µ ∈ k such that µ−1 ∈ X. Consider the polynomial ring k[y],
and denote by TY = Y−1k[y] its localization at the multiplicative subset generated
by the elements y − µ, µ ∈ Y. Denote by vY the ring epimorphism k[y] −→ TY. In
particular, if X = {∞}, then Y = {0} and TY = k[y, y−1].

The results of the following lemma are (easy) particular cases of the theory devel-
oped in [22, Section 13] and [4, Section 4 and/or 6].

Lemma 8.1. (a) If Y = {µ} is a one-point set, then a k[y]-module M is a
v{µ}-comodule if and only if the operator y − µ is locally nilpotent in M , i. e., for
every m ∈ M there exists n ∈ Z≥1 such that (y − µ)nm = 0. For an arbitrary subset
Y ⊂ A1(k), any vY-comodule M has a unique, functorial decomposition into a direct
sum of v{µ}-comodules Mµ over µ ∈ Y, and any such direct sum M =

⊕

µ∈Y Mµ of
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v{µ}-comodules Mµ is a vY-comodule. The category k[y]–modvY-co of vY-comodules is
thus equivalent to the Cartesian product of the categories k[y]–modv{µ}-co over µ ∈ Y.

(b) If Y = {µ} is a one-point set, then a k[y]-module C is a v{µ}-contramodule
if and only if it admits (y − µ)-power infinite summation operations in the sense
of [22, Section 3]. For an arbitrary subset Y ⊂ A1(k), any vY-contramodule C has a
unique, functorial decomposition into a direct product of v{µ}-contramodules Cµ over
µ ∈ Y, and any such direct product C =

∏

µ∈Y C
µ of v{µ}-contramodules Cµ is a

vY-contramodule. The category k[y]–modvY-ctra of vY-contramodules is thus equivalent
to the Cartesian product of the categories k[y]–modv{µ}-ctra over µ ∈ Y. �

The next proposition describes X-comodule and X-contramodule quiver represen-
tations for X ⊂ P1(k), ∞ ∈ X, 0 /∈ X.

Proposition 8.2. Let X be a subset in P1(k) = k ∪ {∞} containing ∞ and not
containing 0, and let Y ⊂ A1

k = k be the set of all µ such that µ−1 ∈ X. Then
(a) a Kronecker quiver representation M = (fM , gM) is an X-comodule if and only

if the map gM is invertible and the vector space M1
∼= M2 with the linear operator

y = fM/gM is a vY-comodule;
(b) a Kronecker quiver representation C = (fC , gC) is an X-contramodule if and

only if the map gC is invertible and the vector space C1
∼= C2 with the linear operator

y = fC/gC is a vY-contramodule.

It follows from Lemma 8.1 and Proposition 8.2 that the category of X-comodules
decomposes as a Cartesian product of X copies of the category of vector spaces
with a locally nilpotent operator z, and similarly, the category of X-contramodules
decomposes as a Cartesian product of X copies of the category of vector spaces with
z-power infinite summation operations.

Notice that it follows from Proposition 8.2 that the category of X-comodules is
equivalent to a torsion class (viewed as a full subcategory) in k[y]–mod. But a sub-
representation of an X-comodule is not an X-comodule, generally speaking (because
the condition of invertibility of the operator gM is not preserved by the passage to a
subrepresentation), in agreement with the discussion in Section 5.

The proof of Proposition 8.2 given below consists of several lemmas.

Lemma 8.3. For any X not containing 0, one has:
(a) in any X-comodule M = (fM , gM), the map gM is invertible;
(b) in any X-contramodule C = (fC , gC), the map gC is invertible.

Proof. We will prove part (b). Assume that the operator gC has a nonzero kernel
K1 ⊂ C1. Then there are two possibilities. If the kernel of the restriction of fC to
K1 is nonzero, then C contains a copy of the injective representation k ⇒ 0 as a
subrepresentation. In this case, for any nonzero representation V with fV invertible
(hence V1 6= 0) there exists a nonzero morphism V −→ (k ⇒ 0) −→ C. If the map
fC |K1

is injective, then C contains a nonzero subrepresentation K = (K1, fC(K1))
with fK invertible and gK = 0, hence gK − λfK is invertible for all λ ∈ X. In both
cases, there exists a UX-module V and a nonzero morphism V −→ C, contradicting
the assumption that C is an X-contramodule.
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Assume that the map gC is not surjective. Then the quiver representation C has
a quotient representation L = (C1, C2/gC(C2)) with gL = 0 and L2 = coker(gC) 6= 0.
Once again, there are two possibilities. If the map fL is not surjective, then C
has a projective quotient representation N = (0 ⇒ k). In this case, for any quiver
representation V , one has Ext1R(V,N) = 0 if and only if V is projective. In particular,
Ext1R(V,N) 6= 0 for any nonzero representation V with fV invertible.

If the map fL is surjective, then N = (L1/ ker(fL), L2) is a nonzero quotient
representation of C with gN = 0 and fN invertible. In this case, it suffices to notice
that a nonzero vector space with a zero operator x = g/f is not an injective object
of the category of k[x]-modules. In particular, consider the quiver representation
V = (k ⇒ k) with fV = 1 and gV = 0 (so fV is invertible and gV − λfV is invertible
for all λ ∈ X). Then Ext1R(V,N) = Ext1k[x](k,N1) ∼= N1 6= 0 (where x = g/f acts by

zero both in k and in N1).
In both cases, we have found a UX-module V such that Ext1R(V,N) 6= 0. Since

the category of Kronecker quiver representations has homological dimension 1, the
functor Ext1R(V,−) is right exact and it follows that Ext1R(V, C) 6= 0. �

Lemma 8.4. For any X not containing 0, one has:
(a) for any X-comodule M = (fM , gM), the vector space M1

∼= M2 with the linear
operator y = fM/gM is a vY-comodule;

(b) for any X-contramodule C = (fC , gC), the vector space C1
∼= C2 with the linear

operator y = fC/gC is a vY-contramodule.

Proof. Part (b): For any quiver representations V and C with the operators gV and
gC invertible one has Ext∗R(V, C) ∼= Ext∗k[y](V1, C1), where y acts in V1

∼= V2 and
C1

∼= C2 by the operators f/g. Set V1 = TY = V2, with the operator fV being the
multiplication with y and gV = id. Then the maps fV and gV are invertible, and so
is the map gV −λfV for all λ ∈ X. Hence Ext∗k[y](TY, C1) ∼= Ext∗R(V, C) = 0 whenever

C is an X-contramodule. The proof of part (a) is similar. �

Lemma 8.5. For any X not containing 0, one has:
(a) any Kronecker quiver representation M = (fM , gM) such that the map gM is

invertible and the vector space M1
∼= M2 with the operator y = fM/gM belongs to

k[y]–modvY-co is an X-comodule;
(b) any Kronecker quiver representation C = (fC , gC) such that the map gC is

invertible and the vector space C1
∼= C2 with the operator y = fC/gC belongs to

k[y]–modvY-ctra is an X-contramodule.

Proof. Part (b): the class of X-contramodules is closed under infinite products in
the category of Kronecker quiver representations. Hence, in view of Lemma 8.1(b),
it suffices to consider the case when the vector space C1

∼= C2 with the operator
y = fC/gC belongs to k[y]–modv{µ}-ctra for some fixed value of µ ∈ Y. Changing the

coordinate on P1(k) reduces the question to the case µ = 0.
Furthermore, any v{0}-contramodule (or in other words, a k-vector space with a

y-power infinite summation operation) can be obtained from the 1-dimensional vec-
tor space k with the operator y = 0 using cokernels, extensions, and projective
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limits (of which the latter reduce to kernels and infinite products). The class of
X-contramodules is closed under all those operations in the category of quiver rep-
resentations; so it suffices to show that the representations C with gC invertible and
fC = 0 are X-contramodules for all X ∋ ∞. Without loss of generality, one can
assume that X = {∞}.

Let V be a Kronecker quiver representation with fV invertible. We have to check
that HomR(V, C) = 0 = Ext1R(V, C). Indeed, any morphism h : V −→ C vanishes,
since the invertibility of fV and the vanishing of fC together imply the vanishing
of the map h2 : V2 −→ C2, and then in view of the invertibility of gC the map
h1 : V1 −→ C1 vanishes as well. Now let 0 −→ C −→ A −→ V −→ 0 be a short
exact sequence of quiver representations. Then the subspaces C2 and fA(A1) form a
direct sum decomposition of the vector space A2, and it follows that the subspaces
C1 and g−1

A (fA(A1)) form a direct sum decomposition of the vector space A1. Thus
the short exact sequence of representations is split.

The proof of part (a) is similar. �

Proof of Proposition 8.2. Follows from Lemmas 8.3, 8.4, and 8.5. �

Now we consider the general case when the subset X ⊂ P1(k) may contain
the point 0 (so one can possibly have X = P1(k)). The idea is to compute the
R-R-bimodule K = UX/R, and consequently the functors ΓuX

= TorR1 (K,−) and
∆uX

= Ext1R(K,−). Then we will use the following category-theoretic observations.

Lemma 8.6. Let C be a category with products and a zero object. Assume that the
identity endofunctor IdC : C −→ C decomposes as a product of a family of functors
Fi : C −→ C, where i ranges over some index set I,

IdC =
∏

i∈I
Fi.

Denote by Ci ⊂ C the essential image of the functor Fi, viewed as a full subcategory
in C. Then the category C is equivalent to the Cartesian product of the categories Ci,

C ∼=×i∈I Ci.

Proof. The functor F : C −→×i∈I Ci is simply the collection of the functors Fi, that
is F = (Fi)i∈I . The inverse functor G : ×i∈I Ci −→ C is the functor of I-indexed
product in the category C restricted to the full subcategory ×i∈I Ci ⊂ C

I . Clearly,
the composition G ◦ F : C −→ C is the identity functor.

The key observation is that for any objects C, D ∈ C, any morphism
∏

i∈I Fi(C) ∼=
C −→ D ∼=

∏

i∈I Fi(D) decomposes as a product of morphisms Fi(C) −→ Fi(D). It
follows that, for any objects Ci ∈ Ci and Dj ∈ Cj with i 6= j, there are no nonzero
morphisms Ci −→ Dj . Hence for any object Ci ∈ Ci one has Fj(Ci) = 0 for all
j 6= i, and consequently Fi(Ci) = Ci. Furthermore, the functors Fi preserve products
in C, since they are retracts of the identity functor. This allows to show that the
composition F ◦G is the identity functor. �
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We recall that, in the category-theoretic terminology, a left adjoint functor to the
inclusion of a subcategory is called a reflector, and a subcategory admitting such an
adjoint functor is said to be reflective.

Lemma 8.7. Let A be a category with products and a zero object, and let C ⊂ A be
a reflective full subcategory with the reflector ∆: A −→ C. Suppose that the functor
∆ decomposes as a product of a family of functors ∆i : A −→ C,

∆ =
∏

i∈I
∆i.

Denote by Ci ⊂ A the essential image of the functor ∆i, viewed as a full subcategory
in A. Then one has Ci ⊂ C, the category C is equivalent to the Cartesian product
of the categories Ci, and the functor ∆i : A −→ Ci is the reflector onto the full
subcategory Ci ⊂ A.

Proof. Set Fi = ∆i|C and apply the previous lemma. �

The following theorem is the main result of this section.

Theorem 8.8. For any subset ∞ ∈ X ⊂ P1(k), the following assertions hold.
(a) Any X-comodule M has a unique, functorial decomposition into a direct sum

of {λ}-comodules Mλ over λ ∈ X, and any such direct sum M =
⊕

λ∈X Mλ of
{λ}-comodules Mλ is a X-comodule. The category of X-comodules is thus equivalent
to the Cartesian product of the categories of {λ}-comodules over λ ∈ X (each of
which is equivalent to the category of k-vector spaces with a locally nilpotent linear
operator z).

(b) Any X-contramodule C has a unique, functorial decomposition into a di-
rect product of {λ}-contramodules Cλ over λ ∈ X, and any such direct product
C =

∏

λ∈X C
λ of {λ}-contramodules Cλ is a X-contramodule. The category of

X-contramodules is thus equivalent to the Cartesian product of the categories of
{λ}-contramodules over λ ∈ X (each of which is equivalent to the category of
k-vector spaces with a z-power infinite summation operation).

Proof. The R-R-bimodule UX can be described as the following representation of the
Cartesian square (• ⇒ •) × (• ⇒ •) of the Kronecker quiver • ⇒ • (we recall the
notation SX = X−1k[x] for the relevant localization of the polynomial ring k[x]):

(12)

SX SX

SX SX

1

x

1

x

1 x 1 x
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In the same vein, the R-R-bimodule K = UX/R is described as the following
representation of the quiver (• ⇒ •)× (• ⇒ •):

(13)

SX/k SX/(k ⊕ kx)

SX SX/k

1

x

1

x

1 x 1 x

The key observation is that the representation (13) decomposes into a direct sum
of representations indexed by the points of the set X. This direct sum decomposition
of (13) is induced by the direct sum decomposition

SX
∼= k[x] ⊕

⊕

λ∈X\{∞}

(

⊕

n≥1
k(x− λ)−n

)

of the vector space SX. Hence we obtain an X-indexed direct sum decomposition of
the functor ΓuX

= TorR1 (K,−) and an X-indexed direct product decomposition of the
functor ∆uX

= Ext1R(K,−). It remains to apply Proposition 3.1(b) together with
the dual assertion to Lemma 8.7 in order to deduce part (a) of the theorem, and
Proposition 3.2(b) together with Lemma 8.7 in order to deduce part (b).

The description of the categories of {λ}-comodules and {λ}-contramodules in
parts (a) and (b) is provided by Proposition 8.2. It suffices to change the coordinate
on the projective line P1(k) suitably in order to include the case λ = 0. �
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