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#### Abstract

Let $G$ be a simple algebraic group over an algebraically closed field of characteristic zero or positive odd, good characteristic. Let $B$ be a Borel subgroup of $G$. We show that the spherical conjugacy classes of $G$ intersect only the double cosets of $B$ in $G$ corresponding to involutions in the Weyl group of $G$. This result is used in order to prove that for a spherical conjugacy class $\mathcal{O}$ with dense $B$-orbit $v_{0} \subset B w B$ there holds $\ell(w)+\operatorname{rk}(1-w)=\operatorname{dim} \mathcal{O}$ extending to the case of groups over fields of odd, good characteristic a characterization of spherical conjugacy classes obtained by Cantarini, Costantini and the author. It is also shown that the weights occurring in the $G$-module decomposition of the ring of regular functions on $\mathcal{O}$ are self-adjoint and they lie in the -1 -eigenspace of the element $w$.


## Introduction

If an algebraic group acts with finitely many orbits, a natural way to understand the action is given by the combinatorics of the Zariski closures of such orbits. In [25], [29], a detailed description of the combinatorics of the closures of orbits for a Borel subgroup $B$ in a symmetric space $G / K$ is given. The description is provided in terms of an action, on the set of these orbits, of a monoid $M(W)$ related to the Weyl group $W$ of $G$. This action is best understood considering the decomposition into $B$-orbits of an orbit of a minimal parabolic subgroup. Through this approach several invariants of the $B$-orbits can be determined, including their dimension. To each $B$-orbit it is possible to associate a Weyl group element and the Weyl group element corresponding to the (unique) dense $B$-orbit in the symmetric space can be described in combinatorial terms. A formula for the dimension of each $B$-orbit $v$ is provided in terms of its associated Weyl group element and the sequence of elements in the monoid that are necessary to reach $v$ from a closed $B$-orbit. When the symmetric space corresponds to an inner involution, that is, if it corresponds to a conjugacy class in $G$, the attached Weyl group element is just the element corresponding to the Bruhat cell containing the $B$-orbit.

The monoid action can be carried over to homogeneous spaces of algebraic groups for which the action of the Borel subgroup has finitely many orbits, i.e., the spherical homogeneous spaces
([28]) and it can be used to define representations of the Hecke algebra ([18]). When the homogeneous space is a conjugacy class the natural map from the set of $B$-orbits to the Weyl group given in terms of the Bruhat decomposition is still defined. A more geometric approach to a Bruhat order on spherical varieties has been addressed in [7]. Besides, a genuine Weyl group action on the set of $B$-orbits on a spherical homogeneous space was defined in [17].

The action of $M(W)$ on a spherical homogeneous space does not afford all nice properties that it had in the symmetric case (see [8] for some key counterexamples) and it is natural to ask which properties still hold for spherical conjugacy classes. One of the main differences between the general spherical case and the symmetric case is that there are $B$-orbits that do not lie in the $M(W)$-orbit of a closed one. However, every $B$-orbit can be reached from a closed $B$-orbit through a sequence of moves involving either the $M(W)$-action or the $W$-action ([28]).

A natural question is whether we can provide formulas for the dimension of each $B$-orbit in a spherical conjugacy class in terms of the actions of $M(W)$ and $W$. Although not all results in [25] hold at this level of generality, there are properties that hold true in general. For instance, the dimension of the dense $B$-orbit in a spherical conjugacy class is governed by a formula analogous to the formula for the dimension of the dense $B$-orbit in a symmetric conjugacy class. This result, when the base field is $\mathbb{C}$, was achieved in [10], leading to a characterization of spherical conjugacy classes in complex simple algebraic groups. The interest in this formula lied in the verification of De Concini-Kac-Procesi conjecture on the dimension of irreducible representations of quantum groups at the roots of unity ([11]) in the case of spherical conjugacy classes. For this reason, the analysis was restriced to the case of an algebraic group over an algebraically closed field of characteristic zero. In order to obtain the characterization, a classification of all spherical conjugacy classes in a simple algebraic group was needed, and part of the results were obtained through a case-by-case analysis involving this classification.

In the present paper we apply the combinatorics of $M(W)$-action and $W$-action on the set of $B$-orbits of a spherical conjugacy class in a simple algebraic group to retrieve the formula in [10]. This will show that the characterization of spherical conjugacy classes can be achieved without using their classification and without drastic restrictions on the characteristic of the base field.

A first question to be answered concerns which Bruhat cell may contain a $B$-orbit of a spherical conjugacy class. In the case of a symmetric conjugacy class it is immediate to see that the corresponding Weyl group elements are involutions. An analysis of the actions of $M(W)$ and $W$ allows us to generalize this result to all spherical conjugacy classes.
Theorem 1 All B-orbits in a spherical conjugacy class lie in Bruhat cells corresponding to involutions in the Weyl group.

In order to understand the Weyl group elements associated with the dense $B$-orbit we analyze the variation of the Weyl group element with respect to the action of the monoid $M(W)$. This analysis leads to a description of the stationary points, i.e., of those $B$-orbits for which the associated Weyl group element does not change under the action of all standard generators of $M(W)$. Stationary points other than the dense $B$-orbit do not exist in symmetric conjugacy classes but they exist, for instance, in spherical unipotent conjugacy classes.

The results in [29] allow us to describe the Weyl group element corresponding to a stationary point, and more precisely, the one associated with the dense $B$-orbit.

Combining the analysis of representatives of the dense $B$-orbit with Theorem 1 yields a new proof of the formula in [10], that holds now in almost all characteristes and does not require the
classification of spherical conjugacy classes:
Theorem 2 Let $\mathcal{O}$ be a spherical conjugacy class in a simple algebraic group $G$, let $v_{0}$ be its dense $B$-orbit and let $B w B \supset v_{0}$. Then $\operatorname{dim} \mathcal{O}=\ell(w)+\operatorname{rk}(1-w)$.

It is proved in [10] with a characteristic-free argument that if a conjugacy class $\mathcal{O}$ intersects some $B w B$ with $\ell(w)+\operatorname{rk}(1-w)=\operatorname{dim} \mathcal{O}$ then $\mathcal{O}$ is spherical, hence the results in the present paper provide a characteristic-free proof of the characterization of spherical conjugacy class given in [10].

The element $w$ corresponding to the dense $B$-orbit plays a role in the $G$-module decomposition of the ring $k[\mathcal{O}]$ of regular functions on $\mathcal{O}$, which is multiplicity-free ([9],[15]). Indeed, $w=w_{0} w_{\Pi}$, the product of the longest element in $W$ and the longest element of a suitable parabolic subgroup $W_{\Pi}$ of $W$. All weights of eigenvectors of the $B$-action on the function field $k(\mathcal{O})$ are orthogonal to the root subsystem $\Phi(\Pi)$ and we have:
Theorem 3 Let $\mathcal{O}$ be a spherical conjugacy class in a simple algebraic group $G$, let $v_{0}$ be its dense $B$-orbit and let $B w B \supset v_{0}$. The weights occurring in the $G$-module decomposition of $k[\mathcal{O}]$ are self-adjoint and lie in $P^{+} \cap Q \cap \operatorname{Ker}(1+w)$.

Explicit examples of the $G$-module decomposition of $k[\mathcal{O}]$ can be found in [1], [20], [23], [32].
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## 1 Preliminaries

Let $G$ be a simple algebraic group over an algebraically closed field $k$ of characteristic 0 or odd and good ([30, $\S 4.3]$ ). Let $B$ be a Borel subgroup of $G$, let $T$ be a maximal torus contained in $B$ and $B^{-}$the Borel subgroup opposite to $B$. Let $U$ (respectively $U^{-}$) be the unipotent radical of $B$ (respectively $B^{-}$). For an algebraic group $K$ we shall denote by $K^{\circ}$ its identity component.

We shall denote by $\Phi$ the set of roots relative to $(B, T)$; by $\Phi^{+}$the corresponding positive roots; by $\Delta=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ the corresponding set of simple roots. We shall use the numbering of the simple roots in [4, Planches I-IX]. The height of a root $\alpha$ will be indicated by ht $(\alpha)$. We shall indicate by $P^{+}$and $Q$, respectively, the set of dominant weights and the root lattice associated with $\Phi$ and $(B, T)$. For a co-character $\alpha^{\vee}: k \rightarrow G$ and a nonzero scalar $h \in k$ we shall denote by $\alpha^{\vee}(h) \in T$ the image of $h$ through $\alpha^{\vee}$.

We shall denote by $W$ the Weyl group associated with $G$ and by $s_{\alpha}$ the reflection corresponding to the root $\alpha$. By $\ell(w)$ we shall denote the length of the element $w \in W$ and by $\operatorname{rk}(1-w)$ we shall mean the rank of $1-w$ in the standard representation of the Weyl group. By $w_{0}$ we shall denote the longest element in $W$ and by $\vartheta$ we shall denote the automorphism of $\Phi$ given by $-w_{0}$. By $\Pi$ we shall always denote a subset of $\Delta$ and $\Phi(\Pi)$ will indicate the corresponding root subsystem. We shall denote by $W_{\Pi}$ the parabolic subgroup of $W$ generated by the simple reflections in $\Pi$. Given
an element $w \in W$ we shall denote by $\dot{w}$ a representative of $w$ in the normalizer $N(T)$ of $T$. For any root $\alpha$ in $\Phi$ we shall denote by $x_{\alpha}(t)$ the elements of the corresponding root subgroup $X_{\alpha}$ of $G$.

We assume that we have fixed an ordering of the positive roots so that every $u \in U$ is written uniquely as an ordered product of elements of the form $x_{\alpha}(l)$, for $l \in k$ and $\alpha \in \Phi^{+}$. Given an element $u \in U$ by abuse of language we will say that a root $\gamma \in \Phi^{+}$occurs in $u$ if for the expression of $u$ as an ordered product of $x_{\alpha}\left(l_{\alpha}\right)$ 's we have $l_{\gamma} \neq 0$. If $\alpha \in \Delta$ we shall indicate by $P_{\alpha}$ the minimal non solvable parabolic subgroup containing $X_{-\alpha}$ and by $P_{\alpha}^{u}$ its unipotent radical.

For $w \in W$, we shall denote by $U^{w}$ (respectively, $U_{w}$ ) the subgroup generated by the root subgroups $X_{\alpha}$ corresponding to those $\alpha \in \Phi^{+}$for which $w^{-1}(\alpha) \in-\Phi^{+}$(respectively, $\Phi^{+}$). We shall denote by $T^{w}$ the subgroup of the torus that is centralized by any representative $\dot{w}$ of $w$.

Given an element $x \in G$ we shall denote by $\mathcal{O}_{x}$ the conjugacy class of $x$ in $G$ and by $G_{x}$ (resp. $B_{x}$, resp. $T_{x}$ ) the centralizer of $x$ in $G$ (resp. $B$, resp. $T$ ). The center of a group $H$ will be indicated by $Z(H)$. For a conjugacy class $\mathcal{O}=\mathcal{O}_{x}$ we shall denote by $\mathcal{V}$ the set of $B$-orbits into which $\mathcal{O}$ can be decomposed.

Definition 1.1 Let $K$ be a connected algebraic group over $k$. A homogeneous $K$-space is called spherical if it has a dense orbit for some Borel subgroup of K.

It is well-known ([6], [31] in characteristic $0,[12],[17]$ in positive characteristic) that $X$ is a spherical homogeneous $G$-space if and only if the set of $B$-orbits in $X$ is finite.

## $2 B$-orbits and Bruhat decomposition

Let $\mathcal{O}$ be a conjugacy class of $G$ and let $\mathcal{V}$ be the set of $B$-orbits in $\mathcal{O}$. There is a natural map $\phi: \mathcal{V} \rightarrow W$ associating to $v \in \mathcal{V}$ the element $w$ in the Weyl group of $G$ for which $v \subset B w B$. The set $\mathcal{V}$ carries a partial order given by: $v \leq v^{\prime}$ if $\bar{v} \subset \overline{v^{\prime}}$. If $\mathcal{O}$ is spherical the minimal $B$-orbits are the closed ones and there is a unique maximal orbit, namely the dense $B$-orbit $v_{0}$ in $\mathcal{O}$.

Lemma 2.1 Let $\mathcal{O}$ be a conjugacy class and let $v, v^{\prime} \in \mathcal{V}$. If $v \leq v^{\prime}$ then $\phi(v) \leq \phi\left(v^{\prime}\right)$ in the Bruhat order in $W$.

Proof. We have: $v \subset \bar{v} \subset \overline{v^{\prime}} \subset \overline{B \phi\left(v^{\prime}\right) B}=\dot{U}_{\sigma \leq \phi\left(v^{\prime}\right)} B \sigma B$ so $\phi(v) \leq \phi\left(v^{\prime}\right)$.
Lemma 2.2 Let $x \in G$ be either semisimple or unipotent and let $\mathcal{O}_{x}$ be a spherical conjugacy class. The image through $\phi$ of a closed $B$-orbit in $\mathcal{O}$ is 1.

Proof. If $\mathcal{O}=\mathcal{O}_{x}$ and $H=G_{x}$, the $B$-orbit of $g x g^{-1}$ corresponds to the double coset $B g H$ through the natural morphism from $G$ to $\mathcal{O}_{x}$ mapping $g$ to $g x g^{-1}$. Borrowing an argument from [28, $\S 3.4$ (b)] we see that the closed $B$-orbits correspond to closed double cosets $B g H$ so that $B_{H}=\left(H \cap g^{-1} B g\right)$ is a Borel subgroup of $H$ and of $H^{\circ}$. Let $x$ be semisimple. Since it is not restrictive to assume that $G$ is simply connected, we have $H=H^{\circ}$ and $x \in Z(H)=Z\left(B_{H}\right)$ by [27, Corollary 6.2.9]. Hence, the representative $g x g^{-1}$ of the closed $B$-orbit lies in $B$.

Let $x$ be unipotent. By [30, §3.15] with $S=\{x\}$ we have $x \in H^{\circ}$, hence $x \in Z\left(H^{\circ}\right) \subset B_{H}$ and the statement follows.

Remark 2.3 All closed $B$-orbits in a spherical conjugacy class $\mathcal{O}_{x}$ have the same dimension ([28, $\S 3.4$ (b)]) namely $\operatorname{dim} B-\operatorname{dim} B_{G_{x}}^{\circ}$ where $B_{G_{x}}$ denotes a Borel subgroup in the centralizer of $x$.

Remark 2.4 The converse of Lemma 2.2 does not hold for spherical unipotent elements. For instance, if $\mathcal{O}$ is a spherical unipotent conjugacy class in $G=S L_{n}(\mathbb{C})$ the combinatorics of the closures of the $B$-orbits that are contained in $B$ is described in [19]: if $\mathcal{O}$ is the minimal unipotent orbit in $G$ the $B$-orbits that are contained in $B$ are in bijection with the transpositions in $S_{n}$, and only $B . x_{\beta}(1)=X_{\beta} \backslash\{1\}$, for $\beta$ the highest root in $\Phi$, is closed.

Remark 2.5 In a spherical semisimple conjugacy class, $v$ being closed is equivalent to $\phi(B \cdot x)=1$ and to $v \cap T \neq \emptyset$. Indeed if $v$ is closed then $v$ is contained in $B$ so a representative $x \in v$ is conjugate in $B$ to some element in $T$. Viceversa, if $v=B . t$ for some $t \in T$ then $t$ normalizes $B$ and by [3, Theorem 9.2] the conjugacy class $B . t$ is closed.

Let $M=M(W)$ be the monoid with elements $m(w)$ indexed by the elements $w \in W$ with relations

$$
m(s) m(w)=m(s w), \text { if } \ell(s w)>\ell(w), m(s) m(w)=m(w), \text { if } \ell(s w)<\ell(w)
$$

The monoid $M(W)$ is generated by the elements $m(s)$ corresponding to simple reflections, subject to the braid relations and to the relation $m(s)^{2}=m(s)$. In [25] an action of the monoid $M(W)$ on the set of $B$-orbits of a symmetric space is defined. This action can be generalized to an action of $M(W)$ on the set $\mathcal{V}$ of $B$-orbits of a spherical homogeneous space (see, for instance, [28, §3.6]). The action of $m(s)$, for a simple reflection $s=s_{\alpha}$ is given as follows. If $P_{\alpha}$ is the minimal parabolic subgroup corresponding to $\alpha$ and $v \in \mathcal{V}$ then $m(s) \cdot v$ is the dense $B$-orbit in $P_{\alpha} v$. This action is analyzed in [8], [17],[18, §4.1], [25]. We provide an account of the information we will need.

Given $v \in \mathcal{V}$, choose $y \in v$ with stabilizer $\left(P_{\alpha}\right)_{y}$ in $P_{\alpha}$. Then $\left(P_{\alpha}\right)_{y}$ acts on $P_{\alpha} / B \cong \mathbb{P}^{1}$ with finitely many orbits. Let $\psi:\left(P_{\alpha}\right)_{y} \rightarrow P G L_{2}(k)$ be the corresponding group morphism. The kernel of $\psi$ is $\operatorname{Ker}(\alpha) P_{\alpha}^{u}$. The image $H$ of $\left(P_{\alpha}\right)_{y}$ in $P G L_{2}(k)$ is either: $P G L_{2}(k)$; or solvable and contains a nontrivial unipotent subgroup; or a torus; or the normalizer of a torus. Here is a list of the possibilities that may occur.

$$
\text { I } P_{\alpha} v=v \text { so } H=P G L_{2}(k) ;
$$

IIa $P_{\alpha} v=v \cup m(s) v$, with $\operatorname{dim} v=\operatorname{dim} P_{\alpha} v-1$. We may choose $y \in v$ such that $\psi\left(X_{\alpha}\right) \subset$ $H \subset \psi(B)$.

IIb $P_{\alpha} v=v \cup v^{\prime}$, with $\operatorname{dim} v^{\prime}=\operatorname{dim} v-1$ and $v$ is open in $P_{\alpha} v$ so $m(s) v=v$. We may choose $y \in v$ such that $\psi\left(X_{-\alpha}\right) \subset H \subset \psi\left(B^{-}\right)$.

IIIa $P_{\alpha} v=v \cup v^{\prime} \cup m(s) v$, with $\operatorname{dim} v=\operatorname{dim} v^{\prime}=\operatorname{dim} P_{\alpha} v-1$ and $v \neq v^{\prime}$. We may choose $y \in v$ such that $H=\psi(T)$.

IIIb $P v=v \cup v^{\prime} \cup v^{\prime \prime}$, with $\operatorname{dim} v-1=\operatorname{dim} v^{\prime}=\operatorname{dim} v^{\prime \prime}$ and $v$ is open in $P_{\alpha} v$ so $m(s) v=v$. We may choose $y \in v$ such that $H=\psi\left(\dot{s}_{\alpha} x_{\alpha}(-1) T x_{\alpha}(1) \dot{s}_{\alpha}^{-1}\right)$.

IVa $P v=v \cup m(s) v$, with $\operatorname{dim} v=\operatorname{dim} P_{\alpha} v-1$. We may choose $y \in v$ such that $H=\psi(N(T))$.
IVb $P v=v \cup v^{\prime}$, with $\operatorname{dim} v=\operatorname{dim} v^{\prime}+1$, and $v$ is open in $P_{\alpha} v$ so $m(s) v=v$. We may choose $y \in v$ such that $H=\psi\left(N\left(\dot{s}_{\alpha} T \dot{s}_{\alpha}^{-1}\right)\right)$.

Based on the structure of $H$, cases II, III, and IV are also called type $U$, type $T$ and type $N$, respectively.

A $W$-action on $\mathcal{V}$ can be defined ([17], [18, $\S 4.2 .5$, Remark]) as follows: in case II the two $B$-orbits are interchanged; in case III the two non-dense orbits are interchanged, in all other cases the $B$-orbits are fixed. The image of $v \in \mathcal{V}$ through the action of a simple reflection $s \in W$ will be denoted by s.v.

We recall ([28, §3.6]) that a reduced decomposition of $v \in \mathcal{V}$ is a pair $(\mathbf{v}, \mathbf{s})$ with $\mathbf{v}=$ $(v(0), v(1), \ldots, v(r))$ a sequence of distinct elements in $\mathcal{V}$ and $\mathbf{s}=\left(s_{i_{1}}, \ldots, s_{i_{r}}\right)$ a sequence of simple reflections such that: $v(0)$ is closed; $v(j)=m\left(s_{i_{j}}\right) .(v(j-1))$ for $1 \leq j \leq r-1$; $\operatorname{dim}(v(j))=\operatorname{dim}(v(j-1))+1$ and $v(r)=v$.

All $B$-orbits in a symmetric homogeneous space admit a reduced decomposition ([25, §7]). This is still the case for the dense $B$-orbit in spherical homogeneous spaces but it is not always the case for general $B$-orbits. The reader can refer to [8] for a series of counterexamples. We will use a weaker notion of decomposition that exists for every $v \in \mathcal{V}$.

Given a reduced decomposition $(\mathbf{v}, \mathbf{s})=\left((v(0), \ldots, v(r)),\left(s_{i_{1}}, \ldots, s_{i_{r}}\right)\right)$ of $v \in \mathcal{V}$ a subexpression of $(\mathbf{v}, \mathbf{s})([28, \S 3.6])$ is a sequence $\mathbf{x}=\left(v^{\prime}(0), v^{\prime}(1), \ldots, v^{\prime}(r)\right)$ of elements in $\mathcal{V}$ with $v^{\prime}(0)=v(0)$ and such that for $1 \leq i \leq r$ only one of the following alternatives occurs:
(a) $v^{\prime}(j-1)=v^{\prime}(j)$;
(b) $v^{\prime}(j-1) \neq v^{\prime}(j), \operatorname{dim} v^{\prime}(j-1)=\operatorname{dim} v^{\prime}(j)$ and $v^{\prime}(j)=s_{i_{j}} \cdot v^{\prime}(j-1)$;
(c) $\operatorname{dim} v^{\prime}(j-1)=\operatorname{dim} v^{\prime}(j)-1$ and $v^{\prime}(j)=m\left(s_{i_{j}}\right) \cdot\left(v^{\prime}(j-1)\right)$.

The element $v^{\prime}(r)$ is called the final term of the subexpression. Even though some $B$-orbits in a spherical homogeneous space might not have a reduced decomposition, every $v \in \mathcal{V}$ is the final term of a subexpression of a reduced decomposition of the dense $B$-orbit $v_{0}$. This is to be found in [28, $\S 3.6$ Proposition 2] and it holds also in positive odd characteristic.

Lemma 2.6 Let $\mathcal{O}$ be a spherical conjugacy class, let $v \in \mathcal{V}$ and let $s=s_{\alpha}$ be a simple reflection. If $w=\phi(v)$ is an involution then $w^{\prime}=\phi(m(s) \cdot v)$ is an involution.

Proof. We consider $P_{\alpha} v=v \cup(B s B)$. $v$. If $m(s) v=v$ there is nothing to prove. Let us assume that $m(s) v \subset(B s) . v$. Then $m(s) . v \subset B s B w B s B$. The following four possibilities may occur.

1. $\ell(s w s)=\ell(w)+2$. By [27, Lemma 8.3.7] we have $w^{\prime}=s w s$ and the statement holds.
2. $\ell(s w)>\ell(w)$ and $\ell(s w s)=\ell(w)$. Since $w$ is an involution, by [29, Lemma 3.2 (ii)] with $\theta=$ id we have $s w=w s$. Besides, by [27, Lemma 8.3.7] we have

$$
m(s) . v \subset B s w B s B=B s w B \cup B s w s B
$$

hence $w^{\prime} \in\{s w, w\}$ is an involution.
3. $\ell(s w)<\ell(w)$ and $\ell(s w s)=\ell(w)$. Again by [29, Lemma 3.2 (i)] with $\theta=$ id we have $s w=w s$. Then

$$
m(s) . v \subset B s B w B s B \subset B s w s B \cup B s w B
$$

so $w^{\prime} \in\{w, w s\}$ is an involution.
4. $\ell(s w s)=\ell(w)-2$. We have

$$
m(s) . v \subset B s B w B s B \subset B s w B \cup B s w s B \cup B w s B \cup B w B .
$$

By $\left[28, \S 3.6\right.$ Proposition 1 (a)] we have $v \leq m(s) . v$ so by Lemma 2.1 there holds $w \leq w^{\prime}$ hence $w^{\prime} \neq s w, w s, s w s$ and $w^{\prime}=w$ is an involution.

Theorem 2.7 Let $\mathcal{O}$ be a spherical conjugacy class, and let $\phi: \mathcal{V} \rightarrow W$ be the natural map. Then the image of $\phi$ consists of involutions.

Proof. We first consider a spherical semisimple conjugacy class. Let $v \in \mathcal{V}$ and let $\mathbf{x}$ be a subexpression of a reduced decomposition of the dense $B$-orbit $v_{0}$ with initial term a closed $B$ orbit $v(0)$ and final term $v$. We proceed by induction on $\operatorname{dim} v$. If $v$ has minimal dimension then it is closed, otherwise it would contain in its closure a $B$-orbit of strictly smaller dimension. It follows from Lemma 2.2 that $\phi(v)=1$.

Let us assume then that $\operatorname{dim} v(r)>\operatorname{dim} v(0)$. If $v(r)=v(r-1)$ we may shorten the sequence replacing $r$ by $r-1$. Hence we may assume that $v(r)=m(s) v(r-1)$ or $v(r)=s . v(r-1)$ for some simple reflection $s=s_{\alpha}$. If $v(r)=m(s) v(r-1)$ then $\operatorname{dim} v(r)$ is strictly larger than $\operatorname{dim} v(r-1)$ so we may use the induction hypothesis and Lemma 2.6. Let us assume that $v(r)=s \cdot v(r-1)$. Then $\operatorname{dim}(v(r-1))=\operatorname{dim} v(r)$. If we proceed downwards along the terms of the subexpression we might have a sequence of steps in which either the $B$-orbit does not change or it changes through the $W$-action, but we will eventually reach a step at which $v(j)=m\left(s^{\prime}\right)(v(j-1))$ with $\operatorname{dim}(v(j))>\operatorname{dim} v(j-1)$, where we can apply Lemma 2.6. Hence there is a $B$-orbit $v^{\prime} \neq v$ in the sequence with $\operatorname{dim} v^{\prime}=\operatorname{dim} v$ and $\phi\left(v^{\prime}\right)=w$ an involution. Therefore we may reduce to the case in which $v^{\prime}=v(r-1)$ and $v=v(r)=s . v(r-1)$ with $v(r-1) \neq v(r)$. The analysis of the decomposition into $B$-orbits of $P_{\alpha} v$ shows that we are in case IIIa. Then $v \subset B \dot{s} v^{\prime} \dot{s}^{-1} B \subset$ $B s B w B s B$.
If $\ell(s w s)=\ell(w)+2$ then $v \subset B s w s B$ and we have the statement.
If $s w>w$ and $\ell(s w s)=\ell(w)$ then $s w=w s$ and $v \subset B s w B \cup B s w s B$ so $\phi(v)$ is an involution. If $s w<w$ and $\ell(w)=\ell(s w s)$ then $s w=w s$ and $v \subset B w B \cup B s w B$ so $\phi(v)$ is an involution.
Let us assume that $\ell(s w s)=\ell(w)-2$. It follows from the proof of Lemma 2.1 in this case that $\phi(m(s) v)=\phi\left(m(s) v^{\prime}\right)=w=\phi\left(v^{\prime}\right)$. By [14, Lemma 1.6] we have $w^{-1} \alpha=w \alpha \in-\Phi^{+}$. Thus $X_{\alpha}$ lies in $U^{w}$ and we may choose representatives $x=u_{x} \dot{w} \mathrm{v}_{x}$ and $y=u_{y} \dot{w} \mathrm{v}_{y}$ of the same $B$-orbit $v^{\prime}$ with $u_{x}, u_{y} \in U^{w}$ and $\mathrm{v}_{x}, \mathrm{v}_{y} \in U$ for which $u_{x}, \mathrm{v}_{y} \in P_{\alpha}^{u}$.

Conjugation by $\dot{s}$ maps $x$ in $B s w B \cup B s w s B$, hence $\dot{s} x \dot{s}^{-1} \in v$ and $\phi(v) \in\{s w, s w s\}$. On the other hand, conjugation by $\dot{s}$ maps $y$ in $B s w s B \cup B w s B$, hence $\dot{s} y \dot{s}^{-1} \in v$ and $\phi(v) \in$ $\{s w, s w s\} \cap\{w s, s w s\}$ is an involution. Thus we have the statement for spherical semisimple conjugacy classes.

Let us consider the spherical conjugacy class of an element $x \in G$ with Jordan decomposition su. The proof will follow by induction as in the previous case once we show that the image
through $\phi$ of a closed $B$-orbit is an involution. As in the proof of Lemma 2.2, if $y=g x g^{-1}$ is a representative of a closed $B$-orbit then $\left(G_{x} \cap g^{-1} B g\right)^{\circ}$ is a Borel subgroup of $G_{x}^{\circ}$ and $u \in Z\left(G_{x}^{\circ}\right)$ by [30, §3.15]. Thus the unipotent part $g u g^{-1}$ of $y$ lies in $B$ and $\phi(B . y)=\phi\left(B . g s g^{-1}\right)$. The conjugacy class $\mathcal{O}_{s}$ is spherical because if $B g G_{x}=B g\left(G_{s} \cap G_{u}\right)$ is dense in $G$ then $B g G_{s}$ is dense in $G$. By the first part of the proof $\phi(B . y)$ is an involution.

Remark 2.8 The reader is referred to [10, $\S 1.4$, Remark 4] for a different proof, in characteristic zero, that the image through $\phi$ of the dense $B$-orbit $v_{0}$, denoted by $z(\mathcal{O})$, is an involution. In the same paper $\phi\left(v_{0}\right)$ for all spherical conjugacy classes of a simple algebraic group over $\mathbb{C}$ is explicitely computed.

## 3 Stationary points

In this Section we shall analyze those elements in $v \in \mathcal{V}$ for which $\phi(m(s) v)=\phi(v)$ for all simple reflections $s \in W$.

Definition 3.1 Let $v \in \mathcal{V}$, let $w=\phi(v)$ and let $\alpha$ be a simple root. We say that $v$ is a stationary point with respect to $\alpha$ if $\phi(v)=\phi\left(m\left(s_{\alpha}\right) v\right)$. We say that $v$ is a stationary point if it is a stationary point with respect to all simple roots.

It follows from the results in [25] that stationary points different from the dense $B$-orbit do not exist in symmetric conjugacy classes. They do exist in unipotent spherical conjugacy classes.

Example 3.2 Let $\mathcal{O}_{\text {min }}$ be the minimal nontrivial unipotent conjugacy class in a group $G$ of semisimple rank at least 2 . It is well-known that $\mathcal{O}_{\text {min }}$ is spherical. If $\beta$ denotes the highest root in $\Phi$ then $B \cdot x_{\beta}(1)=X_{\beta} \backslash\{1\}$ is a stationary point. Indeed, if $\alpha$ is a simple root, $P_{\alpha}=B s_{\alpha} X_{\alpha} \cup B$ and $P_{\alpha} \cdot x_{\beta}(t) \subset B \cdot X_{s_{\alpha}(\beta)} \cup B \cdot x_{\beta}(1) \subset B$ so $\phi\left(B \cdot x_{\beta}(1)\right)=\phi\left(m\left(s_{\alpha}\right)\left(B \cdot x_{\beta}(1)\right)=1\right.$.

The following lemmas describe stationary points with respect to a simple root.
Lemma 3.3 Let $v \in \mathcal{V}$ with $w=\phi(v)$. Let $\alpha$ be a simple root such that $s_{\alpha} w<w$ in the Bruhat order. Then $v$ is a stationary point with respect to $\alpha$.

Proof. Let us put $s=s_{\alpha}$. If $s w<w$ then $\phi(m(s) v) \in\{s w s, s w, w s, w\}$ and $\phi(m(s) v) \geq \phi(v)$. If $s w=w s$ the statement follows because $w s<w$ and $s w s=w$. Otherwise it follows because $s w, w s, s w s<w$.

Lemma 3.4 Let $v \in \mathcal{V}$ with $w=\phi(v)$. Let $\alpha$ be a simple root such that $s_{\alpha} w>w$ in the Bruhat order. Let $x=u \dot{w} \mathrm{v} \in v$ with $u \in U^{w}, \dot{w} \in N(T)$ and $\mathrm{v} \in U$. Then $v$ is a stationary point with respect to $\alpha$ if and only if the following conditions hold:

1. $s_{\alpha} w=w s_{\alpha}$;
2. $\mathrm{v} \in P_{\alpha}^{u}$, the unipotent radical of $P_{\alpha}$;
3. $X_{ \pm \alpha}$ commutes with $\dot{w}$.

Proof. Let $v$ be a stationary point with respect to $\alpha$. Theorem 2.7 ensures that $w$ is an involution. We have either $s_{\alpha} w s_{\alpha}>s_{\alpha} w$ or $s_{\alpha} w s_{\alpha}=w$. If the first case were possible, we would have $\dot{s}_{\alpha} x \dot{s}_{\alpha}^{-1} \in B s_{\alpha} w s_{\alpha} B$ and $v$ would not be a stationary point. Hence 1 holds, $w \alpha=\alpha$ and $\alpha$ does not occur in $u \in U^{w}$.

Let us consider $y=\dot{s}_{\alpha} x \dot{s}_{\alpha}^{-1}$. The element

$$
y=\left(\dot{s}_{\alpha} u \dot{s}_{\alpha}^{-1}\right)\left(\dot{s}_{\alpha} \dot{w} \dot{s}_{\alpha}^{-1}\right)\left(\dot{s}_{\alpha} \mathrm{v} \dot{s}_{\alpha}^{-1}\right) \in B \dot{w}\left(\dot{s}_{\alpha} \mathrm{v} \dot{s}_{\alpha}^{-1}\right) .
$$

If $\alpha$ would occur in v then by [27, Lemmas 8.1.4, 8.3.7] we would have $y \in B w s_{\alpha} B \cap P_{\alpha} v$ with $w s_{\alpha}=s_{\alpha} w>\phi\left(m\left(s_{\alpha}\right) v\right)$, a contradiction. Hence 2 holds for any representative $x$.

Let then $x \in v$, let $l \in k$ and let $x_{1}=x_{\alpha}(l) x x_{\alpha}(-l)=u_{1} \dot{w}_{1} \mathrm{v}_{1}$. Since $\alpha \in \Delta$ and $u, \mathrm{v} \in P_{\alpha}^{u}$ we have

$$
\dot{w}_{1}=\dot{w} \quad \text { and } \quad \mathrm{v}_{1}=\left(\dot{w}^{-1} x_{\alpha}(l) \dot{w}\right) \mathrm{v} x_{\alpha}(-l) \in P_{\alpha}^{u} .
$$

By Chevalley's commutator formula $\mathrm{v}_{1} \in P_{\alpha}^{u}$ only if $\dot{w}^{-1} x_{\alpha}(l) \dot{w}=x_{\alpha}(l)$, that is, only if 3 holds for $X_{\alpha}$.
Let $l \in k$ and let $x_{2}=x_{-\alpha}(l) x x_{-\alpha}(-l)$. Since $\alpha \in \Delta$ and $u, \mathrm{v} \in P_{\alpha}^{u}$ the element $x_{-\alpha}(l) u x_{-\alpha}(-l)$ lies in $U$ so

$$
x_{2} \in U \dot{w}\left(\dot{w}^{-1} x_{-\alpha}(l) \dot{w}\right) \mathrm{v} x_{-\alpha}(-l) .
$$

If $\left(\dot{w}^{-1} x_{-\alpha}(l) \dot{w}\right) \mathrm{v} x_{-\alpha}(-l)$ would not lie in $U$ we would have $\phi\left(B \cdot x_{2}\right)=w s_{\alpha}>w$, a contradiction. Hence $\left(\dot{w}^{-1} x_{-\alpha}(l) \dot{w}\right) \mathrm{v} x_{-\alpha}(-l) \in U$. By Chevalley's commutator formula this is possible only if $\dot{w}^{-1} x_{-\alpha}(l) \dot{w}=x_{-\alpha}(l)$, that is, only if 3 holds for $X_{-\alpha}$.

Let $x$ satisfy 2, and 3. Then $P_{\alpha} v=P_{\alpha} x \subset B \dot{s}_{\alpha} X_{\alpha} \cdot x \cup v$. Properties 2 and 3 imply that $B \dot{s}_{\alpha} X_{\alpha} \cdot x \subset B w B$ so $v$ is stationary.

Lemma 3.5 Let $\mathcal{O}$ be a spherical conjugacy class, let $v \in \mathcal{V}$ be a stationary point and let $w=$ $\phi(v)$. Let $\Pi=\{\alpha \in \Delta \mid w(\alpha)=\alpha\}$ and $w_{\Pi}$ be the longest element in $W_{\Pi}$. Then $w=w_{\Pi} w_{0}$.

Proof. By Theorem 2.7 the element $w \in W$ is an involution. By Lemma 3.4 if $\alpha \in \Delta$ and $w \alpha \in \Phi^{+}$then $w \alpha=\alpha$. The statement follows from [29, Proposition 3.5].

Example 3.6 Let $G$ be of type $A_{n}$ and let $\mathcal{O}$ be a spherical conjugacy class. Then the image through $\phi$ of the dense $B$-orbit is $w=w_{0} w_{\Pi}$ for some $\Pi \subset \Delta$. The set $\Pi$ must be stabilized by $\vartheta=-w_{0}$ because for $\alpha \in \Pi$ we have

$$
\alpha=w \alpha=w_{0} w_{\Pi} \alpha \in-w_{0} \Pi .
$$

Besides, if $\alpha_{j}$ lies in $\Pi$ then $\alpha_{j}=w\left(\alpha_{j}\right)=-w_{\Pi}\left(\alpha_{n-j+1}\right)$ so $\alpha_{j}$ and $\alpha_{n-j+1}$ must lie in the same connected component of $\Pi$. Hence, $\Pi=\left\{\alpha_{t}, \alpha_{t+1}, \cdots, \alpha_{n-t+1}\right\}$ for some $t$ and

$$
w=\left(s_{\beta_{t}} \cdots s_{\left.\beta_{\left[\frac{n}{2}\right]}\right]}\right) w_{0}=s_{\beta_{1}} \cdots s_{\beta_{t-1}}
$$

where $\beta_{1}, \cdots, \beta_{\left[\frac{n}{2}\right]}$ is the sequence given by the highest root, the highest root of the root system orthogonal to $\beta_{1}$, and so further.

The argument in the example above shows that, for any stationary point, $\Pi$ has to be invariant with respect to $\vartheta=-w_{0}$. Besides, the restriction of $w_{0}$ to $\Phi(\Pi)$ always coincides with $w_{\Pi}$.

If $w=\phi(v)$ for some stationary point $v \in \mathcal{V}$, the involution $w$ may be written as a product of reflections with respect to $\operatorname{rk}(1-w)$ mutually orthogonal roots $\gamma_{1}, \ldots, \gamma_{m}$ ([24, Page 910]). Thus, $U_{w}$ (notation as in Section 1) is the subgroup generated by the root subgroups $X_{\gamma}$ with $\left(\gamma, \gamma_{j}\right)=0$ for every $j$. In other words, $U_{w}$ is the subgroup generated by $X_{\gamma}$ for $\gamma \in \Phi(\Pi)$ and $U^{w}$ is normalized by $U_{w}$.

## 4 The dense $B$-orbit

We shall turn our attention to the special stationary point given by the dense $B$-orbit $v_{0}$. We will first analyze the possible $\Pi$ for which $\phi\left(v_{0}\right)=w_{0} w_{\Pi}$. These are subsets of $\Delta$ for which the restriction of $w_{0}$ to $\Phi(\Pi)$ coincides with the longest element $w_{\Pi}$ of the parabolic subgroup $W_{\Pi}$ of $W$. Next step will be to show which connected components of $\Pi$ may not consist of isolated roots.

Lemma 4.1 Let $\mathcal{O}$ be a spherical conjugacy class, let $v_{0}$ be its dense $B$-orbit and let $w=w_{0} w_{\Pi}=$ $\phi\left(v_{0}\right)$. Let $\alpha$ and $\beta$ be simple roots with the following properties:

- $(\beta, \beta)=(\alpha, \alpha)$;
- $w_{0}(\beta)=-\beta$;
- $\beta \not \perp \alpha$;
- $\beta \perp \alpha^{\prime}$ for every $\alpha^{\prime} \in \Pi \backslash\{\alpha\}$.

Then $\{\alpha\}$ cannot be a connected component of $\Pi$.
Proof. Let us assume that, in the hypothesis of the Lemma, $\{\alpha\}$ is a connected component of $\Pi$ so that $w$ is the product of $w_{0} s_{\alpha}$ with the longest element $w_{\Pi^{\prime}}$ of the parabolic subgroup $W_{\Pi^{\prime}}$ of $W$ associated with the complement $\Pi^{\prime}$ of $\alpha$ in $\Pi$. Let us choose a representative of $v_{0}$ of the form $x=\dot{w} \mathrm{v}$. We claim that $\mathrm{v} \in P_{\beta}^{u}$. Otherwise, given a representative $\dot{s}_{\beta}$ of $s_{\beta}$ in $N(T)$, we consider $y=\dot{s}_{\beta} \dot{w} v \dot{s}_{\beta}^{-1}$. Then, as $s_{\beta}$ commutes with $w_{0}$ and $w_{\Pi^{\prime}}$ by assumption, we would have, for some $l \in k:$

$$
y=\dot{w}_{0} \dot{s}_{\alpha+\beta} \dot{w}_{\Pi^{\prime}} \mathrm{v}_{1} x_{-\beta}(l) \mathrm{v}_{2} \in B w_{0} s_{\alpha+\beta} w_{\Pi^{\prime}} B s_{\beta} B ; \quad \text { with } \mathrm{v}_{1}, \mathrm{v}_{2} \in P_{\beta}^{u}
$$

Besides $w_{0} s_{\alpha+\beta} w_{\Pi^{\prime}}(\beta)$ is positive and different from $\beta$. Thus, $w_{0} s_{\alpha+\beta} w_{\Pi^{\prime}} s_{\beta}>w_{0} s_{\alpha+\beta} w_{\Pi^{\prime}}$ and in this case $\phi(B . y)=w_{0} s_{\alpha+\beta} w_{\Pi^{\prime}} s_{\beta}$ would not be an involution contradicting Lemma 2.7. Hence, $\mathrm{v} \in P_{\beta}^{u}$ and $\mathrm{v}^{\prime}=\dot{s}_{\beta} \mathrm{v} \dot{s}_{\beta}^{-1} \in U$.

Let us consider a representative $\dot{s}_{\alpha}$ of $s_{\alpha}$ in $N(T)$ and the element:

$$
z=\dot{s}_{\alpha} \dot{s}_{\beta} \dot{w} \mathrm{v} \dot{s}_{\beta}^{-1} \dot{s}_{\alpha}^{-1}=\left(\dot{w}_{0} \dot{s}_{\beta} \dot{w}_{\Pi^{\prime}}\right)\left(\dot{s}_{\alpha} \dot{s}_{\beta} \mathrm{v} \dot{s}_{\beta}^{-1} \dot{s}_{\alpha}^{-1}\right) \in B w_{0} s_{\beta} w_{\Pi^{\prime}} B\left(\dot{s}_{\alpha} \mathrm{v}^{\prime} \dot{s}_{\alpha}^{-1}\right) B
$$

Here we have used that $w_{0}(\alpha)=-\alpha$ because $\alpha$ is an isolated root in $\Pi$. If $\mathrm{v}^{\prime}$ lies in $P_{\alpha}^{u}$ then $\phi(B . z)=w_{0} s_{\beta} w_{\Pi^{\prime}}$. If $\mathrm{v}^{\prime}$ does not lie in $P_{\alpha}^{u}$ then

$$
z \in B w_{0} s_{\beta} w_{\Pi^{\prime}} B\left(\dot{s}_{\alpha} \mathrm{v}^{\prime} \dot{s}_{\alpha}^{-1}\right) B \subset B w_{0} s_{\beta} w_{\Pi^{\prime}} B \cup B w_{0} s_{\beta} s_{\alpha} w_{\Pi^{\prime}} B
$$

It follows from Theorem 2.7 that also in this case $\phi(B . z)=w_{0} s_{\beta} w_{\Pi^{\prime}}$ because $\left(w_{0} s_{\beta} s_{\alpha} w_{\Pi^{\prime}}\right)^{2}=$ $s_{\alpha} s_{\beta} \neq 1$. On the other hand, $\ell(\phi(B . z))=\ell\left(w_{0} s_{\alpha} w_{\Pi^{\prime}}\right)=\ell\left(\phi\left(v_{0}\right)\right)$ with $\phi(B . z) \neq \phi\left(v_{0}\right)$, contradicting $\phi(B . z) \leq \phi\left(v_{0}\right)$.

Corollary 4.2 Let $\mathcal{O}$ be a noncentral spherical conjugacy class, let $v_{0}$ be its dense $B$-orbit and let $w=w_{0} w_{\Pi}=\phi\left(v_{0}\right)$. Then $\Pi$ is either empty or it is one of the following subsets of $\Delta$ :
Type $A_{n}$

$$
\circ \cdots \circ--\bullet \cdots \bullet--\circ \cdots \circ \quad \Pi=\left\{\alpha_{l}, \cdots, \alpha_{n-l+1}\right\}, \quad 2 \leq l \leq\left[\frac{n}{2}\right]
$$

Type $B_{n}$

$$
\begin{gathered}
\circ \cdots \circ--\bullet \cdots \bullet=>=\bullet \quad \Pi_{1}=\left\{\alpha_{l}, \cdots, \alpha_{n}\right\}, \quad 2 \leq l \leq n \\
\bullet--\circ \cdots \bullet--\circ--\bullet \cdots \bullet=>=\bullet \\
\Pi_{2}=\left\{\alpha_{1}, \alpha_{3}, \cdots, \alpha_{2 l-1}, \alpha_{2 l+1}, \alpha_{2 l+2}, \cdots, \alpha_{n}\right\}, \quad 1 \leq l \leq \frac{n}{2}
\end{gathered}
$$

Type $C_{n}$

$$
\begin{gathered}
\circ \cdots \circ--\bullet \cdots \bullet=<=\bullet \quad \Pi_{1}=\left\{\alpha_{l}, \cdots, \alpha_{n}\right\}, \quad 2 \leq l \leq n \\
\bullet--\circ \cdots \bullet--\circ--\bullet \cdots \bullet=<=\bullet \\
\Pi_{2}=\left\{\alpha_{1}, \alpha_{3}, \cdots, \alpha_{2 l-1}, \alpha_{2 l+1}, \alpha_{2 l+2}, \cdots, \alpha_{n}\right\}, \quad 1 \leq l \leq \frac{n}{2}
\end{gathered}
$$

Type $D_{n}$

$D_{2 m+1} \bullet--\circ--\cdots \bullet--\circ--\bullet--\circ \Pi_{3}=\left\{\alpha_{1}, \alpha_{3}, \cdots, \alpha_{2 m-1}\right\}$
$D_{2 m}$


Type $E_{6}$


Type $E_{7}$


Type $E_{8}$


Type $F_{4}$

$$
\begin{array}{ll}
\bullet--\bullet=>=\bullet--\circ & \Pi_{1}=\left\{\alpha_{1}, \alpha_{2}, \alpha_{3}\right\} \\
\bullet--\bullet=>=\bullet--\bullet & \Pi_{2}=\left\{\alpha_{2}, \alpha_{3}, \alpha_{4}\right\}
\end{array}
$$

$$
\circ--\bullet=>=\bullet-\circ \quad \Pi_{3}=\left\{\alpha_{2}, \alpha_{3}\right\}
$$

Type $G_{2}$

$$
\begin{array}{ll}
\bullet \equiv<\equiv \circ & \Pi_{1}=\left\{\alpha_{1}\right\} \\
\bullet \equiv<\equiv \bullet & \Pi_{2}=\left\{\alpha_{2}\right\} .
\end{array}
$$

Proof. Most of the restrictions are due to the fact that $w_{\Pi}=\left.w_{0}\right|_{\Phi(\Pi)}$. The isolated roots occurring as connected components of $\Pi$ are necessarily alternating, or differ by a node, or their length is different from the length of all adjacent roots, as it happens to $\left\{\alpha_{n}\right\}$ in type $C_{n}$.

Remark 4.3 All the above diagrams actually occur when $k=\mathbb{C}$ (cfr. [10]). They are strictly more than the Araki-Satake diagrams for symmetric conjugacy classes (see [2], [13], [26, Table 1]).

Theorem 4.4 Let $\mathcal{O}$ be a spherical conjugacy class, let $v_{0}$ be its dense B-orbit and let $w=$ $\phi\left(v_{0}\right)=w_{0} w_{\Pi}$. Then

$$
\operatorname{dim}(\mathcal{O})=\ell(w)+\operatorname{rk}(1-w)
$$

Proof. Let $\pi_{0}$ be the restriction to $v_{0}$ of the natural map $\pi: G \rightarrow G / B=\cup_{\sigma \in W} B \sigma B / B$. Its image is precisely the Bruhat cell $C_{w}=B w B / B$ and the image of $\mathcal{O}$ through $\pi$ lies in the corresponding Schubert variety $\overline{C_{w}}=\cup_{\sigma \leq w \in W} B \sigma B / B$. By [27, Theorem 5.1.6 (ii)] for a generic point $g B \in C_{w}$ and for every irreducible component $C$ of the fiber $\pi_{0}^{-1}(g B)$ we have:

$$
\operatorname{dim}(\mathcal{O})=\operatorname{dim}\left(v_{0}\right)=\operatorname{dim}\left(C_{w}\right)+\operatorname{dim}(C)=\ell(w)+\operatorname{dim}(C)
$$

Let $g=u \dot{w} \mathrm{v} \in v_{0}$ with $u \in U^{w}, \dot{w} \in N(T)$ and $\mathrm{v} \in U$. Then

$$
\pi_{0}^{-1}(g B)=\left\{x \in v_{0} \mid x=u \dot{w} b, \text { for some } b \in B\right\} .
$$

Let us consider $g^{\prime}=u^{-1} g u=\dot{w} \mathrm{v} u \in v_{0}$. Then $x$ lies in $\pi_{0}^{-1}(g B)$ if and only if $x=a g^{\prime} a^{-1}=$ $u \dot{w} b$ for some $a, b \in B$. Moreover, if $a=a^{w} a_{w} t \in U^{w} U_{w} T$ we necessarily have $a^{w}=u$ so $\pi_{0}^{-1}(g B)=u \pi_{0}^{-1}\left(g^{\prime} B\right) u^{-1}$. Besides, $\pi_{0}^{-1}\left(g^{\prime} B\right)$ is the $T U_{w}$-orbit of $g^{\prime}$ so it is irreducible and $\operatorname{dim} C=\operatorname{dim}\left(T U_{w} \cdot g^{\prime}\right)$.

Let $\phi_{w}: T \rightarrow T$ be the group morphism $t \mapsto \dot{w}^{-1} t \dot{w} t^{-1}$ so that $T^{w}=\operatorname{Ker}\left(\phi_{w}\right)$. For $t u_{w} \in$ $T U_{w}$ we have $t u_{w} g^{\prime} u_{w}^{-1} t^{-1}=\dot{w} \phi_{w}(t) t u_{w} \mathrm{v} u u_{w}^{-1} t^{-1}$ by Lemma 3.4 and $v_{0} \cap \dot{w} U$ is precisely the $T^{w} U_{w}$-orbit of $g^{\prime}$. Then, $\pi_{0}^{-1}\left(g^{\prime} B\right)$ is parametrized by pairs $\left(t T^{w}, \dot{w} v^{\prime}\right)$ in $T / T^{w} \times\left(v_{0} \cap \dot{w} U\right)$ so $\operatorname{dim}(C)=\operatorname{rk}(1-w)+\operatorname{dim}\left(v_{0} \cap \dot{w} U\right)$.

The theorem follows if we show that $\operatorname{dim}\left(v_{0} \cap \dot{w} U\right)=0$, or, equivalently, that the identity component $\left(T^{w}\right)^{\circ}$ of $T^{w}$ and $U_{w}$ centralize an element in $v_{0} \cap \dot{w} U$. We shall provide a description of the elements in $\mathcal{O} \cap \dot{w} B$ that will lead to the knowledge of $v_{0} \cap \dot{w} U$.

For $\Pi$ as above we shall denote by $P_{\Pi}$ the standard parabolic subgroup corresponding to $\Pi$ and by $L_{\Pi}$ its standard Levi factor generated by $T$ and the one-parameter subgroups $X_{ \pm \beta}$ with $\beta \in \Pi$. Since $U_{w}=\left\langle X_{\alpha}, \alpha \in \Pi\right\rangle$, the unipotent radical of $P_{\Pi}$ is $U^{w}$.

Let us recall that the depth $\operatorname{dp}(\beta)$ of a positive root $\beta$ is the minimal length of a $\sigma$ in $W$ for which $\sigma \beta \in-\Phi^{+}([5])$. Then $\operatorname{dp}(\beta)-1$ is the minimal length of a $\sigma^{\prime} \in W$ for which $\sigma^{\prime} \beta$ is a simple root.

Lemma 4.5 Let $\mathcal{O}, v_{0}, w=\phi\left(v_{0}\right)$ and $\Pi$ be as in Theorem 4.4 and let $x=\dot{w} t v \in \mathcal{O} \cap \dot{w} B$. Then $\mathrm{v} \in U^{w}$. In particular, this holds for $x \in v_{0} \cap \dot{w} B$.

Proof. Let us assume that for a fixed ordering of the positive roots some root $\gamma$ in $\Phi^{+}(\Pi)$ occurs in the expression of v and let us assume that $\gamma$ is of minimal depth in $\Phi(\Pi)$ with this property. By Lemma 3.4 the root $\gamma$ is not simple. Then, there exists $\sigma \in W_{\Pi}$ such that $\sigma(\gamma)=\alpha \in \Pi$ and we choose $\sigma$ of minimal length with this property. Minimality of depth implies that for every root $\gamma^{\prime} \in \Phi^{+}(\Pi)$ occurring in v we have $\sigma \gamma^{\prime} \in \Phi^{+}$while $\sigma \in W_{\Pi}$ implies that for every $\beta \in \Phi^{+} \backslash \Phi(\Pi)$ occurring in v we have $\sigma \gamma^{\prime} \in \Phi^{+}$. Then, for $\dot{\sigma} \in N(T)$ we would have:

$$
\dot{\sigma} x \dot{\sigma}^{-1}=\dot{w} t^{\prime} \dot{\sigma} \mathrm{v} \dot{\sigma}^{-1} \in \mathcal{O} \cap B w_{\Pi} w_{0} B \quad \text { for some } t^{\prime} \in T .
$$

The $B$-orbit represented by $\dot{\sigma} x \dot{\sigma}^{-1}$ would be stationary with $\alpha \in \Pi$ and $\dot{\sigma} v \dot{\sigma}^{-1} \notin P_{\alpha}^{u}$ contradicting Lemma 3.4.

Let us consider the action of $T^{w}$ by conjugation on $x=\dot{w} \mathrm{v} \in v_{0} \cap \dot{w} U$. A necessary condition for $\operatorname{dim}\left(v_{0} \cap \dot{w} U\right)=0$ to hold is that $\left(T^{w}\right)^{\circ}$ commutes with v .

If $w_{0}=-1$, since $w_{\Pi}(\beta)$ is positive for all roots $\beta \in \Phi^{+} \backslash \Phi(\Pi)$ we have

$$
\operatorname{dim} T^{w}=n-\operatorname{rk}(1-w)=n-\operatorname{rk}\left(1+w_{\Pi}\right)=|\Pi|
$$

so $\left(T^{w}\right)^{\circ}$ is generated by $\operatorname{Im}\left(\alpha^{\vee}\right)$ for $\alpha \in \Pi$.
If $w_{0}=-\vartheta \neq-1$ an analysis of the diagrams in Corollary 4.2 shows that $\left(T^{w}\right)^{\circ}$ is generated by $\operatorname{Im}\left(\alpha^{\vee}\right)$ for $\alpha \in \Pi$ and $\operatorname{Im}\left(\left(\alpha^{\vee}\right)\left(\vartheta \alpha^{\vee}\right)^{-1}\right)$ for $\alpha \in \Delta \backslash \Pi$. Therefore we need to show that the roots occurring in v are orthogonal to $\Pi$ and, if $\Phi$ is of type $A_{n}, D_{2 n+1}$ or $E_{6}$, that that they are $\vartheta$-invariant.

Lemma 4.6 Let $\Phi$ be simply-laced. Let $\mathcal{O}, v_{0}, w, \Pi$, be as in Theorem 4.4 and let $x=\dot{w} t \mathrm{v} \in$ $\mathcal{O} \cap \dot{w} B$. Then all roots occurring in v are orthogonal to $\Pi$.

Proof. If $\Pi=\emptyset$ there is nothing to prove. If $\Pi=\Delta$ then $w=w_{0} w_{\Pi}=1=\phi\left(v_{0}\right)$ so $\mathcal{O}$ is central and the statement is evident. We shall assume for the rest of the proof that $\Pi \neq \emptyset, \Delta$.

The basic idea of the proof is to show that if some $\gamma \not \perp \Pi$ would occur in v there would exist $v \in \mathcal{V}$ such that $\phi(v)$ is not an involution contradicting Theorem 2.7. The proof consists in the construction of an element $\tau \in W$ such that:

1. $\tau \gamma=\alpha$ is a simple root;
2. no root occurring in v is made negative by $\tau$;
3. $\tau w \gamma$ is negative.

Putting $\sigma=s_{\alpha} \tau=\tau s_{\gamma}$, conditions 1 and 2 guarantee that, for $\dot{\sigma}=\dot{s}_{\alpha} \dot{\tau} \in N(T)$ we would have:

$$
\dot{\sigma} x \dot{\sigma}^{-1} \in \dot{\sigma} \dot{w} \dot{\sigma}^{-1} B X_{-\alpha} B \in B \sigma w_{0} w_{\Pi} \sigma^{-1} B s_{\alpha} B .
$$

Then, we would have:

$$
\sigma w_{0} w_{\Pi} \sigma^{-1} \alpha=s_{\alpha} \tau w s_{\gamma}^{-1} \tau^{-1} \alpha=-s_{\alpha} \tau w \gamma .
$$

Moreover, if $\gamma \in \Phi^{+}$is not orthogonal to $\Pi$, then $w \gamma$ is negative and different from $-\gamma$ for if $w \gamma=-\gamma$ then for every $\alpha \in \Pi$ we have: $(\gamma, \alpha)=(\gamma, w \alpha)=\left(w^{-1} \gamma, \alpha\right)=-(\gamma, \alpha)=0$.

Thus, condition 3 guarantees that $\sigma w_{0} w_{\Pi} \sigma^{-1} \alpha$ is positive and different from $\alpha$ so $\sigma w_{0} w_{\Pi} \sigma^{-1}<$ $\sigma w_{0} w_{\Pi} \sigma^{-1} s_{\alpha}$. Then if $\gamma$ occurred in v we would have $\phi\left(B . \dot{\sigma} x \dot{\sigma}^{-1}\right)=\sigma w_{0} w_{\Pi} \sigma^{-1} s_{\alpha}$ which is not an involution.

We shall deal with the different possibilities for $\Phi$ and $\Pi$ separately, using the labeling of $\Pi$ in Corollary 4.2. We will rule out roots inductively so that the preceding steps will ensure condition 2 to hold. We shall also make use of the following three observations.
I. Let $\Phi^{\prime}=\Phi\left(\Delta^{\prime}\right)$ be a subsystem of $\Phi$ on which the actions of $w_{0}$ and $w_{\Delta^{\prime}}$ coincide and let $\Pi \subset \Delta^{\prime}$. If the occurrence of a $\gamma \in \Phi^{\prime}$ that is not orthogonal to $\Pi$ has been excluded for $\Phi^{\prime}$ and $\Pi$, then the occurrence of $\gamma$ is excluded for $\Phi$ and $\Pi$. Indeed, if $\tau \in W_{\Delta^{\prime}}$ satisfies conditions 1,2 and 3 for $\gamma \in \Phi^{\prime}$, regarding $\tau$ as an element of $W$ we see that conditions 1 and 3 are immediate and condition 2 follows from condition 2 in $\Phi^{\prime}$ because an element in $W_{\Delta^{\prime}}$ cannot make negative a root in $\Phi^{+} \backslash \Phi^{\prime}$. Thus, if $\Phi^{\prime}$ and $\Pi$ have already been handled, the analysis for $\Phi$ and $\Pi$ will reduce to roots in $\Phi^{+} \backslash \Phi^{\prime}$.
II. If some $\gamma$ may not occur in v for every $x=\dot{w} t \mathrm{v} \in \mathcal{O} \cap \dot{w} B$ then the whole $W_{\Pi}$-orbit of $\gamma$ may not occur in $\mathrm{v}^{\prime}$ for every $x^{\prime}=\dot{w} t^{\prime} \mathrm{v}^{\prime} \in \mathcal{O} \cap \dot{w} B$ because Lemma 4.5 gives $\dot{\omega} \dot{w} t \mathrm{v} \dot{\omega}^{-1} \in \mathcal{O} \cap \dot{w} B$ for every $\omega \in W_{\Pi}$. In particular, if $\gamma \not \perp \alpha_{i}$ for some $\alpha_{i} \in \Pi$ then also $s_{i} \gamma \not \perp \alpha_{i}$ and it is enough to show that one of the two roots may not occur in v .
III. Let $\gamma \not \perp \Pi$. If we can find $\tau$ with $\ell(\tau)=\operatorname{ht}(\gamma)-1$ satisfying condition 1 , then condition 3 holds automatically for those roots $\gamma$ for which $w_{\Pi} \gamma \nless \gamma$. Indeed, if we decompose $w_{\Pi}=s_{\gamma_{1}} \cdots s_{\gamma_{r}}$ as a product of reflections with respect to mutually orthogonal roots in $\Phi(\Pi)$, for every $\gamma \in \Phi$ we have $w_{\Pi} \gamma=\gamma-\sum_{i}\left(\gamma, \gamma_{i}\right) \gamma_{i}$ and we may write $w_{\Pi} \gamma=\gamma-\sigma_{1}+\sigma_{2}$ where $\sigma_{1}$ and $\sigma_{2}$ are sums of roots in $\Pi$ with disjoint support. The condition on $w_{\Pi} \gamma$ is equivalent to $\sigma_{2} \neq 0$. The condition on $\ell(\tau)$ means that we are taking $\tau=s_{i_{p}} \cdots s_{i_{1}}$ for a sequence of simple roots $\alpha, \alpha_{i_{p}}, \ldots, \alpha_{i_{1}}$ such that $\alpha_{i_{j}}+\cdots+\alpha_{i_{p}}+\alpha \in \Phi^{+}$and $\gamma=\alpha_{i_{1}}+\cdots+\alpha_{i_{p}}+\alpha$.
Moreover, the $\gamma_{j}$ and the $\sigma_{i}$ are $\vartheta$-invariant because $-\gamma_{j}=w_{\Pi} \gamma_{j}=w_{0} \gamma_{j}$. If $\tau w \gamma=$ $-\tau\left(\vartheta \gamma-\sigma_{1}+\sigma_{2}\right)$ were positive, $\tau$ would make $\vartheta \gamma-\sigma_{1}+\sigma_{2}$ negative so $\vartheta \gamma-\sigma_{1}+\sigma_{2} \leq \gamma$ and, by symmetry, we would have:

$$
\gamma-2 \sigma_{1}+2 \sigma_{2} \leq \vartheta \gamma-\sigma_{1}+\sigma_{2} \leq \gamma
$$

Thus, $2\left(\sigma_{1}-\sigma_{2}\right)$ would be a sum of positive roots, contradicting our assumption on the their supports unless $\sigma_{2}=0$.

Up to replacing $\gamma$ by $w_{\Pi} \gamma$ applying observation II, we may always make sure that $w_{\Pi} \gamma \nless \gamma$. For this reason in most of the cases we will be able to find $\gamma$ and $\tau$ satisfying both condition 2 and the assumptions needed for observation III. In the remaining cases, condition 3 will be verified by direct computation.
Type $A_{n}$. In this case $\Pi=\left\{\alpha_{l}, \alpha_{l+1}, \ldots, \alpha_{n-l+1}\right\}$ for $1 \leq l \leq\left[\frac{n+1}{2}\right]$. Let $\gamma \not \perp \Pi$ occur in v . Then $\gamma=\gamma_{t, i-1}=\alpha_{t}+\cdots+\alpha_{i-1}$ for $1 \leq t \leq l-1 \leq i-1 \leq n-l+1$ or $l \leq t \leq n-l+2 \leq i-1 \leq n-1$.

Observation II implies that it is enough to show that $\gamma_{t, l-1}$ for every $t \leq l-1$ and $\gamma_{n-l+2, i-1}$ for $i-1 \geq n-l+2$ may not occur in v . Let $\gamma_{t, l-1}$ be of minimal height among the $\gamma_{s, l-1}$ occurring in v . We consider $\tau=s_{t+1} s_{t+2} \cdots s_{l-1}$ with $\tau=1$ if $t=l-1$. Then $\tau \gamma=\alpha_{t}$ so condition 1 is satisfied. The roots made negative by $\tau$ are all of the form $\gamma_{p, l-1}$ for $p>t$, so minimality of the height ensures condition 2 , and $w_{\Pi} \gamma_{t, l-1}>\gamma$ with $\ell(\tau)=\operatorname{ht}\left(\gamma_{t, l-1}\right)-1$. The roots of type $\gamma_{n-l+2, i-1}$ are handled symmetrically.
Type $D_{n}$. Let us consider $\Pi_{1}$. The positive roots outside $\Phi\left(\Pi_{1}\right)$ that are not orthogonal to $\Pi_{1}$ are:

$$
\begin{gathered}
\gamma_{t, i-1}=\alpha_{t}+\cdots+\alpha_{i-1} \text { for } 1 \leq t \leq l-1 \leq i-1 \leq n-1 ; \\
s_{n} \gamma_{t, n-2}=\alpha_{t}+\cdots+\alpha_{n-2}+\alpha_{n} \text { for } 1 \leq t \leq l-1 \\
s_{n} \gamma_{t, n-1}=s_{n} s_{n-1} \gamma_{t, n-2}=\alpha_{t}+\cdots+\alpha_{n-1}+\alpha_{n} \text { for } t \leq l-1 ; \\
\omega_{t, i}=\alpha_{t}+\cdots+\alpha_{i-1}+2\left(\alpha_{i}+\cdots+\alpha_{n-2}\right)+\alpha_{n-1}+\alpha_{n}, \text { for } 1 \leq t \leq l-1 \leq i-1 \leq n-3
\end{gathered}
$$

Let $\gamma_{t, l-1}$ be the root of minimal height among the $\gamma_{s, l-1}$ occurring in v . Then $\tau=s_{i+1} \cdots s_{l-1}$ satisfies condition 1 by construction, condition 2 by minimality of the height and condition 3 by observation III. Observation II rules out all other roots, since $\gamma_{i, j-1}=s_{j-1} \cdots s_{l} \gamma_{i, l-1}$ and $\omega_{t, i}=s_{i} \cdots s_{n-2} s_{n} \gamma_{t, n-1}$.

Let us assume now that $\Pi=\Pi_{2}$. The above argument shows that all roots occurring in vare orthogonal to $\Pi_{1}$. Indeed, conditions 1 and 2 on $\tau$ are independent of $\Pi$ while for condition 3 a direct computation shows that $\tau w \gamma_{t, l-1}=\tau s_{\alpha} w_{0} w_{\Pi_{1}}\left(\gamma_{t, l-1}\right)$ with $\alpha=\alpha_{t}$ or $\alpha_{t-1}$ is a negative root. Then the roots that might occur in $v$ and are not orthogonal to isolated roots are:

$$
\begin{gathered}
\gamma_{t, i-1}=\alpha_{t}+\cdots+\alpha_{i-1} \text { for } 1 \leq t \leq i-1 \leq l-2 ; \\
\omega_{t, i}=\alpha_{t}+\cdots+\alpha_{i-1}+2\left(\alpha_{i}+\cdots+\alpha_{n-2}\right)+\alpha_{n-1}+\alpha_{n} \\
\quad \text { for } 1 \leq t \leq i-1 \leq l-2 \text { and } i>t+1 \text { if } \alpha_{t} \in \Pi .
\end{gathered}
$$

For the first set of roots we might use observation II and assume that $\alpha_{t} \notin \Pi$ so that $w_{\Pi} \gamma_{t, i-1} \notin$ $\gamma_{t, i-1}$. Then $\tau=s_{t+1} \cdots s_{i-1}$ together with a minimality argument for fixed $i$ rules it out. For the second set of roots we might assume that $\alpha_{i} \notin \Pi$ so that $w_{\Pi} \omega_{t, i} \notin \omega_{t, i}$ and we might use $\tau=s_{n} s_{n-1}\left(s_{n-3} \cdots s_{i-1}\right)\left(s_{n-2} \cdots s_{i}\right)\left(s_{i-2} \cdots s_{t}\right)$. Condition 1 holds by construction, condition 2 follows from the inductive procedure and condition 3 follows from observation III.

If $\Pi=\Pi_{3}$ the roots that are not orthogonal to $\Pi$ that might occur in v are:

$$
\begin{gathered}
\gamma_{t, i-1}=\alpha_{t}+\cdots+\alpha_{i-1} \text { for } 1 \leq t \leq i-1 \leq n-1 ; \\
s_{n} \gamma_{t, n-2} \text { for } 1 \leq t \leq n-1 ; \\
\qquad \alpha_{n} ; \\
s_{n-1} s_{n} \gamma_{t, n-2} \text { for } t \leq n-2 ; \\
\omega_{t, i}=\alpha_{t}+\cdots+\alpha_{i-1}+2\left(\alpha_{i}+\cdots+\alpha_{n-2}\right)+\alpha_{n-1}+\alpha_{n} \\
\text { for } 1 \leq t \leq i-1 \leq n-3 \text { with } i>t+1 \text { if } \alpha_{t} \in \Pi .
\end{gathered}
$$

For the $\gamma_{t, i-1}$ we might assume that $\alpha_{t} \notin \Pi$ and use $\tau=s_{t+1} \cdots s_{i-1}$ together a minimality argument for fixed $i$. For the second set of roots we might use $\tau=s_{n-2} \cdots s_{t}$. For $\alpha_{n}$ we use $\tau=1$. For the $s_{n} s_{n-1} \gamma_{t, n-2}$ we might assume that $\alpha_{t} \notin \Pi$ and use $\tau=s_{t+1} \cdots s_{n-2} s_{n-1} s_{n}$. For the last set of roots we might assume that $\alpha_{t} \notin \Pi$ and take $\tau=s_{n-1} s_{n}\left(s_{n-3} \cdots s_{i-1}\right)\left(s_{n-2} \cdots s_{i}\right)\left(s_{i-2} \cdots s_{t}\right)$.

If $\Pi=\Pi_{4}$ the roots that are not orthogonal to $\Pi$ are those listed for the previous case, except from $\alpha_{n}$. We need to consider the first, second and last set of roots. The above arguments and Weyl group elements work also in this case. The case $\Pi=\Pi_{5}$ is handled symmetrically.

Type $E_{6}$. In this case $\Pi$ is either $\Pi_{1}$ or $\Pi_{2}$ as in Corollary 4.2 and we will apply observation I to $\Delta^{\prime}=\Pi_{1}$.

Let $\Pi=\Pi_{1}$. The positive roots $\gamma$ that are not orthogonal to $\alpha_{6}$ and that might occur in vare: $\mu_{1}=\alpha_{2}+\alpha_{4}+\alpha_{5} ; s_{3} \mu_{1} ; s_{4} s_{3} \mu_{1} ; s_{1} s_{3} \mu_{1} ; s_{4} s_{1} s_{3} \mu_{1} ; s_{3} s_{4} s_{1} s_{3} \mu_{1}$ and their images through $s_{6}$. By observation II it is enough to rule out $\mu_{1}$ and this is achieved by using $\tau=s_{4} s_{5}$, where condition 2 holds because $\tau \in W_{\Pi}$ and $\mathrm{v} \in U^{w}$. Therefore all roots occurring in v are orthogonal to $\alpha_{6}$. The root $\alpha_{1}$ is handled symmetrically.

The admissible roots $\gamma$ that are orthogonal to $\alpha_{1}$ and $\alpha_{6}$ and are not orthogonal to $\alpha_{4}$ are: $\alpha_{2}$; $\gamma=\alpha_{1}+\alpha_{2}+2 \alpha_{3}+2 \alpha_{4}+2 \alpha_{5}+\alpha_{6}$ and their images through $s_{4}$. We rule out $\alpha_{2}$ with $\tau=1$ while the remaining roots are ruled out using observation II since $s_{3} \gamma \not \perp \alpha_{1}$ may not occur in v.

The only root in $\Phi^{+} \backslash \Phi\left(\Pi_{1}\right)$ that is orthogonal to $\alpha_{1}, \alpha_{4}$ and $\alpha_{6}$ is the highest root in $\Phi$, which is orthogonal to $\Pi$, whence the statement in this case.

Let $\Pi=\Pi_{2}$. The roots that might occur in v and are not orthogonal to $\alpha_{3}$ are: $\nu_{1}=\alpha_{2}+\alpha_{4}$; $s_{5} \nu_{1} ; \nu_{2}=s_{6} s_{5} \nu_{1} ; \nu_{3}=\alpha_{1}+\alpha_{2}+\alpha_{3}+2 \alpha_{4}+\alpha_{5} ; \nu_{4}=s_{6} \nu_{3} ; s_{5} \nu_{4}$ and their images through $s_{3}$. We only need to consider $\nu_{1}, \nu_{2}, \nu_{3}$ and $\nu_{4}$. We may use, respectively, $\tau_{1}=s_{4} ; \tau_{2}=s_{4} s_{5} s_{6}$; $\tau_{3}=s_{4} s_{3} s_{1} s_{5} s_{4}$ and $\tau_{4}=s_{1} s_{4} s_{2} s_{5} s_{4} s_{6}$, where the conditions are easily verified. Thus, all roots occurring in v are orthogonal to $\alpha_{3}$ and, by symmetry, to $\alpha_{5}$. The roots in $\Phi^{+} \backslash \Phi^{+}\left(\Pi_{1}\right)$ that are not orthogonal to $\alpha_{4}$ are: $s_{4} \nu_{1} ; s_{4} s_{5} s_{3} \nu_{1} ; s_{4} s_{3} s_{5} \nu_{4}$ and $s_{4} \nu_{4}$ and they may not occur in v by observation II.

Type $E_{7}$. In this case $\Pi$ is either $\Pi_{1}$ of type $D_{6} ; \Pi_{2}$ of type $D_{4}$; the union of $\Pi_{2}$ with $\left\{\alpha_{7}\right\}$; or $\Pi_{3}=\left\{\alpha_{2}, \alpha_{5}, \alpha_{7}\right\}$. We shall make frequent use of observation I with $\Delta^{\prime}=\Pi_{1}$.
Let $\Pi=\Pi_{1}$. The roots in $\Phi^{+} \backslash \Phi\left(\Pi_{1}\right)$ that are not orthogonal to $\alpha_{3}$ are: $\alpha_{1} ; \mu_{1}=s_{4} s_{5} s_{2} s_{4} s_{3} \alpha_{1}$; $\mu_{2}=s_{6} \mu_{1} ; \mu_{3}=s_{5} \mu_{2} ; \mu_{4}=s_{7} \mu_{2} ; \mu_{5}=s_{5} \mu_{4} ; \mu_{6}=s_{6} \mu_{5} ; \mu_{7}=s_{4} s_{5} s_{2} s_{4} s_{3} \mu_{6}$ and their images through $s_{3}$. As they all lie in the $W_{\Pi}$-orbit of $\alpha_{1}$, which is erased by $\tau=1$, all roots occurring in v are orthogonal to $\alpha_{3}$.

The possibilities for $\gamma \not \perp \alpha_{2}$ are: $\gamma_{1}=s_{4} s_{3} \alpha_{1} ; \gamma_{2}=s_{5} \gamma_{1} ; \gamma_{3}=s_{6} \gamma_{2} ; \gamma_{4}=s_{7} \gamma_{3} ; \gamma_{5}=$ $s_{4} s_{5} s_{3} s_{4} s_{2} \gamma_{3} ; \gamma_{6}=s_{4} s_{5} s_{3} s_{4} s_{2} \gamma_{4} ; \gamma_{7}=s_{6} \gamma_{6} ; \gamma_{8}=s_{5} \gamma_{7}$ and their images through $s_{2}$. They all lie in the $W_{\Pi \text {-orbit of }} \alpha_{1}$, hence these roots may not occur in $v$.

The only positive root that is orthogonal to $\alpha_{2}$ and $\alpha_{3}$ and lies is $\Phi \backslash \Phi\left(\Pi_{1}\right)$ is the highest root in $\Phi\left(E_{7}\right)$, whence the statement for $\Pi=\Pi_{1}$.

Let $\Pi$ be either $\Pi_{2}$ or $\Pi_{2} \cup\left\{\alpha_{7}\right\}$. The possible occurring roots that are not orthogonal to $\alpha_{3}$ are those listed when analyzing $\Pi=\Pi_{1}$. We need to consider $\alpha_{1} ; \mu_{2} ; \mu_{6}$ and $\mu_{4}$ (the last one only if $\left.\alpha_{7} \notin \Pi\right)$. They are excluded by using $\tau=1 ; \tau_{2}=s_{4} s_{5} s_{6} s_{2} s_{4} s_{1} ; \tau_{6}=s_{4} s_{2} s_{5} s_{6} s_{7} s_{4} s_{5} s_{6} s_{1}$ and $\tau_{4}=s_{6} s_{5} s_{4} s_{3} s_{2} s_{1} s_{4}$ where conditions are easily checked making use of observations I, II and III.

The possible roots not orthogonal to $\alpha_{2}$ are those listed when discussing the case $\Pi=\Pi_{1}$. We only need to consider $\gamma_{3} ; \gamma_{4}$ (only if $\alpha_{7} \notin \Pi$ ) and $\gamma_{7}$. We rule out $\gamma_{3}$ with $\sigma_{3}=s_{3} s_{4} s_{5} s_{6} ; \gamma_{4}$ with $\sigma_{4}=s_{6} s_{5} s_{4} s_{3} s_{1}$ and $\gamma_{7}$ with $\sigma_{7}=s_{1} s_{4} s_{2} s_{5} s_{4} s_{3} s_{6} s_{5} s_{7} s_{6} s_{4}$.

The only root in $\Phi^{+} \backslash \Phi^{+}\left(\Pi_{1}\right)$ that is orthogonal to both $\alpha_{2}$ and $\alpha_{3}$ is the highest root, whence the statement in this case.

Let $\Pi=\Pi_{3}$. The possible occurring roots that are not orthogonal to $\alpha_{7}$ are: $\beta_{1}=\alpha_{1}+\alpha_{3}+$ $\alpha_{4}+\alpha_{5}+\alpha_{6} ; \beta_{2}=s_{2} \beta_{1} ; \beta_{3}=s_{4} \beta_{2} ; \beta_{4}=s_{3} \beta_{3} ; \beta_{5}=s_{5} \beta_{3} ; \beta_{6}=s_{5} \beta_{4} ; \beta_{7}=s_{4} \beta_{6} ; \beta_{8}=s_{2} \beta_{7}$ and their images through $s_{7}$ so it is enough to consider $\beta_{i}$ for $i=1,3,4,7$. They are ruled out by using $\omega_{1}=s_{3} s_{4} s_{5} s_{6} ; \omega_{3}=\omega_{1} s_{2} s_{4} ; \omega_{4}=\omega_{3} s_{3}$ and $\omega_{7}=s_{4} s_{3} s_{1} s_{5} s_{6} s_{4} s_{5} s_{3} s_{4}$. In order to verify condition 2 for $\omega_{7}$ we need to show that $\alpha_{1}+\alpha_{3}+\alpha_{4}$ may not occur in v and this is achieved by
using $\tau=s_{3} s_{4}$. The remaining verifications are standard.
The possible roots $\nu$ that are not orthogonal to $\alpha_{2}$, are: $\nu_{1}=\alpha_{1}+\alpha_{3}+\alpha_{4} ; \nu_{2}=s_{5} \nu_{1}$; $\nu_{3}=s_{6} s_{7} \beta_{7} ; \nu_{4}=s_{5} \nu_{3}$ and their images through $s_{2}$. The root $\nu_{1}$ has already been ruled out, $\nu_{3}$ is ruled out by using $\tau=s_{3} s_{2} s_{1} s_{5} s_{4} s_{6} s_{5} s_{7} s_{6} s_{3} s_{4}$, whereas for the other roots we use observation II.

The positive roots in $\Phi \backslash \Phi\left(\Pi_{1}\right)$ that are orthogonal to $\alpha_{2}$ and $\alpha_{7}$ are also orthogonal to $\alpha_{5}$, concluding the proof for type $E_{7}$.
Type $E_{8}$. In this case $\Pi$ is either $\Pi_{0}$ of type $E_{7}, \Pi_{1}$ of type $D_{6}$ or $\Pi_{2}$ of type $D_{4}$. We shall make use of observation I applied to $\Delta^{\prime}=\Pi_{0}$.
Let $\Pi=\Pi_{0}$. The possible roots occurring in v that are not orthogonal to $\alpha_{3}$ are: $\gamma_{1}=\alpha_{4}+\alpha_{5}+$ $\alpha_{6}+\alpha_{7}+\alpha_{8} ; \gamma_{2}=s_{2} \gamma_{1} ; \gamma_{3}=s_{4} s_{1} s_{3} \gamma_{2} ; \gamma_{4}=s_{5} \gamma_{3} ; \gamma_{5}=s_{6} \gamma_{4} ; \gamma_{6}=s_{7} \gamma_{5} ; \gamma_{7}=s_{4} s_{5} s_{6} s_{2} s_{4} s_{3} s_{5} \gamma_{3} ;$ $\gamma_{8}=s_{7} \gamma_{7} ; \gamma_{9}=s_{6} \gamma_{8} ; \gamma_{10}=s_{5} \gamma_{9} ; \gamma_{11}=s_{1} s_{4} s_{3} \gamma_{10} ; \gamma_{12}=s_{2} \gamma_{11}$ and their images through $s_{3}$. The root $\gamma_{1}$ is excluded by $\tau=s_{7} s_{6} s_{5} s_{4}$ and for the remaining ones we use observation II.

The possible occurring roots that are not orthogonal to $\alpha_{2}$ are: $\beta_{1}=s_{1} s_{3} \gamma_{1} ; \beta_{2}=s_{4} s_{5} s_{3} s_{4} s_{2} \beta_{1}$ $\beta_{3}=s_{6} \beta_{2} ; \beta_{4}=s_{7} \beta_{3} ; \beta_{5}=s_{5} \beta_{4} ; \beta_{6}=s_{6} \beta_{5} ; \beta_{7}=s_{5} \beta_{3} ; \beta_{8}=s_{4} s_{5} s_{6} s_{7} s_{3} \gamma_{7}$ and their images through $s_{2}$. All these roots lie in the $W_{\Pi \text {-orbit of }} \gamma_{1}$ so they might not occur in v .

Next we consider occurrence of roots that are not orthogonal to $\alpha_{5}$. They are: $\nu_{1}=s_{5} s_{4} \gamma_{1}$; $\nu_{2}=s_{4} s_{2} s_{3} \gamma_{1} ; \nu_{3}=s_{1} s_{3} s_{6} s_{7} \gamma_{7} ; \nu_{4}=s_{4} s_{2} s_{3} s_{4} s_{5} \nu_{3}$ and their images through $s_{5}$. They all lie in the $W_{\Pi}$-orbit of $\gamma_{1}$ so they might not occur in $v$.

The possible occurring roots that are not orthogonal to $\alpha_{6}$ are $\pi_{1}=s_{6} \nu_{1} ; \pi_{2}=s_{6} \nu_{3}$ and they cannot occur. The possible roots that are not orthogonal to $\alpha_{7}$ are then $\alpha_{8}$ and $\pi_{3}=s_{7} \pi_{2}$ and using $\tau=1$ for $\alpha_{8}$ and observation II for $\pi_{3}$ we see that they cannot occur in v .

Thus the roots occurring in v are orthogonal to $\alpha_{j}$ for $j=2,3,5,6,7$. The only positive root that does not lie in $\Phi\left(E_{7}\right)$ and that is orthogonal to these simple roots is the highest root in $\Phi$, whence the statement for $\Pi=\Pi_{0}$.
Let $\Pi=\Pi_{1}$ and let us consider the occurrence in v of roots that are not orthogonal to $\alpha_{3}$. They have been listed when dealing with $\Pi=\Pi_{0}$ and we need to consider only $\gamma_{1}, \gamma_{3}$ and $\gamma_{11}$. We exclude them by using, respectively $\tau=s_{7} s_{6} s_{5} s_{4} ; \tau=s_{7} s_{6} s_{5} s_{4} s_{3} s_{2} s_{1} s_{4}$ and $\tau=$ $s_{8} s_{6} s_{5} s_{4} s_{3} s_{2} s_{1} s_{4} s_{3} s_{5} s_{4} s_{6} s_{5} s_{2} s_{4} s_{3} s_{1} s_{7} s_{6} s_{5} s_{4}$.

The possible occurring roots that are not orthogonal to $\alpha_{2}$ have been listed when dealing with $\Pi=\Pi_{0}$ and we only have to consider $\beta_{1}$. This root is ruled out by using $\tau=s_{7} s_{6} s_{5} s_{4} s_{3} s_{1}$. Similarly, in order to show that all roots occurring in v are orthogonal to $\alpha_{5}$ we only need to exclude $\nu_{3}$. However, $\nu_{3}=s_{5} s_{4} \gamma_{11}$ so it may not occur in v. Observation II together with the discussion for $\Pi=\Pi_{0}$ imply that all roots occurring in $v$ are also orthogonal to $\alpha_{6}$ and $\alpha_{7}$. As before, it follows that all roots occurring in v are orthogonal to $\Pi_{1}$.
Let $\Pi=\Pi_{2}$. In order to show that all roots occurring in v are orthogonal to $\alpha_{3}$ we have to rule out: $\gamma_{1} ; \gamma_{3} ; \gamma_{5} ; \gamma_{6} ; \gamma_{9}$ and $\gamma_{11}$ with notation as before. We may use, respectively: $\tau_{1}=s_{7} s_{6} s_{5} s_{4}$; $\tau_{3}=s_{6} s_{5} s_{4} s_{3} s_{2} s_{1} s_{4} ; \tau_{5}=s_{7} s_{6} s_{5} s_{4} s_{3} s_{2} s_{1} s_{4} s_{5} s_{6} ; \tau_{6}=s_{4} s_{5} s_{6} s_{7} s_{8} s_{2} s_{4} s_{3} s_{1} s_{5} s_{4} s_{6} s_{5} s_{7} s_{6} ; \tau_{9}=$ $s_{5} s_{6} s_{7} s_{8} s_{3} s_{4} s_{5} s_{1} s_{3} s_{4} s_{6} s_{5} s_{2} s_{4} s_{7} s_{6}$ and $\tau_{11}=s_{8} s_{6} s_{5} s_{4} s_{3} s_{2} s_{4} s_{1} s_{3} s_{5} s_{6} s_{4} s_{5} s_{2} s_{4} s_{3} s_{7} s_{6} s_{5} s_{4} s_{1}$. Even if $w_{\Pi} \gamma_{6}=\gamma_{6}+\alpha_{2}+2 \alpha_{3}+2 \alpha_{4}+\alpha_{5}>\gamma_{6}$ we cannot apply observation III in this case because there is no $\tau$ with $\ell(\tau)=\operatorname{ht}\left(\gamma_{6}\right)-1$ satisfying condition 2 . For this case we verify condition 3 by direct computation.

Since all roots that might occur in v and that are not orthogonal to $\alpha_{2}$ lie in the $W_{\Pi}$-orbit of some $\gamma_{i}$, they are excluded. Similarly, the possible occurring roots that are not orthogonal to $\alpha_{5}$ all lie in the $W_{\Pi}$-orbit of some previously excluded root.

No root $\gamma$ in $\Phi^{+} \backslash \Phi\left(\Pi_{0}\right)$ for which $\gamma \not \perp \quad \alpha_{4}$ is orthogonal to $\alpha_{2}, \alpha_{3}$ and $\alpha_{5}$, thus we have the statement in type $E_{8}$, concluding the proof.

Lemmas 3.4 and 4.6 together with Chevalley's commutator formula ([27, Proposition 9.5.3]) imply that the elements in $U_{w}$ and in $\operatorname{Im}\left(\alpha^{\vee}\right)$ for $\alpha \in \Pi$ commute with $x=\dot{w} v \in v_{0} \cap \dot{w} U$. The descriptions of $\left(T^{w}\right)^{\circ}$ and of the fiber $\pi_{0}^{-1}(u \dot{w} B)$ yield thus Theorem 4.4 in type $A_{1}, D_{2 n}, E_{7}$ and $E_{8}$. For the remaining simply-laced cases there is some extra work to be done.

Lemma 4.7 Let $\Phi$ be of type $A_{n}$, for $n \geq 2, D_{2 m+1}$, or $E_{6}$. Let $\mathcal{O}, v_{0}, w, x=\dot{w}$ tv and $\Pi$ be as in Lemma 4.6. Then all roots occurring in v are $\vartheta$-invariant.

Proof. By Lemma 4.6 we have $\gamma \perp \Pi$ but for this analysis we shall consider the case $\Pi=\emptyset$. In any case $w_{\Pi} \gamma=\gamma$ for every $\gamma$ occurring in v . We will use the same strategy and notation as in the proof of Lemma 4.6. We may use that if $\vartheta \gamma \neq \gamma$ then $w \gamma=-\vartheta w_{\Pi} \gamma=-\vartheta \gamma \neq-\gamma$ and that observation I still applies. Moreover, as $w_{\Pi} \gamma=\gamma$ we modify the argument in observation 3 in order to obtain $\gamma \leq \vartheta \gamma \leq \gamma$ for a contradiction.
Type $A_{n}$. Let $\gamma$ be a root occurring in v which is not $\vartheta$-invariant. Then $\gamma_{j, t}=\alpha_{j}+\cdots+\alpha_{t}$ with either: $j \leq t \leq l-2$ or $n-l+3 \leq j \leq t$ or $j \leq l-1 \leq n-l+2 \leq t$. For all ranges for $t$ and $j$ we may choose $\gamma_{j, t}$ of minimal height among the $\gamma_{s, t}$ occurring in v and use $\tau=s_{j+1} \cdots s_{t}$ together with observation III. This argument works also if $\Pi=\emptyset$.
Type $D_{2 m+1}$. The positive roots that are not $\vartheta$-invariant are $\alpha_{2 m}, \alpha_{2 m+1}$, or of the form $\gamma_{j, q}=$ $\sum_{p=j}^{n-2} \alpha_{p}+\alpha_{q}$ for $1 \leq j \leq 2 m-1$ and $q=2 m, 2 m+1$. None of these roots is orthogonal to $\Pi_{1}, \Pi_{2}$ nor $\Pi_{3}$. If $\Pi=\emptyset$ we exclude $\alpha_{2 m}$ and $\alpha_{2 m+1}$ with $\tau=1$. Then we consider $\gamma$ of minimal height among the $\gamma_{j, q}$ occurring in v and we rule it out by using $\tau=s_{j+1} \cdots s_{2 m-1} s_{q}$.
Type $E_{6}$. If $\gamma$ is a positive root occurring in v which is not $\vartheta$-invariant, observation I with $\Delta^{\prime}=\Pi_{1}$ shows that either $\gamma$ or $\vartheta \gamma$ is one of the following roots: $\beta_{1}=\alpha_{2}+\alpha_{3}+\alpha_{4} ; \beta_{2}=s_{1} \beta_{1} ; \beta_{3}=s_{5} \beta_{2}$; $\beta_{4}=s_{4} \beta_{3} ; \beta_{5}=s_{3} \beta_{4}$ and $\beta_{6}=s_{6} \beta_{5}$. We may rule out the listed roots by using $\tau_{1}=s_{4} s_{3} ;$ $\tau_{2}=\tau_{1} s_{1} ; \tau_{3}=\tau_{2} s_{5} ; \tau_{4}=s_{4} s_{2} s_{5} s_{4} s_{3} s_{1} ; \tau_{5}=s_{4} s_{2} s_{3} s_{1} s_{4} s_{3}$ and $\tau_{6}=\tau_{5} s_{6}$, respectively. The root $\beta_{4}$ needs to be considered only when $\Pi=\emptyset$. In this case condition 2 is not compatible with the assumption on $\ell\left(\tau_{4}\right)$ introduced in observation III so condition 3 has to be verified directly. The image of these roots through $\vartheta$ can be handled symmetrically.

Combining Lemmas 3.4, 4.6 and 4.7, the descriptions of $\left(T^{w}\right)^{\circ}$ and $\pi_{0}^{-1}(\dot{w} B)$, and Chevalley's commutator formula we obtain the proof of Theorem 4.4 if $\Phi$ is simply-laced. We will deal now with the multiply-laced types.

Lemma 4.8 Let $\Phi$ be multiply-laced. Let $\mathcal{O}, v_{0}, w, \Pi$ be as in Theorem 4.4 and let $x=\dot{w} t \mathrm{v} \in$ $\dot{w} B \cap \mathcal{O}$. Then the roots occurring in v are orthogonal to $\Pi$.

Proof. As in Lemma 4.6 we need only to consider $\Pi \neq \emptyset, \Delta$. We shall use the same strategy and observations I and II will still be of use. The labeling of the possible $\Pi$ is as in Corollary 4.2.
Type $B_{n}$. In this case $\Pi$ is either $\Pi_{1}$ or $\Pi_{2}$ and $w_{\Pi}$ is either $w_{\Pi_{1}}$ or the product of the reflections corresponding to those isolated simple roots with $w_{\Pi_{1}}$.

Let $\Pi=\Pi_{1}$. The roots $\gamma$ in $\Phi^{+} \backslash \Phi^{+}\left(\Pi_{1}\right)$ that are not orthogonal to $\Pi_{1}$ are the following:

$$
\begin{gathered}
\mu_{t, i-1}=\alpha_{t}+\cdots+\alpha_{i-1} \text { with } t<l \text { and } i \geq l \\
\nu_{t, i}=\alpha_{t}+\cdots+\alpha_{i-1}+2\left(\alpha_{i}+\cdots+\alpha_{n}\right) \text { with } t<l \text { and } i \leq l .
\end{gathered}
$$

Observation II implies that it is enough to exclude $\mu_{t, l-1}$ for every $t \leq l-1$. Let $\mu_{t, l-1}$ be of minimal height among the $\mu_{s, l-1}$ occurring in v . Then $\tau=s_{t+1} \cdots s_{l-1}$ rules it out. Condition 3 is easily verified and it holds also if $\Pi=\Pi_{2}$.

Let now $\Pi=\Pi_{2}$ and let us assume that $\gamma$ occurs in v and is not orthogonal to some root in $\Pi \backslash \Pi_{1}$. Then $\gamma$ is one of the following roots:

$$
\begin{gathered}
\beta_{t, i-1}=\alpha_{t}+\cdots+\alpha_{i-1} \text { with } 1 \leq t \leq i-1<l-1 \text { and } t \neq i-1 \text { for } t \text { odd; } \\
\delta_{t}=\alpha_{t}+\cdots+\alpha_{n} \text { for } t<l ; \\
\gamma_{t, i}=\alpha_{t}+\cdots+\alpha_{i-1}+2\left(\alpha_{i}+\cdots+\alpha_{n}\right) \text { with } 1 \leq t \leq i-1<l-1 \text { and } t \neq i-1 \text { for } t \text { odd. }
\end{gathered}
$$

In order to rule out $\beta_{t, i-1}$ we apply observation II and assume that $\alpha_{i} \in \Pi$. Then we consider $\beta_{t, i-1}$ of minimal height among the roots of type $\beta_{s, i-1}$ occurring in v and we rule it out by using $\tau=s_{t+1} \cdots s_{i-1}$. We rule out the roots of type $\delta_{t}$ by using $\tau=s_{n-1} \cdots s_{t}$. For the last set of roots we may assume that $\alpha_{i} \notin \Pi$ by observation II and then $\gamma_{t, i}$ is ruled out by $\tau=\left(s_{n-2} \cdots s_{i-1}\right)\left(s_{n} \cdots s_{i}\right)\left(s_{i-1} \cdots s_{t}\right)$, concluding the proof in type $B_{n}$.
Type $C_{n}$. In this case $\Pi$ is either $\Pi_{1}$ or $\Pi_{2}$. The roots in $\Phi^{+} \backslash \Phi\left(\Pi_{1}\right)$ that are not orthogonal to $\Pi_{1}$ are of the form:

$$
\begin{gathered}
\mu_{t, i-1}=\alpha_{t}+\cdots+\alpha_{i-1} \text { with } t<l \text { and } i \geq l ; \\
\nu_{t, i}=\alpha_{t}+\cdots+\alpha_{i-1}+2\left(\alpha_{i}+\cdots+\alpha_{n-1}\right)+\alpha_{n} \text { with } t<l \text { and } i \leq l .
\end{gathered}
$$

It is enough to rule out the $\mu_{t, l-1}$. This is achieved by using the usual minimality argument and $\tau=s_{t+1} \cdots s_{l-1}$. The required conditions hold for both choices of $\Pi$ hence all roots occurring in v are orthogonal to $\Pi_{1}$.

If $\Pi=\Pi_{2}$ the possible occurring roots that are not orthogonal to $\Pi$ are of the following form:

$$
\begin{gathered}
\mu_{t, i-1}=\alpha_{t}+\cdots+\alpha_{i-1} \text { with } 1 \leq t \leq i-1 \leq l-1 \\
\omega_{i}=2\left(\alpha_{i}+\cdots+\alpha_{n-1}\right)+\alpha_{n} \text { for } 1 \leq i \leq l-1 \\
\nu_{t, i}=\alpha_{t}+\cdots+\alpha_{i-1}+2\left(\alpha_{i}+\cdots+\alpha_{n-1}\right)+\alpha_{n} \\
\text { with } 1 \leq t \leq i-1 \leq l-1 \text { and } t<i-1 \text { for } t \text { odd. }
\end{gathered}
$$

Let us consider the first set of roots. We consider the root of minimal height of type $\mu_{t, i-1}$. By observation II we might assume that $\alpha_{t} \notin \Pi$. Then we may use $\tau=s_{t+1} \cdots s_{i-1}$ in order to rule it out. For the second set of roots, by observation II we may assume that $\alpha_{i} \notin \Pi$ and we may use $\tau=s_{n-1} \cdots s_{i}$. The last set of roots is ruled out by using $\tau=\left(s_{n-1} \cdots s_{t}\right)\left(s_{n-1} \cdots s_{i}\right)$.
Type $F_{4}$. In this case $\Pi$ is either $\Pi_{1}$ of type $B_{3}, \Pi_{2}$ of type $C_{3}$ or $\Pi_{3}$ of type $B_{2}$. We shall apply observation I with $\Delta^{\prime}=\Pi_{1}$ or $\Pi_{2}$.

If $\Pi=\Pi_{1}$ a direct computation shows that the roots that might occur in $v$ and are not orthogonal to $\Pi$ lie either in the $W_{\Pi}$-orbit of $\alpha_{4}$ or in the $W_{\Pi}$-orbit of $\alpha_{2}+2 \alpha_{3}+2 \alpha_{4}$. The first one is ruled out by using $\tau=1$ whereas for the second one we may use $\tau=s_{3} s_{4}$.

If $\Pi=\Pi_{2}$ the roots that might occur in $v$ and are not orthogonal to $\Pi$ lie in the $W_{\Pi}$-orbit of $\alpha_{1}$ or in the $W_{\Pi \text {-orbit of }} \alpha_{1}+\alpha_{2}+\alpha_{3}$. We rule out these roots by using $\tau=1$ and $\tau=s_{2} s_{1}$, respectively.

If $\Pi=\Pi_{3}$ the roots that might occur in $v$ and are not orthogonal to $\Pi$ lie in the $W_{\Pi}$-orbit of $\alpha_{1}+\alpha_{2}+\alpha_{3}+\alpha_{4}$ or in the $W_{\Pi \text {-orbit of }} \alpha_{1}+\alpha_{2}+2 \alpha_{3}+2 \alpha_{4}$. We show that these roots might not occur by using $\tau=s_{3} s_{2} s_{1}$ and $\tau=s_{1} s_{3} s_{4}$, respectively. Type $G_{2}$. In this case $\Pi$ consists of a simple root.

If $\Pi=\left\{\alpha_{1}\right\}$ the positive roots that do not lie in $\Pi$ and are not orthogonal to $\alpha_{1}$ are $\alpha_{2} ; s_{1} \alpha_{2}$; $\alpha_{1}+\alpha_{2}$ and $s_{1}\left(\alpha_{1}+\alpha_{2}\right)$. We rule out $\alpha_{2}$ by using $\tau=1$ and $\alpha_{1}+\alpha_{2}$ by using $\tau=s_{2}$.

If $\Pi=\left\{\alpha_{2}\right\}$ the positive roots that do not lie in $\Pi$ and are not orthogonal to $\alpha_{2}$ are $\alpha_{1} ; s_{2} \alpha_{1}$; $3 \alpha_{1}+\alpha_{2}$ and $s_{2}\left(3 \alpha_{1}+\alpha_{2}\right)$. We rule out $\alpha_{1}$ by using $\tau=1$ and $3 \alpha_{1}+\alpha_{2}$ by using $\tau=s_{1}$.

If $\Phi$ is multiply-laced then $w_{0}=-1$ so $\left(T^{w}\right)^{\circ}=\left\langle\operatorname{Im}\left(\alpha^{\vee}\right), \alpha \in \Pi\right\rangle$ commutes with $x=\dot{w} \mathrm{v} \in$ $v_{0}$. However, there might be mutually orthogonal roots $\alpha$ and $\gamma \in \Phi^{+}$for which $\alpha+\gamma \in \Phi$ so that $x_{\alpha}(h)$ and $x_{\gamma}\left(h^{\prime}\right)$ do not commute. By [4, Chapitre VI, $\S 1.3$ ] this might happen only if $\Phi$ is doubly-laced and $\alpha$ and $\gamma$ are short roots. Therefore if $\Phi$ is of type $G_{2}$, Lemma 4.8 implies that $\left(T^{w}\right)^{\circ} U_{w}$ commutes with $x=\dot{w} v \in v_{0}$ and Theorem 4.4 is proved. For the doubly-laced types there is still some work to be done.

Lemma 4.9 Let $\Phi$ be doubly-laced. Let $\mathcal{O}, v_{0}, w$, and $\Pi$ be as in Theorem 4.4. Let $x=\dot{w} \mathrm{v} \in$ $\dot{w} B \cap \mathcal{O}$. Then $x$ is centralized by $\left(T^{w}\right)^{\circ} U_{w}$.

Proof. If $\Pi=\emptyset$ then $U_{w}=U_{w_{0}}$ is trivial and so is $\left(T^{w}\right)=\left(T^{w_{0}}\right)^{\circ}$ thus there is nothing to prove. Similarly, the statement is clear if $\Pi=\Delta$ so that $w=1$ and $x$ is central.

By Lemmas 3.4 and 4.8 it is enough to show that $X_{\alpha}$ centralizes v for every $\alpha \in \Pi$. This is true unless $\alpha$ is short and there occurs a short root $\gamma$ in v , orthogonal to $\alpha$ and such that $\alpha+\gamma \in \Phi$. We shall analyze the different cases separately using terminology and notation introduced in Corollary 4.2 and Lemma 4.8.

Type $B_{n}$. The only short root in $\Pi$ is $\alpha=\alpha_{n}$. If there occurs $\gamma$ in v with $\gamma \perp \alpha_{n}$ and $\gamma+\alpha_{n} \in \Phi$ then $\gamma$ is one of the roots $\gamma_{i}=\alpha_{i}+\cdots+\alpha_{n}$ for $1 \leq i \leq l-1$ and we necessarily have $\Pi=\Pi_{1}$. Let us choose an ordering of the positive roots which is non-decreasing with respect to the height and let us write v as a product of elements in root subgroups taken in this order. Then $x=\dot{w} t \mathrm{v}_{1} x_{\gamma_{l-1}}\left(a_{l-1}\right) \mathrm{v}_{2} \cdots \mathrm{v}_{l-1} x_{\gamma_{1}}\left(a_{1}\right) \mathrm{v}_{l}$ for some $a_{j} \in k$ and some $\mathrm{v}_{j} \in U$ commuting with $X_{\alpha_{n}}$. Conjugation by $x_{\alpha_{n}}(1)$, Lemma 3.4 and Chevalley's commutator formula give

$$
x_{\alpha_{n}}(1) x x_{\alpha_{n}}(-1)=\dot{w} t \mathrm{v}_{1} x_{\gamma_{l-1}}\left(a_{l-1}\right) x_{\gamma_{l-1}+\alpha_{n}}\left(a_{l-1}^{\prime}\right) \mathrm{v}_{2} \cdots \mathrm{v}_{l-1} x_{\gamma_{1}}\left(a_{1}\right) x_{\gamma_{1}+\alpha_{n}}\left(a_{1}^{\prime}\right) \mathrm{v}_{l} \in \mathcal{O} \cap \dot{w} B .
$$

If $a_{j} \neq 0$ for some $j$ we would have $a_{j}^{\prime} \neq 0$, contradicting Lemma 4.8.
Type $C_{n}$. Let $\alpha \in \Pi_{1}$ be a short root. There is only one positive root $\gamma$ such that $\gamma \perp \alpha$ and $\alpha+\gamma \in \Phi$ and it is not orthogonal to $\Pi_{1}$ so the statement holds for $\Pi=\Pi_{1}$.

Let $\Pi=\Pi_{2}$ and let $\alpha_{i} \in \Pi_{2} \backslash \Pi_{1}$. The only positive root $\gamma$ such that $\gamma \perp \alpha_{i}$ and $\alpha_{i}+\gamma \in \Phi$ is $\alpha_{i}+2\left(\alpha_{i+1}+\cdots+\alpha_{n-1}\right)+\alpha_{n}$. If such a root would occur in v we would have $x=\dot{w} t \mathrm{v}_{1} x_{\gamma}(a) \mathrm{v}_{2}$ with $\mathrm{v}_{1}, \mathrm{v}_{2} \in U$ commuting with $X_{\alpha_{i}}$ and $a \in k$. Conjugation by $x_{\alpha_{i}}(1)$, Lemma 3.4 and Chevalley's commutator formula give:

$$
x_{\alpha_{i}}(1) x x_{\alpha_{3}}(-1)=\dot{w} t \mathrm{v}_{1} x_{\gamma}(a) x_{\gamma+\alpha_{i}}\left(a^{\prime}\right) \mathrm{v}_{2} \in \mathcal{O} \cap \dot{w} B
$$

with $a^{\prime} \neq 0$, contradicting Lemma 4.8.

Type $F_{4}$. Let $\Pi=\Pi_{1}$. The only short root in $\Pi_{1}$ is $\alpha_{3}$ and the only positive root orthogonal to $\Pi_{1}$ for which $\alpha_{3}+\gamma \in \Phi$ is $\gamma=\alpha_{1}+2 \alpha_{2}+3 \alpha_{3}+2 \alpha_{4}$. If $x=\dot{w} t \mathrm{v}$ could be written as $\dot{w} t \mathrm{v}_{1} x_{\gamma}(a) \mathrm{v}_{2}$ for some $a \in k$ and for some $\mathrm{v}_{i} \in U$ commuting with $X_{\alpha_{3}}$, conjugation with $x_{\alpha_{3}}(1)$ arguing as in type $C_{n}$ would lead to a contradiction.

Let $\Pi=\Pi_{2}$. There are no positive roots $\gamma$ orthogonal to $\Pi$ for which $\gamma+\alpha_{3}$ or $\gamma+\alpha_{4}$ lies in $\Phi$ so the result holds in this case.

Let $\Pi=\Pi_{3}$. The only short root in $\Pi_{3}$ is $\alpha_{3}$ and the roots $\gamma$ orthogonal to $\Pi$ for which $\gamma+\alpha_{3} \in \Phi$ are: $\alpha_{1}+\alpha_{2}+\alpha_{3}$ and $\alpha_{1}+2 \alpha_{2}+3 \alpha_{3}+2 \alpha_{4}$. Conjugation by $x_{\alpha_{3}}(1)$ and Lemma 4.8 show that none might occur in v .

Lemma 4.9 implies that $\operatorname{dim}\left(v_{0} \cap \dot{w} U\right)=0$ for $\Phi$ doubly-laced, conlcuding the proof of Theorem 4.4

Corollary 4.10 Let $\mathcal{O}$ be a conjugacy class in a simple algebraic group over an algebraically closed field $k$ of good odd characteristic. Then $\mathcal{O}$ is spherical if and only if there is a B-orbit $v$ in $\mathcal{O}$ for which $\operatorname{dim} \mathcal{O}=\ell(\phi(v))+\operatorname{rk}(1-\phi(v))$.

Proof. One direction is Theorem 4.4, the other direction is [10, Theorem 5] whose proof holds also in positive characteristic.

Corollary 4.11 Let $\mathcal{O}$, $v_{0}$, $w$ be as in Lemma 4.8. Then $v_{0}=\mathcal{O} \cap B w B$.
Proof. Let $v \in \mathcal{V}$ be such that $\phi(v)=\phi\left(v_{0}\right)=w$. By [10, Theorem 5] we have $\operatorname{dim} v=\operatorname{dim} \mathcal{O}$ therefore $v=v_{0}$.

Remark 4.12 If $\mathcal{O}$ is a symmetric conjugacy class over an algebraically closed field of odd or zero characteristic Theorem 4.4 follows from [25, Proposition 3.9, Theorem 4.6, Theorem 7.1] and Corollary 4.11 follows from [25, Theorem 7.11, Lemma 7.12, Theorem 7.13]. If $\mathcal{O}$ is a spherical conjugacy class over an algebraically closed field of characteristic zero Theorem 4.4 is [10, Theorem 1] and Corollary 4.11 is [10, Corollary 26].

Corollary 4.13 Let $\mathcal{O}, v_{0}$, $w$ be as in Theorem 4.4. For every $x \in v_{0} \cap \dot{w} B$ we have $U \cap G_{x}=U_{w}$ and $T_{x}^{\circ}=\left(T^{w}\right)^{\circ}$ so that $\operatorname{dim} U \cdot x=\ell(w)$ and $\operatorname{dim} T \cdot x=\operatorname{rk}(1-w)$.

Proof. By Lemmas 4.6, 4.7, 4.8 and 4.9 for every $x \in \dot{w} U \cap v_{0}$ we have $U \cap G_{x} \supset U_{w}$ and $T_{x}^{\circ} \supset\left(T^{w}\right)^{\circ}$ so that $B_{x}^{\circ} \supset\left(T^{w}\right)^{\circ} U_{w}$. For dimensional reasons all inclusions are equalities.

Remark 4.14 Another direct consequence of Theorem 4.4 is a generalization of [22, Proposition 6.3]. Let $k_{0}$ be the number of even exponents of $\operatorname{Lie}(G)$. Then for every spherical conjugacy class we have

$$
\operatorname{dim} \mathcal{O} \leq \ell\left(w_{0}\right)+\operatorname{rk}\left(1-w_{0}\right)=\operatorname{dim} B-\left(n-\operatorname{rk}\left(1-w_{0}\right)\right)=\operatorname{dim} B-k_{0}
$$

We end this section with some further consequences of the above results.
Let us recall that a standard parabolic subgroup can be naturally attached to $v \in \mathcal{V}([16, \S 2])$ :

$$
P(v)=\{g \in G \mid g \cdot v=v\} .
$$

Let $L(v)$ denote its Levi component containing $T$ and let $\Delta(v)$ be the corresponding subset of $\Delta$ : this is the so-called set of simple roots of $v$.

Proposition 4.15 Let $\mathcal{O}, v_{0}, w$ and $\Pi$ be as in Theorem 4.4. Then $\Delta\left(v_{0}\right)=\Pi$.
Proof. Let $\alpha \in \Pi$ and let $x \in v_{0} \cap \dot{w} B$. Arguing as in Lemmas 4.6, 4.8 and 4.9 we see that $X_{-\alpha}$ commutes with $x$. Then

$$
X_{-\alpha} \cdot v_{0}=X_{-\alpha} B \cdot x \subset P_{\alpha}^{u} \cdot\left(X_{-\alpha} \cdot\left(X_{\alpha} \cdot x\right)\right)=P_{\alpha}^{u} \cdot x=v_{0}
$$

so $\alpha \in \Delta\left(v_{0}\right)$ and $\Pi \subset \Delta\left(v_{0}\right)$.
By [8, Lemma 1(ii)] whose the argument works also in positive characteristic the derived subgroup $\left[L\left(v_{0}\right), L\left(v_{0}\right)\right]$ of $L\left(v_{0}\right)$ fixes a point in $v_{0}$. Thus, if $\alpha$ lies in $\Delta\left(v_{0}\right)$ there is $y=u \dot{w} \mathrm{v} \in v_{0}$ for which $X_{\alpha} \in U \cap G_{y}$ and therefore $u^{-1} X_{\alpha} u \in U \cap G_{x}$ for $x \in \dot{w} U \cap v_{0}$. By Corollary 4.13 we have $u^{-1} X_{\alpha} u \subset U_{w}=\left\langle X_{\gamma} \mid \gamma \in \Phi(\Pi)\right\rangle$. This is possible only if $\alpha \in \Pi$.

Remark 4.16 In characteristic zero Proposition 4.15 follows from [8, Page 289] and [21, Corollary 3].

We shall consider an application of the above results to the analysis of the $G$-module decomposition of the ring $k[\mathcal{O}]$ of regular functions on a spherical conjugacy class $\mathcal{O}$. It is well-known that such a $G$-module is multiplicity-free ([15], [9]).

Theorem 4.17 Let $\mathcal{O}, v_{0}, w, \Pi$ as in Theorem 4.4. The weights occurring in the $G$-module decomposition of $k[\mathcal{O}]$ are self-adjoint and lie in $P^{+} \cap Q \cap \operatorname{Ker}(1+w)$.

Proof. By Corollary 4.13 for every $x \in v_{0} \cap \dot{w} B$ we have $\left(B_{x}\right)^{\circ}=\left(T_{x}\right)^{\circ} U_{x}$. Besides, a conjugacy class $\mathcal{O}$ is locally closed in $G$ so we may apply the arguments in the proof of [21, Corollary 2 (iii)] and $[21, \S 6]$ to see that weights occurring in the $G$-module decomposition of $k[\mathcal{O}]$ lie in $\operatorname{Ann}\left(T_{x}\right)=\left\{\lambda \in P \mid \lambda(t)=1, \forall t \in T_{x}\right\} \subset \operatorname{Ann}\left(T_{x}^{\circ}\right)=\operatorname{Ann}\left(\left(T^{w}\right)^{\circ}\right)$. It follows from Lemmas 4.6, 4.7, 4.8 and the description of $\left(T^{w}\right)^{\circ}$ that for $\lambda \in \operatorname{Ann}\left(T_{x}\right)$ we have $(\lambda, \alpha)=(\lambda, \vartheta \alpha)$ for $\alpha \in \Delta \backslash \Pi$ and $0=(\lambda, \alpha)=(\lambda,-\vartheta \alpha)=(\lambda, \vartheta \alpha)$ for $\alpha \in \Pi$. Hence $\vartheta \lambda=\lambda$ and we have the first statement. For the second statement the inclusion in $P^{+}$is obvious, the inclusion in $Q$ follows from the fact that the ring of regular functions on $\mathcal{O}$ is a $G_{\mathrm{ad}}$-module. Moreover, $\Delta\left(v_{0}\right)=\Pi$ by Proposition 4.15 and $\lambda \perp \Delta\left(v_{0}\right)$ by [8, Lemma 1(ii)], where the proof holds also in positive characteristic. Then the first statement implies that $-\lambda=w_{0} \lambda=w w_{\Pi} \lambda=w \lambda$.

Remark 4.18 The problem of the $G$-module decomposition of spherical nilpotent orbits has been already addressed in [1], [20] and [23]. The analysis of $k[G / K]$ for a symmetric variety is to be found in [32].

## References

[1] J. Adams, J.-S. Huang, D. Vogan, Jr Functions on the model orbit in E8, Elec. Jour. Repres. Theory 2, 224-263 (1998).
[2] S. Araki, On root systems and an infinitesimal classification of irreducible symmetric spaces, J. Math. Osaka City Univ. 13, 1-34 (1962).
[3] A. Borel, Linear Algebraic Groups W. A. Benjamin, Inc. (1969).
[4] N. Bourbaki, Éléments de Mathématique. Groupes et Algèbres de Lie, Chapitres 4,5, et 6, Masson, Paris (1981).
[5] A. Björner, F. Brenti, Combinatorics of Coxeter Goups, Springer (2005).
[6] M. Brion, Quelques propriétés des espaces homogènes sphériques, Manuscripta Math. 55, 191-198 (1986).
[7] M. Brion, The behaviour at infinity of the Bruhat decomposition, Comment. Math. Helv. 73, 137-174 (1998).
[8] M. Brion, On orbit closures of spherical subgroups in flag varieties, Comment. Math. Helv. 76, 263-299 (2001).
[9] J. BRUNDAN, Multiplicity-free subgroups od reductive algebraic groups, J. Algebra 188, 310-330 (1997).
[10] N. Cantarini, G. Carnovale, M. Costantini, Spherical orbits and representations of $\mathcal{U}_{\varepsilon}(\mathfrak{g})$ Transformation Groups, 10, No. 1, 29-62 (2005).
[11] C. De Concini, V. G. Kac, C. Procesi, Quantum coadjoint action, Journal of the Amer. Math. Soc. 5, 151-190 (1992).
[12] F. Grosshans, Contractions of the actions of reductive algebraic groups in arbitrary characteristic, Invent. Math. 107, 127-133 (1992).
[13] A. G. Helminck Algebraic groups with a commuting pair of involutions and semisimple symmetric spaces, Adv. Math. 71, 21-91 (1988).
[14] J. Humphreys Reflection Groups and Coxeter Groups, Cambridge University Press (1990).
[15] B. Kimel' fel' d, E. B. Vinberg Homogeneous domains on flag manifolds and spherical subgroups of semisimple Lie groups, Funct. Anal. Appl. 12, 168-174 (1978).
[16] F. Knop, The asymptotic behavior of invariant collective motion, Invent. Math. 116, 309328 (1994).
[17] F. Knop, On the set of orbits for a Borel subgroup, Comment. Math. Helvetici 70, 285-309 (1995).
[18] J.G.M. Mars, T. A. Springer, Hecke algebras representations related to spherical varieties, Representation Theory, 2, 33-69 (1998).
[19] A. Melnikov, Description of B-orbit closures of order 2 in upper-triangular matrices, Transform. Groups, 11(2), 217-247 (2006).
[20] W. M. McGovern Rings of regular functions on nilpotent orbits II: model algebras and orbits, Comm. Alg. 22, 765-772 (1994).
[21] D. Panyushev Complexity and rank of homogeneous spaces, Geom. Dedicata, 34, 249-269 (1990).
[22] D. Panyushev On spherical nilpotent orbits and beyond, Ann. Inst. Fourier, Grenoble 49(5), 1453-1476 (1999).
[23] D. Panyushev, Some amazing properties of spherical nilpotent orbits, Math. Z. 245, 557580 (2003).
[24] S. Pasiencier, H-C. Wang Commutators in a semi-simple Lie group, Proc. Amer. Math. Soc. 13(6), 907-913 (1962).
[25] R. W. Richardson, T.A. Springer, The Bruhat order on symmetric varieties, Geom. Dedicata, 35(1-3), 389-436 (1990).
[26] T.A. Springer The classification of involutions of simple algebraic groups J. Fac. Sci. Univ. Tokyo, Sect. IA, Math. 34, 655-670, (1987).
[27] T.A. Springer Linear Algebraic Groups, Second Edition Progress in Mathematics 9, Birkhäuser (1998).
[28] T.A. Springer, Schubert varieties and generalizations, Representation theories and algebraic geometry (Montreal, PQ, 1997), 413-440, NATO Adv. Sci. Inst. Ser. C Math. Phys. Sci., 514, Kluwer Acad. Publ., Dordrecht, (1998).
[29] T.A. Springer, Some results on algebraic groups with involutions, Algebraic groups and related topics (Kyoto/Nagoya, 1983), 525-543, Adv. Stud. Pure Math., 6, North-Holland, Amsterdam, (1985).
[30] T.A. Springer, R. Steinberg Conjugacy classes, In: "Seminar on algebraic groups and related finite groups". LNM 131, 167-266, Springer-Verlag, Berlin Heidelberg New York (1970).
[31] E. Vinberg, Complexity of action of reductive groups, Func. Anal. Appl. 20, 1-11 (1986).
[32] T. Vust Operation de groupes réductifs dans un type de cônes presque homogènes, Bull. Soc. Math. France 102, 317-334 (1974).

