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Abstract

Giovanni Sambin has recently introduced the notion of an overlap al-
gebra in order to give a constructive counterpart to a complete Boolean
algebra. We propose a new notion of regular open subset within the
framework of intuitionistic, predicative Topology and we use it to give a
representation theorem for (set-based) overlap algebras. In particular we
show that there exists a duality between the category of set-based overlap
algebras and a particular category of topologies in which all open subsets
are regular.

Introduction

The content of this paper can be summarized as follows: we link overlap algebras
with constructive topology via the notion of regular open subset.

The definition of an overlap algebra, as given by Sambin in [12], is an intu-
itionistic description of the power-collection of a set. It axiomatizes not only the
relation of inclusion and the operations of union and intersection, but also the
binary relation, called overlap, which says that two subsets have an element in
common. With classical logic, overlap algebras are precisely complete Boolean
algebras and hence the notion of an overlap algebra is strictly stronger than
that of a complete Heyting algebra.

Constructive Topology is, roughly speaking, Topology within an intuition-
istic and predicative framework. A formal topology (see [10]) is a predicative
version of an overt (or open) locale. A positive topology is a formal topology in
which the unary positivity predicate is replaced by a positivity relation, a new
notion introduced in [12].

In this paper, we propose a new definition of regular formal open subset
which works both for a positive and a formal topology. We show that the
collection of regular open subsets has a structure of overlap algebra and that,
moreover, every (set-based) overlap algebra can be represented in this way.
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Finally, we give a characterization of the category of set-based overlap algebra
in terms of the opposite of a particular category of positive topologies.

Sections 1 and 2 are quite of an introductory nature; they are written with
the aim of making the paper as self-contained as possible. The former deals
with the category of overlap algebras and its subcategory of set-based overlap
algebras. The latter recalls from [12] the definitions of the categories of basic
and positive topologies, as well as other related notions.

Section 3 contains our new definition of regular formal open subset. This is
employed in the construction of a notable class of overlap algebras.

Section 4 contains, among other things, the proof that every set-based over-
lap algebra can be represented as the overlap algebra of regular open subsets of
a suitable positive (and also formal) topology.

In section 5 the correspondence between overlap algebras and positive topolo-
gies is extended to morphisms. In particular, it is shown that the category of
set-based overlap algebras is dual to a suitable category of positive topologies.

Unless otherwise stated, all definitions and proofs of this paper are meant
to be meaningful from the point of view of a minimalist foundational theory
introduced by Maietti and Sambin in [9]. Since this theory, roughly speaking,
lacks both the axiom of (unique) choice and the powerset axiom, as well as the
law of excluded middle, the mathematics developed on it is valid in virtually
all foundational theories such as Martin-Lof type theory, Topos theory, Aczel’s
CZF and so on (as well as in classical mathematics).

We shall use the word “predicative” for a statement which does not require
the powerset axiom (and “impredicative” for its opposite), while “constructive”
will means both predicative and intuitionistic. For the sake of predicativity,
we distinguish “sets”, whose elements are generated by rules, as in Martin-Lo6f
theory, and which admits some kind of induction principle, from “collections”.
The standard example of a collection is given by all subsets of a given set.
Here a subset is essentially a predicative propositional function over a set, up
to equivalence of propositions (see [13] for a constructive theory of subsets). It
should be clear that a definition which uses a quantification over a collection
cannot have a predicative justification. Other remarks about foundations are
going to be given within the text.

Throughout this paper, X, Y, S and T will always denote sets. Moreover,
we shall use z, y, 2z, a, b, ¢ for elements of those sets; D, E, U, V, W will
denote subsets. We write {a € S | ¢(a)} for the subset of S corresponding to
the propositional function ¢. The collection of all subset of S is written P(S).
For U,V C S, we put:

UgVv &L UnV is inhabited. 1)

Given a function F on P(S) and an element a € S, we shall very often write
F(a) or simply Fa instead of F({a}). The symbols P and @ will be reserved
to collections with objects p, g, r. We keep the usual symbol € for membership
in a set; on the contrary, membership in a subset and in a collection will be
denoted by € and : (colon), respectively.



Finally, a bibliographic remark: the main source for the notions we are
going to use is the still unpublished [12] (of which the author possesses a draft).
However, all the basic ideas and definitions (although sometimes with different
names) can be found also in other papers such as [11], [5] and [2].

1 Overlap algebras

The notion of an overlap algebra has been recently introduced in [12] by Giovanni
Sambin. It is an algebraic version of the power-collection of a set in which also
the notion of “overlap”, the () in equation (1), is axiomatized. The algebraic
version of () is written x.

Definition 1.1 An overlap algebra is a triple P = (P, <, %) where (P,<) is a
complete lattice and % is a binary relation on P satisfying the following condi-
tions:

symmetry: PEGq=qXDp
transferring of meets: (pAr)xq=px(rAq)
splitting of joins: PE Vicr i) = Fiel)(p = q)
density: (Vr:P)Yrep=rxq) = p<gq

for every p,q : P and every set-indexed family {q; : P | i € I} (for I a set).

For every set S, the structure (P(S),C, §) is an overlap algebra. As an
example, we check that (VW C S)(W § U =W (§ V) = U C V (density)
holds. This is easy: the antecedent gives, in particular, (Va € S)({a} § U =
{a} () V), thatis (Va € S)(aeU = aeV);soU CV.

A foundational remark is needed here. We use the adjective “complete”,
when referred to a lattice, to mean the existence of all set-indexed joins and
meets. This is more convenient predicatively, though coincides with usual com-
pleteness (existence of all joins and meets) when working within an impredica-
tive framework.

We write 0 and 1 for the bottom and top elements of an overlap algebra,
respectively. They always exists since they are the join and meet of the empty
family, respectively. Sometimes, it will be convenient to assume 1 3 1. This
will give 0 # 1 as a consequence. In fact 0 3 0 is always false since 0 is the join
of the empty family and 3 has to split joins. By the way, this same argument
shows that r 3 0 is always false, whatever r is.

The next proposition characterizes overlap algebras within a classical frame-
work. This perhaps justifies the name “algebra” for a structure which has been
defined via a relational symbol.

Proposition 1.2 Assuming the Principle of Fxcluded Middle, if (P,<) is a
complete Boolean algebra, then (P,<,3) is an overlap algebra, where p % q is
pAq#0.



Assuming the Principle of Fxcluded Middle and the Powerset Axiom, if
(P, <, %) is an overlap algebra (with 1 % 1), then (P, <) is a complete Boolean
algebra (with 0 # 1).

Proof See [5], Proposition 5.1. q.e.d.

Both statements in the previous proposition fails intuitionistically. In fact,
the example of the power-collection shows that an overlap algebra is not a
Boolean algebra, in general. Vice versa, there exist some properties of overlap
algebras which are not provable, intuitionistically, for complete Boolean alge-
bras. An example is the statement ——(p = 0) = (p = 0) which can be proved
in every overlap algebra as follows. We want to check that p < 0 follows from
the assumption —=—(p = 0). The proof is by density. So we assume r % p and
we claim r 3 0. Since r 3 0 is always false, as we have already noted, our task
reduces to prove —(r 3 p) from the assumption —=—(p = 0). By intuitionistic
logic, this is equivalent to check the implication (r % p) = —(p = 0) which holds
because r % 0 is false.

The new primitive 3 increases the expressive power of the language of lat-
tices and allows for developing a lot of topology in algebraic terms and, more-
over, in a positive way (no negation or complement needed). See [12], for the
beginning of this approach to topology.

Proposition 1.3 In every overlap algebra the following hold:
L (rxp) & (p<q = (rxq
2 p<qiff Vrrxp=rxq) andp=q iff Vr(rxpsrxq)
8 pANVier @) = VierlpAai)
4. (r=p) = (pxp)
5. (p=p)=(@<q)=(@<q

for every p,q,r : P and every set-indexed family q; : P(i € I).

Proof (1) From p < q one has p V ¢ = ¢; on the other hand, r x p yields
r 3 pVq (3 splits joins); thus r % ¢. (2) By density and item 1. (3) By applying
item 2: 7 = pA (V,e; @) if rAp =V, qi iff r Ap = g; for some i iff r = pAg;
for some 4 iff 7 = \/;.;(p A qi). (4) Assume r = p, thatisr = pAp;sorApxp
and hence p % p by 1 because r A p < p. (5) We make the hypothesis p x p =
p < q and we prove p < ¢ by density. So, we make the further assumption r 3 p
and we claim r 3 ¢. Since r % p, then p ¥ p by item 4 and hence p < ¢ by
hypothesis. This, together with r 2 p, gives r % ¢ by item 1, as wished. q.e.d.

Recall that a frame is a partial order with finite meets and set-indexed joins
satisfying item 3 of the previous proposition. Frame forms a category with maps
preserving joins and finite meets. The opposite of the category of frame is the



category of locales. A locale is called open or overt (see [8] and [15]) if there
exists a unary predicate Pos such that

Pos(p) & (p < q) == Pos(q)
Pos(\,c; @) = (3i€ I)Pos(q;) (2)
(Pos(p) = (p<q)) = (p<q)

Item 3 in the previous proposition says that (P, <) is a locale for every
overlap algebra (P, <, x), in fact an overt locale with p % p as Pos(p) thanks to
item 1, the fact that 3 splits joins and item 5.

A classical definition of order theory says that an atom is a minimal non-
zero element. This idea can be formalized in the language of overlap algebras
in a more positive way. We say that x is an atom if x ¥ x and, moreover,
x < p (actually = p) holds whenever p % p and p < z. In view of the next
proposition, we adopt the following

Definition 1.4 An element x of an overlap algebra (P, <,3) is an atom if
rEp <= x<p (3)

for every p in P. An overlap algebra is atomic if each element is the join of the
atoms below it.

Proposition 1.5 For every element x of an overlap algebra P, the following
are equivalent:

1. x is an atom, that is, (Vp: P) (z x p < = < p).
2.cxxand (Vp:P) (prp&p<ar = x<p).

3. zxxand (Vp,q:P) (zxp & xxq¢ = xzxpAq).

Proof See [12]. Just for an example, we prove that 3 = 1. Since = x z, we
have x < p = x ¥ p for every p. It remains to be checked that = % p = = < p.
So assume that x % p. By density, z < p will be proved if = % r = p % r holds
for every r. From x 3 p and « % r, we have z ¥ p Ar by 3. So z Ap % r and
hence p x r, as wished. q.e.d.

In definition 1.1, P is not assumed to be a set. However, in order to keep to a
predicative attitude (only quantification over sets), we shall very often consider
set-based overlap algebras.

Definition 1.6 A set-based overlap algebra is a triple (P,S,g) where P is an
overlap algebra, S is a set and g : S — P gives an indexing of a base for P,
that is, p = V{g(a) | a € S, g(a) < p}, for every p in P.

For the sake of simplicity, we shall use the same notation for an element
of S and its image under g. Thus, for instance, we write \/U (for U C 5)
instead of \/{g(a) | a € U}; similarly, a < b will stand for g(a) < g¢(b) and



so on. We reserve the letters a, b, ¢, ...for (images under g of) elements in
S and the letters p, ¢, r, ...for elements in P. In a set-based overlap al-
gebra density can be equivalently rewritten in the following predicative way:
MaeS) laxp=axq) = p<q.

Note that, if P is set-based on S, then each item in proposition 1.5 is equiva-
lent to that obtained by replacing each impredicative quantification over P with
the corresponding quantification over the set S.

Clearly, for every set X, the structure (P(X),C, () is an example of a set-
based overlap algebra with S = X and g(x) = {«} for every € X. Moreover,
P(X) is atomic and the family of its atoms, that are the singletons, can be
identified with a set, namely X itself.

1.1 Operators on overlap algebras

An operator between two overlap algebras P and Q is a mapping F between
the corresponding carriers; F is monotone (or order-preserving) if Fp < Fq
whenever p < q.

Let F be an operator on an overlap algebra P. We say that F is idempotent
if FFp = Fp, for every p in P. The collection Fiz(F) ={pe P |p=Fp} =
{Fp | p € P} of all fixed points of a monotone and idempotent operator is a
complete lattice with respect to the following operations:

F de F de
\/~ Fpi =4 FN Fp)  and N\ Fp, </ F(N Fpi) (4)
i€z i€z i€1 i€1

where \/ and A denotes joins and meets in P. In particular, the order in Fiz(F),
which can be defined as usual by Fp < Fq iff Fp AT Fq = Fp, is just that
induced from P, that is: Fp <7 Fq iff Fp < Fq.!

Definition 1.7 An operator F on an overlap algebra P is called expansive if
p < Fp for every p in P. It is called reductive if Fp < p for every p.

A monotone, idempotent and expansive operator is called a saturation. A
monotone, idempotent and reductive operator is called a reduction.?

Provided that A is a saturation and J a reduction (as always in this paper),
equations (4) simplify to

Vi = ANp)  and  A\Ap = A Ap (5)

i€l i€l i€L
V ap = \ap  ad A\ Tn = T\ ) (6)
i€l i€l i€l

!In order to prove this, first note that F(Fp A Fq) < Fp A Fg; then: Fp < Fq iff Fp =
Fp AT Fqiff Fp = F(Fp A Fq) iff Fp < F(Fp A Fq) iff Fp < Fp A Fq iff Fp < Fq.

2A saturation (reduction) which preserves finite unions (intersections) is usually called a
closure (interior) operator.



respectively. As an example, we check the first one, that is, A\, ; Ap;
AV;crpi (see [12] or [5] for the other proofs). The inequality A\/,c; ps
AV, Api holds because p; < Ap; for all i (A is expansive) and A is monotone.
We now prove the converse. Since p; < \/,.; p; for all 4, then Ap; < AV, ., p;i
for all 4, because A is monotone. Hence \/,.; Ap; < A\/,.; p; by the definition
of join. The claim follows by applying A on both sides of this inequality and by
recalling that A is idempotent.

IN

Definition 1.8 Let A and J be a saturation and a reduction, respectively, on
the same overlap algebra P. We say that A and J are compatible (or that they
satisfy compatibility) if

Apx TJq=px Jq (7)

(in fact Ap x Jq <= p % Jq) for every p and q in P.2

Given two operators F : P — Q and F* : Q — P, one says that F* is
right adjoint to F and F is left adjoint to F*, written F 4 F*, if Fp < g <
p < F*q holds for every p and q. Several simple facts hold for any adjunction
F - F*; here we list some, without proof.

1. F and F* are monotone;

2. F preserves joins and F* preserves meets;

3. FF*F=F and F*FF* =F*,

4. F*q=\{peP | Fp<q};

5. F*F is a saturation on P and FF* is a reduction on Q;

6. F is an isomorphism of complete lattices from Fiz(F*F) = {F*q | q: O}
to Fix(FF*) = {Fp | p: P}, whose inverse is F*.

Definition 1.9 Let F : P — Q and F~ : Q@ — P be two operators on overlap
algebras. We say that F and F~ are symmetric, written F -|- F~, if

Fpxrq<e—pxF q (8)

for every p € P and ¢ € Q.4

3Classically, A and J are compatible precisely when A < —7 — or, equivalently, 7 < —A—,
where — is the complement in P. Also, in a classical framework, the operators — 7 — and —A—
are a saturation and a reduction, respectively. So, in the case in which A and J are a closure
and an interior operator, compatibility expresses inclusion between two different topologies
on P: the one whose closed subsets are defined via the closure operator A and the other one
whose open subsets are defined via the interior operator J. Since Jp = p (that is, p < Jp)
yields —A—p = p (that is, p < —A —p), every open subsets of the latter topology is open also
with respect to the former. In other words the intuitive content of “compatibility” is that the
topology defined via A is finer than that defined via J.

4The term “symmetric” operators is taken from [12]; essentially the same notion, though
in a classical setting, was studied in [7] where the term “conjugate” is used instead.



Classically, Fp x q & p ¥ F g is tantamount top < F* —g < p< —F¢q
(where — is the complement) because p % ¢ is classically equivalent to p A g #
0. So F*— = —F~ holds and hence F* = —F~— and F~ = —F*—.

Proposition 1.10 FEach operator F from P to Q has at most one symmetric
operator F—. When F~ exists, then it is

Fq = \/{pGP|(VrEP)(r§p = Frxq)} 9)
and, in this case, F (and hence also F~ ) preserves joins.

Proof Let F; and F» be such that F -|- F; and F -|- F. For every ¢ in Q
and p in P, p ¥ Fiq if and only if Fp % ¢ if and only if p x Faq. By a two-fold
application of density (in P), we get Fi1q = Faq for every ¢ in Q.

Now, assume that F~ is the symmetric of F. We have: p < F~q iff (by
density in P) (Vr € P) (rxp=rxF q)iff (VreP) (rxp= Frxq). So
that (9) follows.

Finally, for arbitrary ¢ in Q, we have: (F\/,c;pi) % q iff \/,c;pi x Fq iff
(Fiel) (pixx Fq) iff (3i € 1) (Fp; 5 q;) iff (\V,;c; Fpi) % q; so F preserves
joins (by a twofold application of density). q.e.d.

For every overlap algebra P and every p : P, the map x — pAx defines a self-
symmetric operator on P (by transferring of meets); in particular, A preserves
joins, which proves again that every overlap algebra is a frame.

It is well known that F has a right adjoint F* (defined as in 4. above) if
and only if F preserves joins. In proposition 5.1 we shall investigate under
which conditions an operator F admits a symmetric.> Classically, this is clear:
since F~ exists if and only if F* exists (thanks to the classically valid equations
F~ = —-F*— and F* = —F~—), then F admits a symmetric precisely when
it preserves joins. Intuitionistically, the situation is more complex (actually,
having a symmetric is a stronger property than having a right adjoint). The
answer we shall give involves topological notions and makes essential use of the
binary positivity relation introduced by Sambin (see [12] and [11]).

1.2 Overlap-relations

Several notions of morphism appear natural in dependence of the several struc-
tures (sup-lattices, locales, etc.) overlap algebras can be thought of as a special
case. Following [12] we shall use an only apparently artificial notion of mor-
phism. The idea is to think of the category of overlap algebras as a general-
ization of the category Rel of sets and binary relations. This is possible by
identifying each set with the corresponding power-collection and each relation
with the operator defined below.

5In fact, given an arbitrary F, the operator defined by the right-hand side of equation 9)
fails, in general, to be symmetric of F.



Let r be a binary relation between X and S. Let r : P(X) — P(S) be the
operator, called the direct image of the relation r, defined by

rD® {ac S| (BxeD)(xra)} (10)

for every D C X. Similarly, we can consider an operator r~ corresponding to
the inverse relation of r:

U % {zeX | (FaeU)(zra)} (11)

for U C S. It is easy to verify that the two operators r and r~ are symmetric,
that is:
rD U <= D{r U (12)

for all D C X and U C S. In fact, this says precisely that there exists a € U
such that xra for some x € D if and only if there exists = € D such that xra
for some a € U. It follows by proposition 1.10, and it is easy to check directly,
that both r» and r~ preserves unions; hence they admit right adjoint operators,
r* and r~*, respectively.

Definition 1.11 An overlap-relation from the overlap algebra P to the overlap
algebra Q is an operator F : P — Q which admits a symmetric operator.’

Proposition 1.12 F is an overlap-relation between P(X) and P(S) if and only
if there exists a binary relation v between X and S such that F = r (the direct
image of the relation r).

Proof Let F be an overlap-relation from P(X) to P(S); then F preserves
joins in P(X), that is unions, by proposition 1.10. So D =, , F{z}, that is,
F is uniquely determined by its behaviour on singletons. Thus we put: xra <
a € F{x}, that is, r{z} = F{x} for every € X. Also the operator r preserves
unions; thus D = {J,.p, F{z} = U,.pr{z} = rD, that is, F = r. q.e.d.

Note that the identity map on an overlap algebra is a self-symmetric oper-
ators. Note also that (F1F3)~ exists and is equal to Fy F; provided that F;
and Fy exist (and F;F> makes sense). In fact: FiFor x y iff Fox x F y iff
x % F5 Fi y. So overlap-relations are closed under usual composition of maps.

Let OA be the category of overlap algebras and overlap-relations with usual
composition and identities. The mappings S — (P(S),Q, 0 ) and r (as a
relation) — 7 (as an operator on subsets) define a full embedding (= full, faithful
and injective on objects) of Rel into OA. Moreover, since an overlap algebra is
atomic if and only if it is isomorphic to (P(S),C, (), where S is the set of all
its atoms (see [12]), the above embedding is also dense (= essentially surjective)
on atomic overlap algebras (see [14] for details).

The following proposition, whose proof is essentially taken from [12], shows
that isomorphisms in OA are precisely invertible x-preserving maps.

6This definition is slightly different from that required in [12]. Sambin asks an overlap-
relation to be an F for which F—, F* and F~* exist. Though this definition is redundant
impredicatively, it is not so predicatively. However, his and our notion coincide in the set-based
case, which is the only relevant for this paper.



Proposition 1.13 Two overlap algebras P and Q are isomorphic in OA if and
only if there exists a bijective operator F : P — Q with inverse F ! such that

p1 E po <= Fp1 ¥ Fpo (13)

for every py and py in P. In that case F~ = F~1, that is the symmetric of F
18 1ts inverse map.

Proof Let F be an isomorphism in OA, with inverse F~!, from P to Q.7
Also, let 1p and 1¢g be the top elements of P and Q, respectively. We first claim
that F~1g = 1p: forevery p, p s lp & F 1 Fp=lp & Fp = (F H 1p
= Fp x 1g & p x Flg; so lp < F1g. Also, as F is monotone and
invertible, we have F(p1 A p2) = Fp1 A Fpa. Now p1 % po iff p1 Ape x 1p iff
p1L APy ¥ F 1g iff .7:(]91 Ap2) = 1g iff Fpy A Fpa = 1g iff Fpy = Fps, that is
(13). Consequently, p = F~lq iff Fp = FF 1q iff Fp = q iff p = F~q; hence
Fl=F".

Vice versa, let F be a bijection satisfying the above equivalence. We have to
check only that F -|- F~1, so that both F and F~! are overlap-relations. This
is easy: Fp = qiff Fp = FF lqiff p = F~lq. q.e.d.

2 Constructive Topology

The beginning of the Basic Picture (see [12]) stands in realizing that much of
topology can be developed on the basis of an arbitrary relation between two
sets. Let IF be a binary relation between the set X (which is thought of as,
but not necessarily is, the set of points of a topology) and the set S (which is
thought of as, but not necessarily is, a (set of labels for a) base of the topology).
For x € X and a € S, the intended meaning of z IF a is “the point z lies in
the basic neighbourhood (whose label is) a”. In this context, we say that X =
(X,IF,S) is a basic pair. Following [12], we define the following four operators
between subsets

O =1k ext = Ik~ rest = I-* O =1 (14)

which satisfy the symmetry condition ¢ -|- ext and the adjunctions ¢ - rest
and ext 1 0. According to the intended meaning, ext{a} is the basic open
subset whose name is a and ¢{x} is the system of basic open neighbourhoods
of x. We have that a point x belongs to int D, the interior of a subset D, iff
(Ja € O{z})(ext{a} C D) (there exists a neighbourhood of 2 which is contained
in D) iff (3a € O{x})(a e OD) iff O{z} ( OD iff ¢ ext0D; in other words,
int = extO. Dually = € cl D (the closure of D) iff (Va € ¢{z})(ext{a} ( D)
(every neighbourhood of = meets D) iff (Va € O{z})(a € OD) iff O{z} C OD iff

7Since the identity morphisms of OA are just identity maps, the inverse of an overlap
relation, when it exists, is given by its inverse map. Of course, this does not imply that every
invertible map between overlap algebras is an isomorphism in OA.
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x € restOD; so cl = rest . Symmetrically, we can define two operators J and

A on P(S):

aeJU iff (Fre ext{a})(O{z} CU)iff ext{a} § restU iff a € O restU
(15)
ae AU iff (Vzeext{a})(O{z} () U) iff ext{a} C extU iff a e Jext

forae Sand U C S.
It follows from ¢ -|- ext, ¢ - rest and ext 4 that A is a saturation, J is
a reduction and that they satisfy compatibility (recall definition 1.8).

Definition 2.1 A basic topology is a triple S = (S, A, J) made of a set S and
two operators of saturation and reduction on P(S) which are compatible.

For every basic pair X = (X, Ik, S), the structure Sy = (S,0ext,rest) is a
basic topology which is said to be represented by X. The operator ext defines
an isomorphism (whose inverse is 0) of complete lattices between Sat(A) =
Fiz(A) = {AU : U C S} = {0OD : D C X} (the collection of formal open
subsets) and Red(int) = Fiz(int) = {intD: D C X} = {extU : U C S} (the
collection of (concrete) open subsets). Similarly, Red(J) = Fiz(J) = {JU
:U C S} ={0D : D C X}, the complete lattice of formal closed subsets,
is isomorphic (via rest and ¢) to the collection Sat(cl) = Fiz(cl) = {clD :
D C X} ={restU : U C S} of (concrete) closed subsets.

The operators A and J of a basic topology are usually presented via two
infinitary relations <1 and x, respectively called cover and binary positivity, such
that a <U iff a ¢ AU and a x U iff a € JU, for every a € S and U C S.

A basic pair X is a concrete space if Red(int) is a topology on X. This
happens if and only if Red(int) is closed under finite intersections. In that
case,® the lattice Sat(A) is a frame.

Lemma 2.2 Let A be a saturation on P(S); then the following are equivalent:

1. Sat(A) is a frame, that is, AUNA,;c; Vi = AU (AUNAV;), for every
U C S and every family {V; C S}icr;

2. A is convergent, that is, AUNAV = A(U|V) for every U,V C S, where
ULV ={ceS|ceAlu} n A{v}, for someueU andveV}.

Proof If Sat(A) is a frame, then AUNAV = (AU, A{u}) (AU, A{v})
= AU 0 Uper (A{u} N A{v}) = A(U|V). Vice versa, if item 2 holds, then
AU N AU, Vi = AULUer Vi) = AlUier(ULV:) = AU AULYVY)) =
AU, e (AU N AV)). q.e.d.

Definition 2.3 A positive topology is a basic topology (S, A, J) such that A
is convergent, that is

AUNAV = AULV)  with UV = |J (Afu}nAfv})  (16)

uel, veV

8But not only in that case, as we shall see.
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for every U,V C S. In other words, a positive topology is a basic topology such
that Sat(A) is a frame.

A strictly related, but not equivalent, notion is that of a formal topology as
introduced in [10]. Essentially, a formal topology is a presentation of an overt
locale, namely it is a triple (S, .4, Pos) such that A is a convergent saturation
on S and Pos is a unary positivity predicate satistying:

(Pos(a) & aeAU) = Pos(U) (monotonicity) (17)

(Pos(a) = aecAU) = acAU (positivity axiom) (18)

where Pos(U) abbreviates (3a ¢ U) Pos(a). These conditions, as it is easy
to check, imply that Pos(AU) behaves as a positivity predicate for the locale
Sat(A).

The intended meaning of Pos(a) is exactly the same as that of a € 7.5 in a
positive topology, namely that the basic open corresponding to a is inhabited.
However, even though (17) holds with respect to a € J.S (thanks to compatibility
between A and J), this is not the case for (18), in general. Nevertheless, when
working with positive topologies, we shall write Pos(a) for a € JS (and hence
Pos(U) for U (§ JS). Let us note that almost all the definitions and results
we are going to give hold for both positive topologies and formal topologies.
In fact, with regards to our aims, it would be sufficient to deal with structures
of the kind (S, A, Pos) where A is a convergent saturation and Pos is a unary
predicate satisfying (17), but not necessarily (18).

2.1 Continuous relations

Following [12], we are now going to introduce morphisms between basic pairs,
between basic topologies and between positive topologies. First, some notation:
in what follows, if X and ) are two basic pairs, we assume that X = (X, I, 5)
and Y = (Y,IF,T) (and use the same symbol IF for two different relations); also
we write S = (5, A, J) and T = (T, B, K) for the corresponding basic topologies.

Let us assume for a moment that X and Y are two concrete spaces with
bases S and T, respectively, and that f : X — Y is a continuous function.
Then f~! restricts to a map (in fact a frame homomorphism) between open
subsets of Y and open subsets of X. This is equivalent to say that f~!(extb)
is open (in X) for every b € T, that is: intf lextb = f~lextb. The latter
equality, hence continuity of f, can be expressed by the commutativity of the
following diagram of relations®:

x 5 s
lf ls where asbis ext{a} C f'exth
y Lo

9Given two binary relations r, between X and Y, and s, between Y and Z, the composition
sor is the binary relation between X and Z defined by x (s o r) z iff there exists y € Y such
that zry and y s z.
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where f is thought as a relation. This fact suggests the following.

Definition 2.4 Let X and )Y be two basic pairs. A morphism from X to Y,
called a relation pair, is given by a pair of binary relations (r,s) such that the
diagram

x 5 g
y %o

commutes, that is, IF or = so I-.1% Two relation pairs (r1,s1) and (rq,s2) are
equal if s10 lF = sq0 Ik or, equivalently, I ory = sj0lF = sq0 I = IF org.

Thus, properly speaking, a relation pair is an equivalence class. This notion of
equality between relation pairs is justified by topological reasons (see [12]) and
is what makes the category of basic pairs and relation pairs differ from Rel.

It is possible to prove that the right component of any relation pair gives
rise to two morphisms of sup-lattices and inf-lattices, respectively, defined by

Sat(B) — Sat(A) and Red(K) — Red(J)

BU +— AsU KU +— Js'U (19)

for U C T. Vice versa, if a relation s between S and T is such that the maps
above are well-defined (in that case, they automatically become morphisms of
sup-lattices and inf-lattices, respectively), then s is the right component of a
relation pair (r,s), where zry (for x € X and y € Y) can be taken to be
Oy C sO{x}. This justifies the following definition.

Definition 2.5 A continuous relation from the basic topology S = (S, A, J) to
the basic topology T = (T, B, K) is a binary relation s between S and T such that
the two maps in (19) are well-defined morphisms of sup-lattices and inf-lattices,
respectively.

We identify two continuous relations if they give rise to the same maps.

In the case in which S and 7 are represented by X and ) respectively, the
discussion above says that the continuous relations from S to 7 are precisely
the right components of relation-pairs from X to V.

Note that the identity relation on S is continuous on (S, A, J) for every A
and J. Moreover, the composition of two continuous relation is continuous.

Two continuous relations s; and sy are equal if they corresponds to the same
maps in (19). We claim that this happens if and only if

Asib = Asyb (20)

for every b € T. For, by assuming the latter, we have: As; U = Al 570 =
AUy As1b = AUy Asa b = AUy 520 = Asy U. We want to check also

10From the point of view of the operators in (14) this means that Or = s, r~ ext = exts™,
r*rest = rests* and Or—* = s—*[.
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that Js7U = Js3U, for every U C T'. Since J is a reduction, it is enough to
show that JsjU C s3U, which is equivalent to so0JsjU C U. Solet b € s2Js7U;
then s5b () JsiU. Thanks to compatibility between A and J and by equality
between s; and sg, we get s7b § JsiU, which is equivalent to b € 517 s}
Since both J and s;s} are reduction operators, we can conclude b e U.

Finally, a morphism from the positive topology S = (S, .4, J) to the positive
topology 7 = (T,B,K) is given by a continuous relation s from S to 7 such
that the map

Sat(B) — Sat(A)

BU +— AsU (21)

is a morphism of frames. Such a continuous relation is called a total and con-
vergent continuous relation and can be characterized by the following two prop-
erties: As™T = AS and As—(U|V) = A(s"U|s™ V), for every U,V C T.

We write BP for the category of basic pairs and relation pairs, BTop for
that of basic topologies and continuous relations and PTop for that of positive
topologies and total and convergent continuous relations.

We end this section with a lemma we shall need later on.

Lemma 2.6 Let s be a continuous relation from S to T; then:!

e the operator s is formal closed (or reduced), that is, it maps Red(J) to
Red(K);

e the operator s—*

to Sat(B).

is formal open (or saturated), that is, it maps Sat(A)

Proof By the definition of continuous relation, the map KU —— Js*U is
well-defined on Red(K). This gives, in particular, Js*KU = Js*U for all U
because KU = KU. Since K is reductive, this is equivalent to Js* C Js*K
and hence to Js* C s*IC because J is a reduction. In its turn, this is precisely
sJs* C K (because s 4 s*). In particular, sJs*sJ C KsJ; hence sJ C sJJ
C sJs*sJ C KsJ, because s*s is expansive and J is idempotent. So sJ =
KsJ because K is a reduction. In other words, K(sJU) = sJU for all U, that
is, the image of Red(J) under s is contained in Red(KC). The second part has a
dual proof. q.e.d.

3 The overlap algebra of regular opens

Before starting this section, let us fix some notation: when dealing with single-
tons such as {a} we shall almost always suppress brackets; so Aa, b < a, U |a,
s~a and so on will stand for A{a}, b < {a}, Ul{a} and s~ {a} respectively.

I Actually, these two items characterize a continuous relation.

14



Definition 3.1 For every positive topology S, let R : P(S) — P(S) be the
operator on subsets defined by:

acRU &L (vbe S)(Pos(alb) = Pos(U b)) (22)

forae S and U CS. We say that U is (formal) regular if U = RU.

Proposition 3.2 For every positive topology S = (S, A,J), the operator R
defined in (22) is a saturation on S.

Moreover A C R, that is, AU C RU for everyU C S. Hencce AR = RA=TR
and Sat(R) C Sat(A), that is, each reqular subset is a formal open.

Proof Let us consider the basic pair (S,IF,S) where z IF a g, Pos(z]a).
Then the operator Oext is a saturation on S. We claim that Oext = R:
a e OextU iff ext{a} C extU iff (Vo € 5) (z IF a = Bu e U)(zx I+ u)) iff
(Vz € S) (Pos(zla) = (Fu e U)Pos(z|uw)) iff (Vx € S) (Pos(x]a) = Pos(z|U))
iff a e RU.

A CR: if a e AU, that is Aa C AU, then alb = Aa N Ab C AU N Ab
= A(U|b) (because A is convergent); if Pos(a|b) holds, then Pos(A(U|b)) by
condition (17); hence Pos(U |b) by compatibility; so a ¢ RU.

From A C R one gets both AR C RR =R and RA C RR = R. Conversely
R C AR and R C RA because A is expansive and R is monotone.

Finally, if U = RU, then AU = ARU = RU =U. q.e.d.

A standard definition in topology says that an open subset is regular when
it equals the interior of its closure. To justify our definition of regular formal
open subset, we analyze the case of a positive topology which is represented by
a concrete space (X, I, S).'2 For every formal open AU, we are going to show
that extU, the concrete open corresponding to AU, is regular (in the usual
sense) if and only if AU is formal regular (according to definition 3.1), namely
AU = RU. First we note that: Pos(U|V) it UV § JS f ULV ( OrestS
iff ext(UIV) ( restS iff ¥ (extU N extV) § X iff extU (j extV. Hence
aeRUiff (Vb e S) (ext{a} (| ext{b} — extU () ext{b})iff ext{a} C cl extU
iff @ e OclextU. In other words, R = Oclext and extR = intclext. So
AU = RU iff AU = ARU iff extU = extRU iff extU = int cl extU iff extU
is regular.!4

It is worth noting that definition 3.1 differs, at lest intuitionistically, from
the usual definition. A regular element of a frame is an z such that t = — — =
(recall that, at least impredicatively, every frame has a pseudocomplement). In
the case of a frame of the form Sat(.A), one can define the pseudocomplement of
AU as {a € S| alU C AQ} (see [12]). This would bring to a weaker definition

12This essentially amounts to require the locale Sat(.A) to be spatial (see [6]).

Bext(UlV) = extUext (UlV) = extx AULV) = ext (AUNAV) = ext (HextU NOext V)
= ext(extUN extV) = int(extUN extV) = extUN extV

4 The basic pair (S, Pos(_- |-_), S), besides the saturation R, induces also a reduction oper-
ator whose fixed points can be shown to correspond to “regular” closed subsets (those which
are equal to the closure of their interior). See section 4.1 for details.
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of regular. In fact, in the case of a concrete space, one can show that AU would
be regular in this sense precisely when extU = int — int — extU.

Recall from [6] that a nucleus on a locale is a map j on the underlying frame
such that: (1) j(z Ay) = j(2) A J); (2) = < (@) (3) J(i(x) < j(). In
other words, a nucleus is a saturation which preserves binary meets. Nuclei are
identified with sublocales: by definition, the collection of all fixed points of a
nucleus form the underlying frame of a sublocale.

Lemma 3.3 For every positive topology S, the operator R satisfies
RUNRV = RULV) (23)
for allU,V C 8.

Proof The inclusion R(U]V) C RU NRV follows from U|V C AU and
UlV C AV because RA = R. Before proving the converse, le us observe that
AUIU) = AU, AULV) = A(V|U) and A(U|V)IW) = AUL(VIW)) for
all U, VW C S. This implies that Pos(U|U) is equivalent to Pos(U), that
Pos(U|V) is equivalent to Pos(V |U) and that Pos((U|V)|W) is equivalent to
Pos(U [ (V|W)). We now check that RUNRV C R(U|V) holds. Take an a
in S such that a € RU and a ¢ RV. For every b € S such that Pos(alb), we
must prove that Pos((U]V)]b) holds. From Pos(a]b) one gets Pos(a](alb)) and
hence Pos(U | (alb)) because a € RU. This is tantamount to Pos(a| (U ]b)) which,
together with a € RV, gives Pos(V [ (U]b)). This is equivalent to Pos((U|V)]b).
q.e.d.

Proposition 3.4 For every positive topology, Sat(R) is a sublocale of Sat(A).
Moreover, Sat(R) is overt with respect to Pos, that is (S, R,Pos) is a formal
topology (in the sense of [10]).

Proof We have to prove that R is a nucleus on Sat(.A). We already know
that R can be seen as an operator on Sat(A) since RAU = ARU for every U.
Moreover, R is a saturation (not only on P(S) but also) on Sat(A). Finally
R(AU A AV) = R(AU N AV) = (A convergent) RA(U|V) = R(U|V) =
(lemma) RUNRV = RAUNRAV = RAU A RAV.

Finally, we prove that Pos is a positivity predicate for Sat(R). Monotonic-
ity: since Pos(a) is equivalent to Pos(ala), from a ¢ RU and Pos(a) one gets
Pos(U |a) which, in turn, entails Pos(U) (because Ula C AU). Positivity ax-
iom: assume that Pos(a) = (a € RU); for every b € S, if Pos(a|b), then Pos(a)
(because alb C Aa); so a € RU by the assumption; this together with Pos(a|b)
gives Pos(U |b); hence a ¢ RU by the definition of R. q.e.d.

The lattice Sat(R) has also a natural structure of overlap algebra.'® Let us

define .
RU =RV £L  Ppos(U|V) (24)

15This corresponds to the classical fact that the regular open sets of a topological space
form a complete Boolean algebra.
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for every U,V C S. This is well-defined. In fact, since Pos is a positivity
predicate for Sat(R), then one has: Pos(U|V) iff Pos(R(U|V)) iff Pos(RU N
RV). Easily, 3 is an overlap relation in the sense of definition 1.1. For instance,
3 satisfies density by the very definition of R.

Definition 3.5 For every positive topology S, we put Reg(S) = (Sat(R), C, x)
(with R and 3% defined in (22) and (24), respectively) and we refer to it as “the
overlap algebra of reqular opens of S”.

Note that Reg(S) is always a set-based overlap algebra via the set S itself and
the map a — R{a} because RU = RRU = R, rp{a} = \/g{a}<RRU R{a}.
In the next section, we shall prove that each set-based overlap algebra can be
represented as the overlap algebra of regular opens of some positive topology.

4 'Topological representation of overlap algebras

Let (P, S, g) be a set-based overlap algebra. With these data at our disposal, it
is natural to consider the basic pair (5, x,.5) (in fact, we should use the symbol
%|4(5)xg(s) instead of 3, but, for the sake of simplicity, we shall not). And given
this, the following natural step is to construct the basic topology represented
by it.

Definition 4.1 Given an overlap algebra P set-based on S, we write Top(P)
( “the topology associated to P7”) for the basic topology represented by the basic
pair (S, %,9).

Of course, since 3 is symmetric we have ext = 3~ = x = {, rest = [,
A = cl, J = int and so on. According to the general definitions, for a € S
and U C S, we have: a <U iff a € AU iff a € OextU iff ext{a} C extU iff
x5 aCx Uiff(Vzel) (zxa= Fuel) (zxu)iff (Vzel) (zxa=
x x \JU) (because x splits joins) iff a < \/ U (by density). For p in P we put
lp={a €S :a<p}, sothat AU = | \/U hold for all U C S. One can easily
check that the following are all isomorphisms of complete lattices:

! O
P Sat(A) = Sat(cl) __ Red(J)= Red(int) (25)
V rest

(since | \/ = Aand \/ | = idp, it is enough to check that \/ 4 |, that is, \/ U < p
< U C |p, and then apply the general results on page 7). In particular, U is a
formal closed subset (U = JU) if and only if there exists p in P (in fact, p =
V restU) such that U = Olp={ae€S: (FbeS)laxb& b<p)}={aeS:
a % p}. Also, ax U (a e JU) if and only if a 3 \/ restU, where restU = {x € S
| (Vb€ S)(z =2 b= beU}. In particular, Pos(a), that is a € J.5, if and only
if (Jz € S) (a x x). More generally, note that: Pos(U|V) iff Pos(A(U|V))
iff Pos(AU N AV) iff (3a € S) ((a<U) & (a<V) & (a % a)) iff (Ja € 5)
(a<VU) & (a<VV) & (axa))iff (VU) x (VV).16

16T justify the latter equivalence, note that p 3% ¢ is equivalent to pA ¢ 3 pAq. Since pAgq
=V {a €5 | a<pAqg}, this holds if and only if there exists a < p A ¢ such that a % a.
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Summing up, we have the following properties of Top(P):
e aU iff a <V U, that is, A = | /;
e Pos(a) iff a % a, hence Pos(U) iff \/ U x \/ U;

Pos(U|V) iff \/U x \/ V;

formal closed subsets are precisely the subsets of the form {a € S | a x p},
for some p in P;

e axU,thatisae JU,iffax \/{x € S| (Vbe S)(axb = beU)}.

Even if (S5,3,S5) is not a concrete space in general (see proposition 4.5),
nevertheless Top(P) is always a positive topology (Sat(A) is a frame), because
Sat(A) = P as complete lattices and the latter is a frame.

According to definition (22), it is possible to define an operator R on P(.S)
whose fixed points are the regular formal open subsets of the positive topology
Top(P). We have: a ¢ RU iff (Vb € S) (Pos(alb) = Pos(U|b)) iff (Vb € S)
((a xb) = (VU %)) iff (a <\/U)iff a e AU. Hence R = A and Sat(R)
= Sat(A). In other words, every open subset of Top(P) is regular. Following
definition (24), we can endow Sat(R) with an overlap algebra structure by
defining: RU = RV iff Pos(U|V) it VU = \/ V.

By putting all these facts together and by remembering the isomorphisms
showed in (25), one probably expects Reg(Top(P)) (the overlap algebra of reg-
ular opens of the positive topology associated to a set-based overlap algebra) to
be isomorphic to P itself; and in fact it is so.

Proposition 4.2 Let P be a set-based overlap algebra. Then Reg(Top(P)) 18
isomorphic to P via the maps:

Reg(Top(P)) — P and P — Reg(Top(P))
RU — VU p lp

Proof Themap \/ is well-defined since \/ RU =\ AU =\/{a € S|a <\ U}
= \VU. Also \/ is bijective and | is its inverse. Moreover, RU x RV iff
(VU) x (VV); so \/ satisfies the hypotheses of proposition 1.13 and hence it
is an isomorphism in OA. q.e.d.

Let us denote by np the isomorphism from Reg(Top(P)) to P; so:

n(RU) = \JU (26)
for every U C S.

Corollary 4.3 FEvery set-based overlap algebra is isomorphic to the overlap al-
gebra of reqular open subsets of a positive topology.
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4.1 The topology of regular subsets

Being at this point, the question naturally arises of what the link is between a
positive topology S and the positive topology Top(Reg(S)). The latter is the
topology represented by the basic pair (S, Ik, S) where « I a is Pos(z |a). As we
know (see the proof of proposition 3.2), the corresponding saturation is just R
whose fixed points are the regular formal open subsets of S. We now consider
also the reduction induced by IF, call it Jz. Thus, from now on, we can write
Top(Reg(S)) = (S, R, Jr). We have:

aeJU &L (@e S)(Pos(xla) & (b€ S)(Pos(xlb) = be U))

(remember the general construction in (15); by the way, note that a € JgS is
just Pos(a), that is, JrS = JS). By an argument dual to that used for R,
it is possible to show that Red(Jr) can be rightfully called “the collection of
regular formal closed subsets of §” since, in the case of a topological space, it
is isomorphic to the lattice of regular closed subset (where a closed subset is
regular if it equals the closure of its interior).

However, the collection Red(Jr) is not in general a subcollection of Red(J).
This implies that Top(Reg(S)) = (S, R, Jr) is not, in general, a subobject of S
= (S5, A, J) even though Sat(R) is a sublocale of Sat(A). To avoid this problem,
we require Jr C J; this is equivalent to assume that each regular formal closed
subset is a formal closed subset. In this case, and only in this case, the identity
relation on S is a total and convergent continuous relation from Top(Reg(S))
to S which is, in fact, a monomorphism in PTop (hence in BTop). To avoid
confusion with the identity morphism on S, we write

es : Top(Reg(S)) — S (27)

for this morphism. Of course, we have egb = {b} for all b € S. We end this
paragraph with a proposition we shall need later.

Proposition 4.4 For every set-based overlap algebra P and every positive topol-
ogy S we have:

Top(Reg(Top(P))) = Top(P) and Reg(Top(Reg(S))) = Reg(S) .

Proof First note that Top(Reg(S)) = S if and only if A =R and J = Jx.
From discussions in the previous paragraph, we already know that A = R in
every positive topology of the form Top(P). In this case, moreover, a € JrU
iff (3x € S) (Pos(zla) & (Vb € S) (Pos(z|b) =bel))if (Fx € S) (zxal&
(MbeS)(bxzx=0bel))iff GxelS) (axx&d{z} CU)iff Az ef) (axz
& xerestU) iff ax\ restU iff a e JU. Thus the first equality is proved.
Since all formal open subsets of Top(Reg(S)) = (S, R, Jr) are regular and,
moreover, they coincides with the regular formal open subsets of S, the overlap
algebra Reg(Top(Reg(S))) is precisely the overlap algebra Reg(S). q.e.d.
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4.2 Ideal points and atoms

We are now going to discuss some links between the notion of ideal point in
positive topology (see definition below) and that of atom in an overlap algebra.
Even if these results have little consequence for the rest of this paper, we think
they may have some interest on their own.

Proposition 4.5 Let P be an overlap algebra set-based on S. The basic pair
(S, %,5) is a concrete space if and only if P is atomic with S as its set of atoms.

Proof We want to show that the collection Red(int) of all concrete open
subsets of the basic pair (S, %,.5) is closed under finite intersections if and only
if every x € S is an atom. More explicitly, we prove: (1) S is open if and only
if z % x holds for every z € S; (2) the intersection of two basic open subsets
is open if and only if % a & = b = x % a A b for every x,a,b € S (recall
proposition 1.5). Of course, S is open if and only if every « € S has an open
neighbourhood. This means literally that (Vz € S) (Ja € S) (z % a), which is
equivalent to (Vo € S) (z % z). The intersection of two basic opens is open if
and only if, for every a,b € S and every = € ext {a} N ext {b}, there exists c € S
such that = € ext{c} C ext{a} N extb. Now ext{c} C ext{a} is equivalent to
¢ < {a}, that is, ¢ < a; similarly for b. So we have reached the following: for
every x,a,b € S, if x ¥ a and x % b, then there exists ¢ < a A b such that z x c.
However, x 3 ¢ for some ¢ < a A b is tantamount to x % a A b. q.e.d.

In [10], a formal point of a formal topology (S, <1, Pos) is defined as a subset
a C S satisfying the following: « (§ S (« is inhabited); a e« & bea = alb § «
(o is convergent); a € a = Pos(a) (a is positive); a<U & aea = U § a («a
splits <1). In [12], the notion of an ideal point was introduced by replacing the
requirement “« is positive” with “« is formal closed”, that is, « = J«. This is,
in general, more restrictive: a e @ & a € Ja = a e JS < Pos(a). Moreover, it
is easy to check that if « is formal closed, then it automatically splits <1 (this is
just “compatibility” between A and J).

Here we want to prove that the notion of atom for a set-based overlap algebra
‘P essentially coincides with the notion of an ideal point for the positive topology
Top(P).

Proposition 4.6 Let P be an overlap algebra set-based on S. Then the maps:

Atoms(P) — iPt(Top(P)) p iPt(Top(P)) — Atoms(P)
T — Olx an « —  \/ resta

define a bijective correspondence between atoms of P and ideal points of the
positive topology Top(P).

Proof Thanks to (25), Olx = {a € S | a x 2} is a formal closed subset for

every ¢ € P. Assume now that z is an atom. In particular, x 3 x and hence
¢ lx is inhabited. Also, thanks to proposition 1.5, zt 3 a & x b = x 3 a A b;
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therefore ¢ |z is convergent (note that a Ab = \/alb). Summing up, ¢ |z is an
ideal point.

Vice versa, suppose that « is an ideal point. Then a € « for some a € S
(v is inhabited) and a € Ja (« is formal closed), that is, a 3 \/ rest «; hence
V resta x \/ resta. Moreover, a x \/resta & b x \resta < a € Ja &
beJasaeceakbea=alb ) asalb ) Ja< V(aldb) xV resta <
(a Ab) x|/ resta. Summing up, \/ resta is an atom by proposition 1.5.

Finally, \/ rest 0]z = 2 and O/ resta = « by (25). q.e.d.

Following [12] and in analogy with what is done in Local Theory, we say that
a positive topology is spatial when a <t U holds if and only if a e « = « (§ U
for every point . It is easy to check that the positive topology represented by
a concrete space is always spatial.

Proposition 4.7 The positive topology Top(P) is spatial if and only if the over-
lap algebra P is atomic.

Proof If P is atomic, then (S, 3,5) is a concrete space, hence Top(P) is
spatial. Vice versa, it is sufficient to check that each a € S is the join of the
atoms below it. So, for every a € S, we must prove that a < \/{z € Atoms(P)
| x < a}, that is, a < {x € Atoms(P) | x < a}. By spatiality of Top(P), this is
equivalent to a e & = a § {x € Atoms(P) | x < a} for every point a. By the
previous proposition, the claim becomes z % a = (3z € Atoms(P))(z x z &
x < a) for every atom z (because a € v is a € {] z, where z is the atom \/ rest ¢;
this is equivalent to z 3% a). This last claim is trivial: if z % a, then take x = z
and use the fact that z is an atom. q.e.d.

5 Overlap-relations topologically

Since each overlap algebra can be seen as a positive topology, it is natural to
look for a topological reading of overlap-relations. We start from investigating
the notion of overlap-relation in the case of set-based overlap algebras. Much
of this material is joint work with Maria Emilia Maietti and Paola Toto; some
of the ideas can be found in [14]; a more exhaustive paper on this subject is in
preparation.

From now on let P and Q be two overlap algebras set-based on S and T,
respectively, and let F be an overlap-relation from P to Q. We shall show that
each overlap-relation from P to Q is essentially a continuous relation, that is a
morphism of basic topologies, between the associated positive topologies.

In the case of set-based overlap algebras, equation (9) can be replaced with
the following predicative version:

Fq=\{acS|(VzeS)(xxa = Frxq)} (28)
for every ¢ in Q. Similarly: F*q = \/{a € S| Fa < q} and F*p=\/{be T

| b < p}. Our aim is to investigate under which conditions equation (28)
indeed defines the symmetric operator of F.
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Let us start with some notation. To any F : P — Q, we associate a binary
relation, say |F, between S and T defined by:
a(lF)b &L b<Fa (29)
for every a € S and b € T. If, as usual, we write (|F) : P(X) — P(S) also
for the direct image of the relation (]F), then we have: b e (|F)a if and only if
b < Fa if and only if b € | Fa (which probably justifies the notation). As usual
we write ()~ both for the inverse relation of (|F) and for the symmetric of
(l]F) as an operator.

Proposition 5.1 Let F be an operator from P to Q which preserves joins and
let G be the operator defined via equation (28). Then the following conditions
are equivalent:

1. F-|- G, thatis, G = F~;
2. ((1G),(I1F)7) is a relation pair from (T, %,T) to (S,%,5);
3. (lF)~ is a continuous relation from Top(Q) to Top(P);

4. (IF)~ is a formal closed map, that is, it maps formal closed subsets to
formal closed subsets;

5. for every q in Q, {a € S : Fa x q} is a formal closed subset of Top(P).

Proof (1= 2) Foreveryxz € Sandy e T, Fz xy < x x Gy holds; this
yields (3 €T) (yxb& b< Fz) < (Ja € S) (z x a & a < Gy) which can be
read as: (b€ T) (y x b & b(|F)"z) & (3a € S) (y(19)a & a x x); finally,
by the definition of composition between binary relations, we can rewrite things
as: (JF) ox =xo0(]G).

(2 = 3) Because the right component of a relation-pair is a continuous
relation between the represented basic topologies.

(3 = 4) By lemma 2.6.

(4 = 5) For every ¢ in Q, {b € T | b % ¢} is a formal closed subset of
Top(Q); therefore (|[F) {be€ T | b3 q} is a closed subset of Top(P). But, for
every a € S, we have: ae (|[F) {beT |bxq}iff (|[Fla § {beT|bxq}iff
(FbeT) (b<Fa&bsxg) iff Faxq.

(5 = 1) We first show that p % Gg = Fp x ¢ (this holds for any F which
is monotone). Assume that p % Gg; by definition of G (use also the fact that
5 splits joins) there exists a € S such that p % a and (Vz € S) (z % a =
Fr = q); since p 3 a, there exists x < p such that z 3 a; hence Fz 3 ¢
and Fp % ¢ (because F is monotone). Now we are going to prove the other
direction: Fpx q=px Gq. Let U ={z € S | Fx % q}; then Gg = \/{a € S
|(VzeS)(zxa=zelU)}=V{aeS|0aCU)} =V restU. Assume that
Fp % q; since F preserves joins, Fp = \/a<p Fa; so there exists a < p such that
Fa % ¢, that is, a € U. Since U is a formal closed subset of Top(P), we get
a e JU, that is, a % \/ restU. So a % Gq, hence p % Ggq. q.e.d.
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5.1 A category-theoretic summing-up

In this section we want to read T'op and Reg as two functors between set-based
overlap algebras and positive topologies. It is clear that we cannot consider the
standard category of positive topologies because, as we have just seen, overlap
relations corresponds to continuous relation which are not necessarily total and
convergent. On the other hand, the category of basic topologies is not suitable
because the construction Reg work for positive topologies only. Thus we must
consider a category which is halfway between PTop and BTop, namely the
category of positive topologies and continuous relations. This is however not
enough. If we want to extend Reg to a functor, we must be able to restrict
every continuous relation to regular subsets (see proposition 5.4 below). In
other words, given s : § — 7, we will need to induce a continuous relation
between T'op(Reg(S)) and Top(Reg(T)).

Definition 5.2 Let s be a continuous relation between two positive topologies
S and T. We say that s preserves regular subsets (or is regular-preserving) if
it is also a continuous relation from Top(Reg(S)) to Top(Reg(T)).*"

To avoid confusion, we write Top(Reg(s)) for s read as a continuous relation
from Top(Reg(S)) to Top(Reg(T)). Note that regular-preserving continuous re-
lations are closed under composition and identities. Moreover, every continuous
relation between topologies of the form Top(P) is regular-preserving because of
proposition 4.4.

This almost completes the definition of the category of topologies we need.
We only add the requirement Jz C J in order to make £s of equation (27)
a continuous relation. Note that every es preserves regular subsets since it is
induced by the identity relation.

Definition 5.3 We write PTopreg for the category whose objects are positive
topologies satisfying Jr € J and whose morphisms are continuous relations
preserving reqular subsets.

Let OAgp, be the category of set-based overlap algebras and overlap-relations.
We define two (cotravariant) functors
Tor
OAL? - PTopyeg (30)
Reg
in the following way.
For any P in OAgp, we have already defined an object in PTopyeg namely
Top(P). Now, for any morphisms F : P — Q in OAg, we put
def _
Top(F) = (IF)” : Top(Q) — Top(P)
(remember equation (29) and proposition 5.1). The continuous relation T'op(F)
obviously preserves regular subsets since all formal open subsets in T'op(Q) and

17This notion is analogous to that of weakly open frame homomorphism in [1].

23



Top(P) are regular. If idp is the identity map on P, then a € A(Top(Idp))~b
iff a e A(JIdp)b iff a <V [biff a < b iff a € Ab; so Top(idp) is equal (as
a continuous relation) to the identity on P. Moreover, aTop(F; o Fz)b iff
a(l(.ﬂ ] ./'—'.2))7 biff a é (fl o fg)b iff a S flfgb iff (E'C S fgb)(a S ]—'16) iff
(Fec € |Fab)(a € [Fie) iff a e (|F1)(|F2)b iff a € (Top(F1))” (Top(F2))~b iff
a € (Top(Fz) o Top(F1))~ b iff a (Top(Fz) o Top(F1)) b.

We now came to the case of Reg. For every morphism s : § — 7 in
PTop,eg, We put:

Reg(s) : Reg(T) — Reg(S)

RV — Rs™V (31)

for every V' C T'. Note that this definition agrees with the notation T'op(Reg(s))
proposed after definition 5.2.

In fact, if we compute Top(Reg(s)) according to the definitions of Top
and Reg, then we have: aTop(Reg(s))b iff a(|Reg(s))~b iff b(|Reg(s))a iff
a < Reg(s)b. This inequality must be read in the overlap algebras Reg(S)
and Reg(7T), which are set based on S and T with respect to the maps a — Ra
and b — R'b. So a < Reg(s)b is an abbreviation for Ra C Reg(s)R’b, that
is, Ra € Rs~b. Since R is a saturation, this says precisely that a ¢ Rs™b.
Summing up, from the definitions of T'op and Reg, we get

Top(Reg(s))"b = Rs~b (32)

for all b € T. This implies that Top(Reg(s)) is equal to s as a continuous
relation (recall that the saturation of T'op(Reg(S)) is just R) as wished.

Lemma 5.4 Let s be a morphism from S to T in PTopyeg; then the operator
Reg(s) defined in (31) is an overlap-relation.

Proof Since Reg(s) preserves joins, it is sufficient (by proposition 5.1) to
prove that the the relation Top(Reg(s)) is continuous from Top(Reg(S)) to
Top(Reg(T)). This is true since s is regular-preserving. q.e.d.

We want to show that Reg is in fact a (contravariant) functor. Clearly,
Reg(ids) = idpeg(s) since ids can be presented by the identity relation. More-
over, we have: Reg(sy 083) RU = R(s1082) U = Rs, s7U = Reg(s2) Rs; U
= Reg(s2)Reg(s1) RU = (Reg(s2) o Reg(s1)) RU.

Recall from proposition 4.4 that Top(Reg(Top(P))) and Reg(Top(Reg(S)))
always coincides with T'op(P) and Reg(S), respectively, for every set-based over-
lap algebra P and every positive topology S (in particular, neither T'op nor Reg
is injective on objects).

Lemma 5.5 For every set-based overlap algebra P and every positive topology
S with Jr C J the following hold:

1. TOP(ﬂP) = idTop(’P) = ETop(P)
2. Reg(es) = idReg(s) = MReg(S)
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(see equations (26) and (27) for the relevant definitions).

Proof For a,b € S we have: a € (Top(np))~biff a € (Inp)b iff a < \/{b} iff
a < b (to be read in Reg(S), set-based on S with respect to the map a — Ra)
iff Ra C Rb iff a € Rb; hence R(Top(np)) b = Rb = R(erop(p)) b. For U C S
we have: Reg(es)RU = R(es) U = RU = V¥{Ra | a e RU} = NReg(s)RU.
q.e.d.

Lemma 5.6 The two maps P — np and S — cs define two natural transfor-
mations 1 : loa,,or — Reg Top and € : Top Reg — 1pTop,e, -
Moreover n is a natural isomorphism and

Reg(Top(F)) = mng'oFonp (33)
for every overlap-relation F : P — Q in OAgp.

Proof We first prove (33). For every U C S (S being the base of P),
Reg(Top(F)) RU = R (Top(F))"U = R(IF)U = RU, | Fa = AU, 1 Fa
= l\/UasU lfa = l\/an\/lfa = l\/an Fa = l‘7:.(\/ U) = nél f(\/ U) =
(5" o F) VU = (ng' o Fonp) RU. So 7 is a natural transformation and, in
fact, a natural isomorphism (proposition 4.2).

We now want to prove that ex o Top(Reg(s)) = s o es forevery s : S — 7.
By the definition of equality between continuous relations, we must check that
R(er oTop(Reg(s))) b= R(soes) bforall b e T. This follows from equation
(33) and the fact that es and e7 are induced by the identity relation on S and
T, respectively. q.e.d.

Note that, as a consequence of the previous two lemmas, Top(Reg(Top(F)))
= Top(F) and Reg(Top(Reg(s))) = Reg(s), for every F and every s.

Proposition 5.7 The adjunction Top 4 Reg holds, with unit n and counit €.

Proof Once written down rightly, the triangular identities follow at once from
lemma 5.5. q.e.d.

Proposition 5.8 The functors Top and Reg are full; Top is also faithful and
reflects isomorphisms.

Proof Let s be a morphism from T'op(P) to Top(Q). Then s = Top(Reg(s))
(which makes sense thanks to proposition 4.4) and so Top is full.

Let F be a morphism from Reg(S) to Reg(T). By equation (33), we have:
Reg(Top(F)) = nl_%ig(q_) 0 F 0 NReg(s) = F (recall lemma 5.5). So Reyg is full.

If Top(F1) = Top(Fz), then Reg(Top(F1)) = Reg(Top(Fz)), that is, nél o
Fromnp = nél o Fy onp. So F; = Fs and Top is faithful.

Finally, If Top(P) = Top(Q), then P = Reg(Top(P)) = Reg(Top(Q)) = Q.
q.e.d.
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As a consequence, there exists a duality between OAgp, and its essential
image along Top (the objects in this image are exactly the representable positive
topologies whose formal open subsets are all regular). Moreover this image is
a coreflective subcategory of PTopyeg With the composition Top Reg as the
coreflector.
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