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Abstract—Traffic safety through inter-vehicular communica-
tion is one of the most promising and challenging applications of
Vehicular Ad-hoc Networks. In this context, information such as
position, direction, and speed, is often broadcast by vehicles so as
to facilitate fast multi-hop propagation of possible alert messages.
Unfortunately, a malicious vehicle can inject bogus information
or cheat about its position. In this work, we analyze the impact
of a position cheating attack on an alert message application.
We show that this weakness we found could be leveraged by
an adversary in a very effective way. Furthermore, our analysis
leads us to design a countermeasure to this threat. Finally, we
run a set of simulations which confirm our findings.

I. INTRODUCTION

Inter-vehicular communication (IVC) is an emerging re-
search area considerably contributing to traffic safety and
efficiency [1]. In this context, many applications are possible;
yet, vehicular safety exploiting the fast propagation of alert
messages represents one of the most prominent and chal-
lenging. Indeed, vehicular safety applications exploiting IVC
are often based on multi-hop broadcast to inform vehicles
(and drivers) about road data, delivery announcements, traffic
congestion, proximity with other vehicles, accidents and even
entertainment related information for passengers [2], [3], [4].

Safety related applications are based on the reliability of
broadcast information. Several multi-hop broadcast algorithms
have been proposed [2], [3], [5], [6]. Unfortunately, they have
all been developed without security in mind, whereas security
is a fundamental issue in this context which should not be
overlooked. Indeed, attackers might run malicious actions to
inject false information or alarm, thus rendering ineffective
the safety application [7]. A malicious vehicle can inject false
information to misguide other vehicles about traffic conditions,
or pretending to be at a claimed, false position, so as to
jeopardize the effectiveness of the vehicular safety application.
Instead, the correctness of this information is crucial as the
efficiency of solutions for alert message propagation is often
based on it [2], [3].

The main contribution of our work consists in analyzing
the security threats to fast multi-hop broadcast algorithm
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(FMBA) proposed in [2] for safety application. In particular,
we highlight the impact of a position cheating attack on
this algorithm. Furthermore, we propose a countermeasure
for this threat, developing a solution which is both fast and
secure against position cheating in broadcasting safety related
messages.

This paper is organized as follows. The next section reviews
main works and backgrounds related to the position cheating
attacks on IVC, in particular when used to fast broadcast
alert messages in vehicular networks. Section III discusses the
notation and the functioning of the fast broadcast algorithm
FMBA [2]. Section IV details position cheating attack on
FMBA algorithm. Section V presents countermeasures for this
threat. Section VI discusses the experimental results for the
performance of the solution, under different probabilities of
message loss. Finally, we give concluding remarks in Section
VII.

II. RELATED WORK

In intelligent transportation system [8], IVC (Inter-Vehicular
Communication) is an fundamental building block component.
In fact, it enables a vehicle to communicate in a multi-hop
fashion with other vehicles located out of its transmission
range. Minimizing the broadcast delivery time is one of the
main challenge for IVC. In the literature, it has been proven
that this broadcast time is strictly related to both the number
of relays of the messages (hops) and the network congestion
[2], [3], [5].

In [2], the authors propose a fast broadcast algorithm
(FMBA). It aims at reducing the number of hops traversed
by a message, in order to minimize the propagation delay of a
message. Vehicles in a car platoon dynamically estimate their
transmission range and exploit this information to efficiently
propagate a broadcast message with as few transmissions as
possible. In essence, the farthest vehicle in the transmission
range of a message sender or forwarder will be statistically
privileged in becoming the next (and only) forwarder. In [3],
authors have enhanced the fast broadcast algorithm using het-
erogeneous transmission range. Unlike [2], the authors select
the forwarder of the message as the vehicle which transmission
spans farther, not the farthest vehicle in the transmission range
of the sender.

Accurate information on position is crucial for IVC based
vehicular safety applications. To this aim, detection mecha-



nisms have been proposed in this context to recognize nodes
cheating about their location [9], [10]. Position verification ap-
proaches can be grouped into two main categories ([9], [11]):
infrastructure based and infrastructure-less based approaches.

1) Infrastructure based approach: This approach uses spe-
cial hardware dedicated infrastructure to verify the position
of other vehicles. The solutions in [9] use multiple sensors
to monitor and calculate trust values for position informa-
tion. There are two classes of position verification sensors:
autonomous and cooperating sensors. In fact, autonomous
sensors work autonomously on each node and contribute their
results to the overall trust ratings of neighbors. Cooperating
sensors use the information exchange between the neighbors
to verify positions. The solution in [12] uses verifiers at
special locations. This solution needs specific infrastructure:
the verifiers. More specifically, these verifiers attempt to verify
location claims for region R that are “near” a verifier V . In
[10], the proposed solution depends on two directional an-
tennas. Each vehicle periodically sends a message containing
its location together with its own two lists of front and back
neighbors. A vehicle will decide on the relative positions of
its one-hop neighbors based on the messages it receives.

2) Infrastructure-less approach: Solutions of this type can
be further classified in parameter based and model based
approaches [9]. In parameter based approaches, vehicles check
whether a claimed node’s position is within a degree of
accuracy from the real position. This check is based on
acceptable values of some network and traffic parameters, such
as i) packet’s timestamps consistency with current time; ii)
acceptance range which assumes that no neighbor is further
than the maximum transmission range. This approach assumes
that the transmission range is fixed [13]. On the other side,
model based solutions compare the regular behavior of the
system and current actions to identify anomalies that could
indicate malicious behaviors [14]. Each node periodically
broadcasts its database containing information about observed
nodes. When a broadcast is received, the contents are merged
into the receiving node’s database. Each node periodically
examines events in its database searching for the scenario with
the least number of malicious nodes. The disadvantage of this
category of solutions is that a big search space of possible
scenarios is needed to ensure efficacy.

III. PRELIMINARIES AND NOTATION

In this section, we introduce the assumptions used in our
work (Section III-A), and we give a brief overview of the
algorithm FMBA [2] (Section III-B), the protocol which
security is addressed in this work.1 The notation used in this
paper is summarized in Table 1.

A. Model assumptions

In the remaining part of this work, we assume the following.
We assume that at most one malicious vehicle is on the

1While FMBA is designed to speed up broadcast both backward and
frontward [2], for easy of exposition we consider only the fist case (the other
is specular).

Symbol Definition
CMBR Current Maximum Back Range
CMFR Current Maximum Front Range
LMBR Latest-Turn Maximum Back Range
LMFR Latest-Turn Maximum Front Range
MaxRange How far the transmission is expected to go back-

ward before the signal becomes intelligible
d Distance between two vehicles
CW Contention Window
CWMax Maximum Contention Window
CWMin Minimum Contention Window
Hello Hello message transmitted by a vehicle in the

estimation phase to update the transmission range
drm declared transmission range in the Hello message
P The prover vehicle
V The verifier vehicle
R The geographical region

Fig. 1. Notation

network, while there are no obstacles and no buildings in
the road. The hearing communication range is considered to
be symmetric: if a vehicle V hears a vehicle P , then we
assume that P can also hear V . We suppose that there are N
vehicles arranged in the platoon. A platoon can be considered
as a collection of vehicles connected by a wireless local area
network (LAN), and are engaged in following each other
longitudinally. A vehicle V does not know its transmission
range, while the verifier node V communicates directly with
the verified node P . We assume each vehicle knows its
own location, for instance, using GPS that provides accurate
information about time and position. All the vehicles belong
to a Public Key Infrastructure [15]; i.e., each vehicle has a
public/private pair of keys and a unique identity certified by a
Certification Authority. Finally, the power and computational
resources are supposed largely adequate for our application’s
requirements, and the network is loosely time synchronized.

B. Fast Multi-Hop Broadcast Algorithm

Fast Multi-Hop Broadcast Algorithm (FMBA) [2] has the
goal of reducing the time required by a message to propagate
from the source to the farthest vehicle in a certain area of
interest [2]. To achieve this goal, this algorithm exploits a dis-
tributed mechanism for the estimation of the communication
range of vehicles. These communication range estimations are
obtained by exchanging a number of Hello messages among
the vehicles, and are then used to reduce the number of hops an
alert message has to traverse to cover a certain area of interest.
This leads to a decrease in the number of transmissions as well
as the time required by a broadcast message to reach all the
cars following the sender within a certain distance.

FMBA is composed by two phases: the estimation phase,
and the broadcast phase. The former is continuously active and
is meant to provide each vehicle with an up-to-date estimation
of its transmission range. Instead, the latter one is performed
only when a message has to be broadcast to all vehicles in the



sender’s area of interest. In order to forward a packet, each
receiver has to compute its waiting time before attempting to
forward the message. This waiting time is expressed through
a contention window (CW) computed using Equation 1.

CW =

∣∣∣ (MaxRange− d)

MaxRange
× (CWMax− CWMin) + CWMin

∣∣∣ . (1)

When a car has to send or forward a broadcast message it
computes the MaxRange value in the broadcast message as
the maximum between LMBR and CMBR values. To avoid
unnecessary transmissions, all vehicles between the original
sender and the current forwarder abort their attempt to forward
the message; whereas all vehicles behind the current forwarder
compute a new CW based on last forward parameters to
participate in the election for the forwarder on the next hop.

In Figure 2, we present the CW of a vehicle V versus
the position of different vehicles. Vehicles compute their CW
through Equation 1. The farther a vehicle is from the source
of a broadcast message, the smaller its CW results.

Fig. 2. Contention window versus distance

The waiting time is a value computed randomly within CW.
Thus, as presented in Figure 2, if we assume distances among
vehicles as d(D,V ) ≥ d(C, V ) ≥ d(B, V ) ≥ d(A, V ), then
the expectation of vehicles’ CWs generated by the algorithm
results CW (D) ≤ CW (C) ≤ CW (B) ≤ CW (A). There-
fore, in the considered example D has the highest probability
to become the next forwarder of the message transmitted by
vehicle V , since its waiting time is randomly chosen within
the smallest CW among those assigned by the algorithm to
vehicles A, B, C, and D. This leads to a general reduction of
the number of hops and time needed by a broadcast message
to traverse its area of interest.

IV. POSITION-CHEATING ATTACK

In this section, we show that FMBA is vulnerable to a
position cheating attack. In particular, the goal of this attack
is to induce a delay in the alert broadcast by increasing the
CW of honest vehicles.

To run the position cheating attack, a malicious node an-
nounces in a Hello message a false position, i.e. claiming to be
more far away in the direction of the alert message (backward
in this paper). Hence, honest nodes receiving an alert broadcast
message will compute unnecessarily large CWs, thus slowing

down the forwarding process. For ease of presentation, Figure
3 depicts the impact of this attack reporting the CWs of
some vehicles depending on their distance from the original
sender/forwarder (vehicle V) of the alert message.

Since the CW of each vehicle is computed through Equation
1, without the malicious vehicle the CW function should vary
as shown by the continuous line in the Figure 3 (from its
maximum in correspondence of vehicle V to its minimum at
the end of the transmission range which is assumed to be
close to vehicle D). Instead, if during the estimation phase, a
malicious vehicle within V’s transmission range sent a Hello
message to declare a fake position corresponding to M’ in the
Figure 3, the transmission range estimation of vehicle V would
be wrongly computed as the distance from V to M’, instead of
the distance from V to D. This leads vehicles A, B, C and D to
wrongly compute their CWs with higher values. In fact, those
nodes will consider the minimum CW in correspondence of
position of M’, as shown by the dotted line in Figure 3.

Fig. 3. Impact of distance cheating on the waiting time

The simple position cheating attack described modifies the
computation of CW, increasing in average the contention
period of each node before any forwarding transmission can
take place, hence slowing down the transmission of the alert
message. Algorithm 1 describes more in details the attack, as
executed by a malicious vehicle M . In fact, M cheats about
its claimed position, declaring a false position (Algorithm 1,
line 2). Then, M broadcasts its Hello message (Algorithm 1,
line 3) indicating its claimed position.

Algorithm 1: Position-Cheating attack executed by a
malicious vehicle M

Input: real position: (Real position of M );1
claimed position: (Claimed position of M );
vehicle ID: ID of the vehicle M ;
drm: declared max range of M ;
Hello msg: Hello message generated by M ;
claimed position > real position;2
M → ∗: Hello msg = < vehicle ID, claimed position, drm > ;3

V. POSITION CHEATING DETECTION

Disseminating the information about vehicle positions is
fundamental for FMBA [2]. Hence, vehicles (successfully)
cheating about their position can have a severe impact re-
garding the performance and security of the algorithm. In
this work, we propose a detection mechanism that is able



of recognizing nodes cheating about their position. Unlike
other proposals described in the literature ([9], [12]), our
detection mechanism does not rely on additional hardware.
Instead, our solution uses collaborative neighbors. We present
an overview and a detailed description of our false position
detection mechanism.

A. Overview

In this section, we present different position cheating at-
tacks, differentiated by the claimed position and the real
position of the verified vehicle. The entities involved are
the verifier vehicle V , the prover vehicle M , and the other
vehicles in the road. M claims a position in the Hello
message. The verifier vehicle V uses information, collected
by collaborative vehicles, to decide whether M is a cheater or
not. We distinguish three cases based on the real position and
the claimed position of M .

In the first case (Case 1), as presented in Figure 4(a), M
claimed a position M ′ that is not included in the actual trans-
mission range of the verifier V . Vehicle V collects information
from neighbor vehicles in order to decide whether the claimed
position of M is fake or not. The notation used to indicate
whether a vehicle is hearing or not message M is reported in
Figure 4(c). This legend is also applied to the other following
figures. In Figure 4(b), the reports of the vehicles demonstrate
that only A, B and C have heard the node M . Based on this
reported information, the verifier V can determine that M is
cheating about its position.

(a) Case 1: Claimed position is not under the transmission range of the
verifier

(b) Results of vehicles’ reports

(c) Legend

Fig. 4. Case 1

We discuss the second case (Case 2) with the support
of Figure 5(a). In this case, the claimed position of M
(position M ′) is in the communication range of the verifier
V . Vehicles A, B, and C report their information about
their neighbors (Figure 5(b)). These reports confirm that the
considered vehicles (A, B, and C) received M ’s message,
whereas vehicles D, E, F , G, and H did not hear it. Based
on the collected information, the verifier node decides that the
received information is consistent.

In the third case (Case 3), depicted in Figure 6(a), the
verifier V is located between the real position and the claimed
position of M . The verifier, in the third case, could confirm
that the reported information is consistent. Thus, M might
be successfully cheating; yet, the impact of this false location
does not lead to successfully modify the CW of V as the
claimed position is between the positions of F and G, thus
not affecting the computation of the maximum transmission
range (Figure 6(b)).

(a) Case 2: Claimed position and real position are within the transmission
range of the verifier

(b) Results of vehicles’ reports

Fig. 5. Case 2

(a) Real position and claimed position are on the transmission range of V

(b) Results of vehicles’ reports

Fig. 6. Case 3

We could summarize these cases in Figure 7, which repre-
sents V ’s CW as a function of the distance of the different
neighbors. In fact, the CW is divided into three regions based
on the different collected reports and position of vehicles. Let
us consider the three regions denoted by (R1), (R2), and (R3).
Region (R1) represents the regular CW values (represented
by the continuous line) of the vehicle V without an attack.
Furthermore, if M ’s claimed position exceeds C’s position
(for example the position M ′

R2
), this information could have

an effect on the waiting time of other vehicles (A, B, C); until
the claimed position of the prover reaches the position of D
(represented by the dotted line). If the claimed position of
M exceeds D, in this situation the attack is detected. Region
(R2) is limited by the positions of C and D, then a claimed
position of M in this Region (R2) has a small effect on V ’s
CW. Region (R3) represents the position of vehicles superior



than the position of D. Vehicles D, E, F , G, and H are in
Region (R3). If a malicious vehicle claims to be in Region
(R3) (for example M ′

R3 in Figure 7), it will be detected by
V because most of the vehicles in this region report the non
overhearing of M . Thus, the verifier V will detect M as a
cheater.

Fig. 7. Verifier waiting time versus distance

B. Description

In this section, we describe our proposed position ver-
ification scheme. We discuss how the information of the
vehicles could be propagated to other vehicles, in order to
have a complete and a local observation. First, we discuss
the structure of the transmitted message, and the timing of
forwarding or transmitting the information. Second, these
data could be collected from direct neighbors (in case nodes
communicate directly) or from multi-hop neighbors (in case of
indirect or asymmetric communication) between vehicles. Yet,
we should limit the multi-hop propagation of this information
within a limited region. Collected information should be recent
and limited to the participating nodes. Third, in order to
guarantee the authenticity of messages, nodes proceed to an
authentication mechanism. To do this, we propose to transmit
the information of vehicles in a modified Hello message.
We present the sending and receiving procedure of Hello
message. After receiving the different reports (the modified
Hello messages) from vehicles, each verifier executes locally
a position verification procedure. Then, the verifier vehicle
could detect whether the claimed position of a vehicle M is
false or not.

1) Structure of the modified Hello message: In order to
have the position of the vehicles and their neighbors, we
propose to include these data into the Hello message instead
of using additional structures. The first reason supporting
this choice is that the Hello message is transmitted by a
vehicle in each time interval (100 ms). A second reason is
that the sender of the Hello message is chosen randomly.
A third reason is to reduce the communication overhead
and not generate another structure or another type of mes-
sage. The modified Hello message includes the vehicle id,
the vehicle position, declared max range, timestamp,
list neighbors which is the list of two hop neighbors, and
a signature generated by the sender private key. The Figure
8 illustrates the structure of the modified Hello message.
Each element (of type Neighbor) in the list neighbors has

vehicle id, vehicle position, and a list of indirect neighbors.
In turn, a list of indirect neighbors is composed by a set of
elements of type Indirect Neighbor, i.e. a structure which in-
cludes vehicle id, vehicle position, declared max range,
and timestamp.

Fig. 8. A modified structure of Hello message

2) Sending Hello message procedure: We focus on the
Hello message sending procedure (Algorithm 2). In every
turn, each vehicle determines a random waiting time (lines
1 and 2). After this waiting time, if neither other transmis-
sion is heard nor collision happened (line 6), it proceeds
with transmitting a Hello message. This Hello message
includes vehicle ID (line 7), the timestamp (line 9), the
vehicle position (line 8), the declared max range (line
10), the list of neighbors and their two hop neighbors:
list neigh S (line 11). Furthermore, the sender uses its
private key to generate a signature to the message (line 12),
then it transmits the message (line 13).

Algorithm 2: Sending Hello message algorithm (executed
by vehicle X)

Input: list neighbors: list of neighbors of V ,1
vehicle X: the identity of the sender X ,
position X: the sender position,
current T ime X: current time of the sender,
LMFR, CMFR, list neigh X: the list of neighbors of X ,
KX

private: private key of the sender S,
H: hash function;
Output: Hello message ;2
For each turn ;3
sending time := random(turn size);4
wait (sending time);5
if not (heard Hello msg() or heard collision()) then6

Hello msg.vehicle ID:= vehicle X;7
Hello msg.vehicle position:= position X;8
Hello msg.timestamp:= current T ime X;9
Hello msg.declared max range:= max(LMFR,CMFR);10
Hello msg.list neighbor:= list neigh X;11
Hello msg.signature:= KX

private12
(H(Hello msg.vehicle ID, Hello msg.vehicle position,
Hello msg.timestamp,
Hello msg.declared max range,
Hello msg.list neighbor)) ;
transmit (Hello msg);13

EndFor14

3) Receiving Hello message procedure: The Hello mes-
sage receiving procedure is depicted in Algorithm 3. In
particular, a vehicle receiving a Hello message in line 2,



generates the public key (line 3) using f(sender id X) where
f is a hash function. In line 4 of Algorithm 3, the receiver
verifies the signature of Hello message. Then, it checks
for the freshness of message (line 6). Indeed, it could be
an old message transmitted to the vehicles. This check is
performed verifying the coherence between the time inserted
in the message by the claiming vehicle (the sender of the
Hello message) and the current time of the receiver. Then,
for each message that passes the previous checks, the receiver
vehicle extracts the information (sender id X). The receiver
checks whether this is the first received Hello message
carrying the sender id X . Then, the receiver simply stores
(sender id X, sender position X, declared max range,
timestamp, list neighbor X) to its list of neighbors (al-
gorithm 3, line 9). Then, the receiver determines its own
position (line 12), extracts from the Hello message the
sender position (line 12), and the included estimation of
the maximum transmission range (line 11), and determines
the distance between itself and the sender (line 13). If the
Hello message is received from ahead, the value of CMFR
is updated (lines 14 and 15), otherwise CMBR is updated
(lines 16 and 17). In both cases, the new value is obtained
as the maximum among the old one, the distance between
the considered vehicle and the Hello message sender, and the
sender’s transmission range estimation provided by the Hello
message.

Algorithm 3: Receiving Hello message algorithm (exe-
cuted by vehicle V )

Input: list neighbors: list of neighbors of V ,1
current T ime V : the current time of V ,
sender id X: the identity of the sender,
sender position X: the field corresponding to sender position,
currentT ime X: current time of the sender included in the message,
drm X: the declared maximum range received, list neigh X: the
list of neighbors in the received message,
signedHelloMsg X: the received signature ;
< sender id X, sender position X, currentT ime X, drm X,2
list neigh X, signedHelloMsg X > ;
KPub

X ← f(sender id X);3
if H(sender id X, sender position X, currentT ime X,4
drm X, list neigh X) 6= KPub

X (signedHelloMsg X) then
handle this exception ;5

if IsNotCoherent (current time X, current time V ) then6
handle this exception ;7

if IsNotPresent (list neighbors, sender id X) then8
add(list neighbors,< sender id X, sender position X,9
currentT ime X, drm X, list neigh X, signedHelloMsg X >)
;

mp := my position() ;10
sp := sender position ;11
drm := declared max range ;12
d := distance(mp, sp) ;13
if (received from front(Hello msg)) then14

CMFR := max(CMFR, d, drm) ;15
else16

CMBR := max(CMBR, d, drm) ;17

4) Position Verification Procedure: After receiving reports
(Hello messages) from other vehicles, a vehicle V could
decide whether the claimed position announced by a vehicle

is correct or not. In Algorithm 4, we present the position
verification algorithm executed by a vehicle V . In fact, V
collects N reports (Algorithm 4, line 3). For each received
report, it checks whether the claimed vehicle M is in the list
of neighbors of these vehicles. Based on this information, V
could decide if the claimed position is in a certain Region.
If the claimed position is in Region (R1) (line 9), then the
vehicle could be a malicious one, but this has no negative
effect on V . Otherwise, if the claimed position is in Region
(R2) (line 12), then the position of M has an effect on V , and
M is classified as suspicious. Finally, if the claimed position
is in Region (R3) (line 15), M is detected as a cheater. If
there is at most one malicious node, we refer to the case 1.

Algorithm 4: Position verification algorithm (executed by
vehicle V )

Input: V : the verifier node executes the verification algorithm1
M : the vehicle for which V wants to verify its claimed position
M1,...MN : N messages collected by V
Claimed position of M
Mi =< sender i, sender position i, timestamp X,
drm X, list neigh i >;
Output: State of M is malicious or suspicious;2
//i is the sender of the report Mi3
For all i ∈ 1, ...Ndo
extract (list neigh i) from the report Mi;
if M ∈ list neigh i then4

i hears M ;5
else6

i does not hear M ;7

End For.8
V sets its CW with respect to the different information;
if claimed position ∈ Region (R1) of V then9

M is not detected as malicious and the claiming distance has no10
effect on V ;

else11
if claimed position ∈ Region (R2) of V then12

M is not detected and has an effect on V ;13
else14

if claimed position ∈ Region (R3) of V then15
M is detected as malicious;16

VI. IMPACT OF Hello MESSAGE LOSS: EXPERIMENTAL
EVALUATION

In this section, we evaluate the performance of FMBA with
a position verification (FMBA+PV), and the original algorithm
FMBA under Hello message loss. As a metric to evaluate
the performance of our algorithms (FMBA, FMBA+PV), we
consider the average number of slots required to propagate
a broadcast message. We measure the time variables in slots
as done in [2]. We considered a scenario with a strip-shaped
road and considered an area-of-interest of 2 km with a factual
transmission range equal to 300 m. The main tool utilized
for our simulations is NS-2 simulator (version NS-2.29) [16].
We simulated several scenarios, and for each of them we run
60 simulations and we average their outcomes to produce
charts. We used 50 vehicles per kilometer, and their speeds
were uniformly distributed in the range 72-144 Km/h. In
the remainder of this section, we denote by p the probability



of a Hello message loss. Taking inspiration from the imple-
mentation and analysis done in [17], we have chosen three
different loss probabilities (p = 10%, p = 25%, and p = 50%).
To assess whether message loss has an impact, we run several
simulations (see Figure 9). In our simulation, we considered
three attacks for position cheating. In Figure 9, FMBA Attack 1
(respectively FMBA+PV Attack 1) refers to a position cheating
attack claiming 1000 m when running FMBA (respectively
FMBA+PV) algorithm. FMBA Attack 2 (FMBA+PV Attack 2)
refers to a position cheating attack claiming 1500 m when
running FMBA (respectively FMBA+PV) algorithm. FMBA
Attack 3 (FMBA+PV Attack 3) refers to a position cheating
attack claiming between 0 and 2000 m when running FMBA
(respectively FMBA+PV) algorithm. We evaluated FMBA and
FMBA+PV under the two attacks: FMBA+PV performances
are always better than FMBA.
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Fig. 9. Impact of Hello message loss

Each protocol has been evaluated under different probability
of losses (p = 0% i.e. with no message loss, p = 10%,
p = 25%, and p = 50%). From the results in Figure 9, we
can see that the performances get worst when the probability
of Hello message loss increases. The number of slots required
to propagate a broadcast message is 107 slots for FMBA
without message loss, and roughly 150 slots for FMBA with
a probability of loss p = 50%. Furthermore, if we consider
the case when FMBA+PV attacked by a malicious vehicle
claiming a position of 1000 m (FMBA+PV Attack 1 in Figure
9), we see that the number of slots varies from 133 slots with
p = 0% to 167 slots with p = 50%. However, it is interesting
to note that these performances are not worse compared to
FMBA under the three different attacks. If we consider FMBA
Attack 2, the number of slots is still higher varying the
probability of Hello message loss. It is straightforward to note
that the performances (in terms of the number of slots) of
the two protocols with Hello message loss is still reasonable
compared to FMBA with attacks. These results show that
FMBA+PV is sound and resilient to message loss, which make
it feasible under realistic conditions.

VII. CONCLUSION

Inter-vehicular communication (IVC) is a fundamental
building block for emerging traffic safety applications. In
these applications, information such as position, direction, and
speed, is usually broadcast to other vehicles to facilitate fast
multi-hop propagation of alert messages. In this work we
shown how a malicious vehicle could subvert the protocol via
cheating about its position. We analyzed the impact of position
cheating attack and proposed a way to improve FMBA (a state
of the art solution for fast broadcasting) to be resilient to such
an attack. We evaluated our solution also with experiments,
simulating different probabilities of message loss.
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