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ABSTRACT
Mobile data traffic is becoming a key issue, causing traf-
fic overload problems for classic resource providers. Tack-
ling this issue, different solutions have been proposed, com-
muned by the goal of alleviating the burden on the infras-
tructure while guaranteeing service availability. In this con-
text, swarming protocols present the advantage of address-
ing the problem at its source, e.g., by engaging a lower num-
ber of direct connections with the network hosted server(s),
while the requesters share these same resources among them.
However, these solutions are generally verified only through
simulation studies. While simulations consist in a necessary
first step, they can be far from the actual outcome of em-
ploying real protocols and devices. To this end, we discuss
BlueFall, an application platform that allows a rapid devel-
opment and testing of swarming protocols using off-the-shelf
smartphones and PCs. Pursuing our goal, we provide some
evidence on two swarming schemes we have implemented in
our testbed, profiling different access technologies.

Categories and Subject Descriptors
C.4 [Computer Systems Organization]: Performance of
systems—measurement techniques

Keywords
Experiment; Mobile; Bluetooth; Wi-Fi Direct

1. INTRODUCTION
The everywhere, anytime network access model has boost-

ed the demand for data traffic and this trend is expected
to grow even further in the near future [1, 2, 3]. This
ever increasing demand poses a major burden on network
providers, causing traffic overload problems resulting in a
degraded network service provisioning [4]. In-network solu-
tions to the issue have been proposed, spanning from the
deployment of specialized infrastructure for data offload to
intelligent software solutions [5, 6, 7]. However, evidence
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shows this is not sufficient and additional means are re-
quired.

We consider a general scenario with a network hosted
server and a set of clients requesting a certain content from
it. In this context, swarming protocols could tackle the is-
sue at its source by shifting the burden from the network
towards the client(s). This is achieved through client-side
cooperation, e.g., by engaging fewer direct data connection
with the network hosted server(s) while the clients share the
resource progress among them. Although swarming proto-
cols are not a radical new idea, many of the proposed solu-
tions have been verified only through simulation studies [8,
9, 10], which consist in a necessary first step but far from
the real outcome of employing real devices.

Filling this gap, we discuss BlueFall, a desktop and mobile
application platform that allows for rapid development and
testing of swarming protocols with real devices and proto-
cols.

Its two main components are (i) a sharing scheme (the
swarming protocol) coordinating the clients and (ii) the ca-
pability of exploiting a wireless communication technology
such as Bluetooth and Wi-Fi Direct. We present and discuss
results achieved through our testbed considering different
configuration settings, sharing scheme and wireless access
technology.

The remainder of this paper is organized as follows: in
Section 2, we describe the general idea behind BlueFall and
its modus operandi. Next, in Section 3, we discuss the appli-
cation platform along with design and implementation issues
that arose and the solution adopted to address them. Fol-
lowing, in Section 4, we present the testbed configuration
along with the test trials involved in validating it. Section 5
analyzes the trials’ outcome.

2. CONSIDERED SCENARIO
The general idea considered here is to have a single client

downloading a certain content directly from the server, while
applying a swarming approach to spread it among the other
clients. This reduces the server and network burden and
limits the need for Internet connectivity among interested
clients. BlueFall allows to test classic swarming approaches,
considering both a star sharing scheme (Figure 1a) and a
waterfall sharing scheme (Figure 1b). Through the for-
mer scheme, the only client retrieving the resource from the
server (A) also acts as resource provider for all the other
clients (B, C, D and E). Since a single client becomes the
new server for the other ones, this solution is also referred to
as a centralized sharing scheme. In the second approach the



(a) Star (b) Waterfall

Figure 1: Classic swarming approaches

only client downloading the content from the server (A) also
acts as a provider for only one other client (B), which does
the same in turn (for C), and so on till the end of the “chain”
(node E). Since each client acts as a resource provider for
a different client, this solution is also referred to as a dis-
tributed sharing scheme. Clearly, the two sharing schemes
here considered are just two representative examples of the
many topologies we may create with our solution, including
all sort for mesh configurations [11]. Our considered clients
share the content through state of the art device-to-device
connectivity. To this end, our BlueFall testbed supports
Bluetooth and Wi-Fi Direct. Therefore, our testbed can
evaluate the performance of the combination of swarming
protocol-wireless technology.

3. BLUEFALL
A preliminary mobile version of the BlueFall framework

has been previously introduced and discussed in [12]. In
addition, in this work, we present several extensions to the
framework including but not limited to a desktop variant.
Moreover, we perform and discuss a comparison analysis of
both variants employing an enriched set of real measure-
ments.

The main aim of BlueFall is measuring the performance
of networks based on swarming protocols; to do so, it han-
dles two distinct flows of data, the incoming flow and the
outgoing one. The first one consists in the data flow go-
ing from a certain source (i.e., the server or another client)
to the considered device, while the second one is the data
flow departing from the considered device and reaching one
or more destinations. Several measurements could be per-
formed on each of these flows, including the instantaneous
data rate, the average data rate, the standard deviation of
the data rate and the total transfer time.

These measurements could be both shown on screen and
stored into XLS and XML log files.

3.1 Design Considerations
The use of a swarming protocol implies that a client should

simultaneously execute three different main activities:

• receiving the data from the source or from a forwarder;

• progressively storing the data;

• forwarding the data to another client.

Clearly, the last client involved in a waterfall sharing scheme
does not forward the content to anyone. Since the activ-
ities deal with the same data, a common-buffer structure
is desirable. At the same time, the activities should be as
decoupled as possible to collect unbiased measurements of
incoming and outgoing flows. These considerations lead to
the employment of the producer-consumer model; the flow
taking care of the data reception can be seen as the pro-
ducer, while the data forwarding and storage flow can be
considered as consumers. In fact, the producer gains bytes
of the content shared from the source and deposits them in
the common buffer, while the consumers read the bytes in
the buffer and store/forward them.

One of the most interesting aspects of BlueFall regards
the combination between the waterfall scheme and Wi-Fi
Direct. In a typical Wi-Fi Direct network, a device creates
a Wi-Fi Direct group to which other devices can connect and
through which all communications have to transit [13]. The
key point is that each device joining the Wi-Fi Direct group
knows only the creator of the group (the group owner), but
not the other members. To be more precise, a device joining
a group is able to gain only the IP address of the group
owner, while the group owner can obtain the IP addresses of
each one of the devices that have joined the group. Clearly,
this may impede communication between two devices in a
waterfall scheme. Even creating a Wi-Fi Direct group for
each couple of devices, so as to create a multihop chain, is
not a solution since the Android implementation of the Wi-
Fi Direct’s specifications does not allow to a single device
to be engaged in more than one group. To overcome this
problem, an IP-redistribution phase has been introduced; in
this phase, the group owner takes care of communicating
to each device the IP address of the device that will be the
source of its incoming flow of data. Three steps are required:

• each device communicates with the group owner that
stores an order number along with the corresponding
IP address;

• once the table is completed, the group owner sends to
each device the IP address of the device that has the
immediately preceding order number, which can hence
be contacted to establish a connection;

• once all the devices have obtained the target IP ad-
dress, the waterfall transmission can be built up.



The cost in time of these steps is proportional to the number
of devices involved in the network, but since the exchanged
control data is a small amount (integers and short strings)
it cannot be considered onerous.

3.2 Implementation Details
BlueFall has been developed for both mobile and desk-

top platforms. The two versions are quite similar since the
key aspects (threads separation, producer-consumer model,
etc.) are common. The mobile version is an application
which runs on Android 4.0 (API level 14) or later versions.
Indeed, previous versions of Android do not support the Wi-
Fi Direct protocol; however, the Android Developer wiki re-
ports that this includes more than 90% of active Android
devices. Another aspect, is the lack of native support in the
Android framework for XLS files; to solve this, we adopted
an external library1.

The desktop version is a C/C++ application developed
on Linux Ubuntu 14.04 LTS. The library used to deal with
Bluetooth communication is Bluez and is available in the of-
ficial Ubuntu repository as libbluetooth-dev ; it is a powerful
C library which allows not only the communication but also
the management of Bluetooth devices. The main inconve-
nience of the library is its poor documentation.

To employ Wi-Fi Direct, BlueFall uses the wpa supplicant,
a backend software for communication control that supports
the main wireless encryption standards. The software needs
to be specifically tailored to support Wi-Fi Direct via specific
drivers2. This software package allows establishing secure
P2P connections only among couples of devices, hence a way
of looking to the set of devices as a cohesive group is needed.
To this end, we rely on two simple software packages: udhcpd
and udhcpc. The first one is executed by the group owner,
which acts as DHCP server, while the second one is executed
by each device that has joined the network.

One of the goals of BlueFall is to compare the performance
of different versions of the same protocol: for example, it
could be interesting to test the improvements of Bluetooth
version 4.0 compared with the version 3.0 given the same
network configuration. While in a mobile scenario we are
forced to change our smartphones with other phones sup-
porting the latest version of the protocol, in the desktop
scenario we only need to change the peripherals. On the
other hand, if we want to test the behaviour of a configu-
ration adding mobility, the smartphone version seems more
practical.

4. USING BLUEFALL TO GATHER DATA
To test BlueFall, we have considered all the combinations

among the following configuration parameters:

• Total number of devices involved: {3, 5}.

• Sharing schemes: {star, waterfall}.

• Wireless technologies: {Bluetooth v3.0, Wi-Fi Direct}.

• Platforms: {mobile, desktop}.
1Java Excel API - A Java API providing access to Excel
spreadsheets: http://jexcelapi.sourceforge.net/
2The guide to build wpa supplicant in order to support Wi-
Fi Direct: http://wireless.kernel.org/en/developers/
p2p/howto.

For each of the 16 configurations we have run (and av-
eraged the outcome of) 20 tests where a .deb file of about
10 MB had to be downloaded from a server and then dis-
tributed on all devices. Each test involves 10 samples gath-
ered at regular intervals during the download of the content
by each device. So the first sample is taken when 10% of
the resource has been received, the second one when 20%
of the resource has been received, and so on. Each sample
includes:

• the instantaneous data rate;

• the total average data rate;

• the standard deviation of the data rate;

• the time elapsed from the beginning of the sharing.

The mobile version of BlueFall has been tested with Sam-
sung Galaxy Nexus GT-i9250 devices. Instead, the desktop
version has been run on a mixed set of desktops and laptops,
each equipped with a (i) Trust Bluetooth 3.0 USB adapter
and a (ii) Netgear Wireless-N 300 USB adapter.

We have tested representative energetic profiles correspond-
ing to different energy consumption sources. To distinguish
among them, we provide a description and an acronym,
where the first letter identifies the considered node (A for
node A; X for intermediate nodes B, C, and D; Z for the last
node receiving the file), the second one represents Bluetooth
(B) or Wi-Fi Direct (D), the third one if present discrimi-
nates among star (S) and waterfall (F) topologies, and the
last one is a number that if present represents the number
of nodes in the configuration (3 or 5).

• Profile ABS3. Device A in Figure 1a, using regular
Wi-Fi to download the file from the server and Blue-
tooth to transmit it to B and C, whereas D and E are
not part of the experiment.

• Profile ADS3. Device A in Figure 1a, using regular
Wi-Fi to download the file from the server and Wi-Fi
Direct to transmit it to B and C, whereas D and E are
not part of the experiment.

• Profile ABS5. Device A in Figure 1a, using regular
Wi-Fi to download the file from the server and Blue-
tooth to transmit it to B, C, D and E.

• Profile ADS5. Device A in Figure 1a, using regular
Wi-Fi to download the file from the server and Wi-Fi
Direct to transmit it to B, C, D and E.

• Profile ABF. Device A in Figure 1b, using regular
Wi-Fi to download the file and Bluetooth to transmit
it to B.

• Profile ADF. Device A in Figure 1b, using regular
Wi-Fi to download the file from the server and Wi-Fi
Direct to transmit it to B.

• Profile XBF. Devices B, C and D in Figure 1b, using
Bluetooth to receive and transmit the file.

• Profile XDF. Devices B, C and D in Figure 1b, using
Wi-Fi Direct to receive and transmit the file.

• Profile ZB. Devices B, C, D and E of Figure 1a and
device E of Figure 1b, which are only receiving the file
via Bluetooth.



(a) Mobile
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Figure 2: Average data rate trend employing Bluetooth communication

• Profile ZD. Devices B, C, D and E of Figure 1a and
device E of Figure 1b, which are only receiving the file
via Wi-Fi Direct.

To measure the battery consumption we used PowerMon-
itor [14], a tool for precise measurements on energy con-
sumption. This tool has to be used in substitution of the
battery of a device to compute the amount of energy the
application is requesting.

In order to better understand the measured energy con-
sumption, a baseline profile value is needed. Our baseline
configuration consists in the following elements:

• the brightness of the screen has been set to the maxi-
mum value;

• the background of the device has been set with a cus-
tom defined image3;

• all the communication devices (Wi-Fi, 3G/HSDPA,
Bluetooth, NFC) have been switched off;

• no application is active in background;

• the energy consumption is considered as the power con-
sumption after 10 minutes of inactivity.

Both the average power consumption and the expected bat-
tery life have been collected and compared with the results
obtained from the analysis of the energetic profiles.

3Solid color background, Hue: 0, Saturation: 5, Value: 33,
Red: 85, Green: 81, Blue: 81, HTML code: 555151.

5. RESULTS
We discuss here data rate and time measurements regard-

ing incoming flows at the receivers. Clearly, when the last
node in the waterfall topology has received the whole file
then the file has been spread to all nodes. We present the
results in the charts dividing them by transmission technol-
ogy, Bluetooth and Wi-Fi Direct.

To this end, Figure 2 shows the results achieved using
Bluetooth technology; in particular, Figure 2a concerns mo-
bile tests, while Figure 2b is related to the desktop ones. In
both cases we consider both Star and Waterfall topologies
with 3 or 5 nodes. Average values and standard deviation
bars are reported in the charts. Considering the configu-
rations involving three devices, the star topology records
higher data rate values than the waterfall one, especially
when employing desktops. Instead, with 5 devices the two
schemes behave similarly, even if the waterfall scheme seems
slightly better in the mobile configuration. The enhance-
ment gained using waterfall sharing scheme reflects the fact
that the star sharing scheme seems quite inadequate when
the number of clients starts to increase as it would recreate
the same bottleneck problem that made us discussing about
offloading the burden of distributing a content from a single
server to many clients.

It is interesting to notice that although our effort to uti-
lize the same (or very similar) communication technology,
mobile Bluetooth seems to perform better than its desktop
counterpart does. Furthermore, mobile configurations keep
increasing their data rate values while desktop ones tend to
have a very stable behaviour. This diversity has to be kept
in mind when designing a new testbed as the outcome may
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Figure 3: Average data rate trend employing Wi-Fi Direct communication

present unexpected differences just by employing different
devices and Bluetooth interfaces, although belonging to the
same standard version (in our experiments Bluetooth v3.0
was used).

Results obtained testing Wi-Fi Direct are reported in Fig-
ure 3. Even in this case we have better performance in the
mobile environment than in the desktop one, but the trends
are significantly different from Bluetooth results. In fact,
while mobile configurations do not show any significant im-
provement during the sharing, desktop configurations record
a slightly growing average data rate for all considered con-
figurations but the 5-waterfall one.

It is very interesting to point out that the star topology
is able to not lose data rate when passing from a total of
3 nodes to 5 nodes. This is because Wi-Fi Direct relies on
802.11 MAC, which uses CSMA/CA to regulate accesses to
the medium. With a star sharing scheme, it is easier to avoid
interferences among devices’ transmissions as there is only
a single device (node A in Figure 1a) transmitting data to
all the others. Instead, in a waterfall configuration each de-
vice tries to communicate with others forwarding data and
this could lead to frequent collisions and hence retransmis-
sions. Even worse, this represents the favourable condition
for the channel capture phenomenon [15], which could at-
tenuate significantly the pipelining implied by the waterfall
sharing scheme.

Bluetooth uses time division multiplexing in order to avoid
interferences, so each device knows exactly when it has to
transmit, and this stands also when the network is a scatter-
net, which matches our employment of the waterfall sharing
scheme. This means that in a waterfall configuration there
can be actual pipelining, whereas in a star configuration the

client acting as the server simply iterates over the connected
clients and sends data in a precise order.

The difference in performance between the mobile and
desktop version are to some extent contrary to popular be-
lief. This disagreement between the two platforms is to be
attributed to the USB peripheral equipment (ver. 1.0) in
the desktops available to us which represent a bottleneck for
the wireless adapter(s). However, the relative performance
trend between the sharing schemes and wireless technologies
should not be affected by this.

The charts in Figure 4 show the energy measurements.
The leftmost column stands for the baseline profile, while
the blue and the orange columns match the profiles using
Bluetooth and Wi-Fi Direct, respectively. The descriptions
of the energetic profiles can be found in Section 4.

In Figure 4a we can note that Bluetooth profiles (blue
columns) have very dis-homogeneous values. Clearly, the
energy consumption decreases when considering nodes with
less destinations to serve. The small difference between pro-
file ABF and profile XBF can be imputed to the download
of the resource from the Internet, while the divergence be-
tween profile XBF and profile ZB corresponds to the change
from receiving and sending data to only receiving them.

As with Bluetooth, even with Wi-Fi Direct it is possible
to detect the small power consumption due to the content
download from the Internet by just looking at the differ-
ence between the values of profile ADF and profile XDF.
Instead, the difference between power consumption in both
receiving and sending data and in only receiving data (profile
XDF and profile ZD, respectively) is almost undetectable.
Unexpectedly, Wi-Fi Direct profiles show lower battery con-
sumptions than Bluetooth ones in almost all comparisons
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Figure 4: Energetic profile result for Bluetooth (in blue) and
Wi-Fi Direct (red) communication technologies

except between profile ZB and profile ZD. This is due to
the fact that Bluetooth is a technology designed to be a ca-
ble replacement and conceived for short and relatively rare
transmissions of a few bytes, while Wi-Fi Direct inherits the
Wi-Fi standard properties devoted to big and relatively fast
data transmissions. Therefore, BlueFall uses Bluetooth not
in the classic, designed-for way but rather intensively and
for long periods, thus generating chart results.

The chart in Figure 4b reflects the considerations above
simply changing the point of view; the expected battery life
of a device is the other face of its average power consump-
tion, as the latter grows, the former decreases. It is yet of
practical interest to have an estimation of how many hours a
device may last before running out of energy when employ-
ing BlueFall. We have considered declared storage capacity
of off-the-shelf batteries and, as we can see, depending on
the considered profile, a whole battery charge will last from
3 to 6 hours.

6. CONCLUSION
Swarming protocols have been proposed as a viable solu-

tion to offload the Internet infrastructure from traffic that
receivers can share. However, proposed solutions have been
generally verified only through simulations. In this paper,
we presented BlueFall, an application platform that allows
a rapid development and testing of swarming protocols us-
ing off-the-shelf smartphones or PCs. Through BlueFall, we
have also been able to discuss results from experiments in-
volving different topologies and technologies.
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