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People interested on radial basis functions, can refer to the wide literature available that, especially in the last two decades, has grown very fast. The popularity of radial basis functions can be understood by means of the following "parallelism". In many cooking recepies the parsley is used to give flavour and colour to dishes. Radial basis functions can be considered as a mathematical parsley since they have been used in all mathematical problems requiring a powerful, i.e. efficient and stable, approximation tool.

These lectures were thoughts for students without a strong background on functional analysis, so in the presentation of the topics we deliberately avoid, when possible, to introduce functional analysis concepts. This is a great lack, but we hope that the people who will use these notes will be not too critical to us.

Moreover, these are only introductory lectures and some examples on the topic. Many important aspects and applications, for lack of time and because there are many other books (see e.g. \cite{Wendland, Fasshauer}), are not considered. Every lecture provides also a set of exercises solvable by using Matlab. This choice has been done with the aim of making the discussion more interesting from both the numerical and geometrical point of view.

We do hope that after this brief introduction, interested students will be encouraged and also interested in getting into this fascinating mathematical tool that has become more and more popular in used and popular in many fields.
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Introduction

These lectures focus on recent theoretical and computational aspects (implemented with the MATLAB software) in the field of scattered data approximation. More precisely, our attention is devoted to meshfree or meshless methods. Indeed, taking advantage of being independent of a mesh, they turn out to be truly performing in high dimensions. Unfortunately, not all of them allow to deal with a large number of points. Therefore, we also review the basic theory concerning local methods and in particular the Partition of Unity (PU) method. Furthermore, we give a general outline of collocation methods via RBF.

Historical remarks

Even if here we consider meshfree methods in the context of approximation theory, we have to point out that they have been used for the first time in statistics. In fact, their study began in 1870 with the work of W.S.B. Woolhouse [76]. It has been further developed few years later by E.L. De Forest [21, 22] and in 1883 by J.P. Gram [38]. Such works gave rise to moving least squares approximation (also known as local regression in statistic literature).

For what concerns approximation theory, the historical and theoretical foundation of meshless methods lies in the concept of positive definite functions or, more in general, positive definite kernels. Their development can be traced back to both the work of J. Mercer (1909) [57], a Fellow of Trinity College at Cambridge University, and the one of M. Mathias (1923) [50], who was a student at the University of Berlin. Their studies have been linked to Fourier transforms in the 1930s by S. Bochner [5], lecturer at the University of Munich at that time, and by I. Schoenberg [66], who was assistant professor at Colby College. Further studies about positive definite functions up to the mid 1970s have been collected by J. Stewart [71]. Later, C.A. Micchelli in 1986 made the connection between scattered data interpolation and positive definite functions [59]. At the same time, E.J. Kansa gave rise to the first methods for solving PDEs via meshless methods [48].

Many positive definite functions are nowadays classified as RBFs. Such term appeared for the first time in a publication made by N. Dyn and D. Levin in 1983 [30]. However, earlier in the 1970s, many researchers introduced functions that are now called RBFs. For instance, the term multiquadrics is due to R. Hardy, geodesist at Iowa State University [40].
Moreover, in 1972 R.L. Harder and R.N. Desmarais, two aerospace engineers, introduced the Thin Plate Splines (TPSs) [39]. Always at the same time, such functions appeared in several papers by J. Duchon, a mathematician at the Université Joseph Fourier in Grenoble [27, 28, 29]. Furthermore, we also have to mention J. Meingnet who, working at the Université Catholique de Louvain, in 1970s introduced what are now known as polyharmonic splines [52, 53, 54, 55]. However, in the theory of RBFs the main step forward has been carried out by R. Franke in the 1980s. He proposed a comprehensive study about several methods for multivariate interpolation [34, 35].

Finally, concerning local techniques, we can affirm that the pioneer of the PU scheme has been D. Shepard. In fact, in the late 1960s he introduced, as an undergraduate student at Harvard University, what are now called the Shepard weights [69]. His studies have been motivated by the fields of geophysics and meteorology. Moreover, related to the same topics, we also have to mention few papers that contain sentences and traces which seem to indicate that the Shepard’s scheme was known before his work (see the paper by I.K. Crain and B.K. Bhattacharyya (1967) [18] or the one by W.R. Goodin et al. [36]).

Aside from this short historical remark, in this dissertation we mainly refer to the recent books by M.D. Buhmann, G.E. Fasshauer, M.J. McCourt and H. Wendland [8, 32, 33, 74].
Lecture 1

Learning from splines

1.1 Motivations

In practical applications we have to face the problem of reconstructing an unknown function \( f \) from a set (usually small) of data. These data consist of two sets: the data sites \( X = \{x_1, \ldots, x_N\} \) and the data values \( f_j = f(x_j), \ j = 1, \ldots, N \). The reconstruction has to approximate the data values at the data sites. In practice we are looking for a function \( s \) that either interpolates the data, i.e. it satisfies the conditions \( s(x_j) = f_j, \ 1 \leq j \leq N \) or approximate the data, i.e. \( s(x_j) \approx f_j \). This latter is important, for example, when the data come from some measurement or contain noise.

In many cases the data are scattered, that is they have no special structure, and they are in a big amount (several millions). Moreover in several applications the data sites are considered in high dimension. Hence, for a unifying approach, methods have been developed in the last decades with the aim to meet all these (new) situations.

We start from the univariate setting. We suppose that the data sites are ordered as follows

\[ X : a < x_1 < x_2 < \cdots < x_N < b \]  \hspace{1cm} (1.1)

and we have some data values \( f_1, \ldots, f_N \) to be interpolated at the data set \( X \). What we want to do, mathematically speaking, is finding \( s : [a, b] \rightarrow \mathbb{R} \) with the property \( s(x_j) = f_j \) for all \( j = 1, \ldots, N \).

Notice, that the data values \( f_j \) is not necessary stem from a function \( f \) but we shall keep in mind this possibility for reasons that will become clearer later.

In the univariate setting, a simple solution of the above problem consists in taking \( s \) as polynomial \( p \) of degree at most \( N - 1 \). However, as we can see later, this solution is not working in higher dimensions. Remaining in the univariate case, no one with
experience in approximation theory would even try to interpolate a hundred thousand points with a polynomial. Indeed it is a well-established fact that a large data set is better dealt with splines than by polynomials. One aspect to notice in contrast to polynomials, the accuracy of the interpolation process using splines is not based on the polynomial degree but on the spacing of the data sites.

Let us review briefly the main properties of univariate splines, especially in the case of cubic splines. The set of cubic splines corresponding to the subdivision (1.1) is the space

$$S_3(X) = \{ s \in C^2[a,b] : s|_{[x_i,x_{i+1}]} \in \mathbb{P}_3(\mathbb{R}), \ 0 \leq i \leq N \}$$

(1.2)

with $a = x_0$ and $x_{N+1} = b$. The space $S_3(X)$ has dimension $N+4$, so that the interpolation conditions $s(x_i) = f_i, \ 1 \leq i \leq N$ are not sufficient to guarantee a unique interpolant. To enforce uniqueness, in the case of natural splines, i.e. the set

$$N_3(X) = \{ s \in S_3(X) : s|_{[a,x_1]}, s|_{[x_N,b]} \in \mathbb{P}_1(\mathbb{R}) \}$$

(1.3)

that consists of all cubic splines that are linear polynomials on the outer intervals $[a, x_1]$ and $[x_N, b]$. It come easy to see that a cubic spline $s$ is a natural spline if and only if it satisfies $s''(x_1) = s^{(3)}(x_1) = 0$ and $s''(x_N) = s^{(3)}(x_N) = 0$. With this choice we have imposed 4 additional conditions to the space, so it is natural to assume that the $\dim(N_3(X)) = N$. Even more, it can be shown that the initial interpolation problem has a unique solution in $N_3(X)$.

Here some important properties of splines that are worth to be mentioned

1. They are piecewise polynomials.

2. An interpolating natural cubic spline satisfies a minimal norm property. Assume that $f$ comes from the Sobolev space $\mathcal{H}^2[a,b]$, i.e. $f$ is continuous in $[a,b]$ and has weak first and second order derivatives in $L_2[a,b]$ (a more precise definition will be done later or can be found in any books of functional analysis). Assume further that $f$ is such that $f(x_j) = f_j, \ 1 \leq j \leq N$. If $s_{f,X}$ denotes the natural cubic spline interpolant (at the data set $X$) then

$$(f'' - s''_{f,X}, s''_{f,X})_{L_2[\mathbb{R}]} = 0.$$ 

This leads to the Pythagorean equation

$$\|f'' - s''_{f,X}\|_{L_2[a,b]}^2 + \|s''_{f,X}\|_{L_2[a,b]}^2 = \|f''\|_{L_2[a,b]}^2,$$

indicating that the natural cubic splines interpolant is the function from $\mathcal{H}^2[a,b]$ that minimizes the semi-norm $\|f''\|_{L_2[a,b]}^2$ under the conditions $f(x_j) = f_j, \ 1 \leq j \leq N$.

3. They possess a local basis called $B$-splines. This basis, which is more stable than any other, can be defined by recursion, by divided differences of the truncated cubic power $p(x,t) = (x-t)^3_+$ or by convolution. Here $x_+$ takes the value of $x$ for nonnegative $x$ and zero otherwise.
Interested readers on splines and their many properties can refer to the following fundamental books by Schumaker [67] or de Boor [23].

Remarks

- Property 1. combined with the local basis, not only allows the efficient computation and evaluation of splines but also is the key ingredient for a simple error analysis. Hence, the natural way of extending splines to the multivariate setting is based on this property. To this end, a bounded region $\Omega \subset \mathbb{R}^d$ is partitioned into essentially disjoint regions $\{\Omega_j\}_{j=1}^N$ (patches). Then the spline space consists of those functions $s$ that are piecewise polynomials on each $\Omega_j$ and that have smooth connections on the boundaries of two adjacent patches. In two dimensions the most popular subdivision of a polygonal region is by triangles. It is interesting to note that even in this simple case, the dimension of the spline space is in general unknown. When coming to higher dimensions it is not all clear what an appropriate replacement for the triangulation would be. Hence, even if great progresses have been made in the 2-dimensional setting, the method is not suited for general dimensions.

- Another possible generalization to the multivariate setting is based on the property 3. In particular a construction based on convolution led to the so called Box-splines. Again, even in the 2-dimensions the problem can be handle, for higher dimensions is still an open problem.

The property 2. is the motivation for a general framework in higher dimensions. This approach has allowed to develop a beautiful theory where all space dimensions can be handled in the same way. The resulting approximation spaces no longer consist of piecewise polynomials, so they can not be called splines. The new functions are known with the "fashionable words" of Radial Basis Functions (in what follows we refer to them simply as RBF).

1.2 From cubic splines to RBF

To get a better idea, let us remind that the set $S_3(X)$ has the basis of truncated powers $(\cdot - x_j)_+^3, \ 1 \leq j \leq N$ plus an arbitrary basis for $\mathcal{P}_3(\mathbb{R})$. Hence every $s \in \mathcal{N}_3(X)$ can be represented in the form

$$s(x) = \sum_{j=1}^N a_j (x - x_j)_+^3 + \sum_{j=0}^3 b_j x^j, \ x \in [a,b]. \quad (1.4)$$

Because $s$ is a natural spline we have the additional information that $s$ is linear on the two outer intervals. That is on $[a,x_1]$ the spline is simply $s(x) = b_0 + b_1 x$ (since $b_2 = b_3 = 0$). Thus (1.4) becomes

$$s(x) = \sum_{j=1}^N a_j (x - x_j)_+^3 + b_0 + b_1 x, \ x \in [a,x_1]. \quad (1.5)$$
To derive the representation of \( s \) in \([x_N, b]\) we have simply to remove all subscripts + on the functions \((\cdot - x_j)^3_+\) in (1.5). Expanding these cubics and rearranging the sums we get
\[
s(x) = \sum_{l=0}^{3} \binom{3}{l} (-1)^{3-l} \left( \sum_{j=1}^{N} a_j x_j^{3-l} \right) x^l + b_0 + b_1 x, \quad x \in [x_N, b]. \tag{1.6}
\]

Thus, for \( s \) to be a natural spline, the coefficients of \( s \) have to satisfy
\[
\sum_{j=1}^{N} a_j x_j = 0. \tag{1.7}
\]
This is a first characterization of natural cubic splines.

One more step. Using the identity \(|x|^3 + x^3|\geq 2\), and thanks to the relations (6.1.4) we get
\[
s(x) = \sum_{j=1}^{N} \tilde{a}_j |x - x_j|^3 + \tilde{b}_0 + \tilde{b}_1 x,
\]
where \(\tilde{a}_j = a_j/2, \ 1 \leq j \leq N, \ \tilde{b}_0 = b_0 - \frac{1}{2} \sum_{j=1}^{N} a_j x_j^3\) and \(\tilde{b}_1 = b_1 + \frac{3}{2} \sum_{j=1}^{N} a_j x_j^2\).

**Proposition 1.** Every natural spline \( s \) has the representation
\[
s(x) = \sum_{j=1}^{N} a_j \phi(|x - x_j|) + p(x), \quad x \in \mathbb{R} \tag{1.8}
\]
where \(\phi(r) = r^3, \ r \geq 0 \) and \( p \in \mathbb{P}_1(\mathbb{R}) \). The coefficients \( \{a_j\} \) have to satisfy the relations (6.1.4). On the contrary, for every set \( X = \{x_1, \ldots, x_N\} \subset \mathbb{R} \) of pairwise distinct points and for every \( f \in \mathbb{R}^N \) there exists a function \( s \) of the form (6.1.4), with (6.1.4), that interpolates the data, i.e. \( s(x_j) = f(x_j), \ 1 \leq j \leq N \).

This is the starting point for understanding the origin of RBF. The resulting interpolant is, up to a low-degree polynomial, a linear combination of shifts of a radial function \( \Phi = \phi(|\cdot|) \). The function is then called radial because is the composition of a univariate function with the Euclidean norm on \( \mathbb{R} \).

The generalization to \( \mathbb{R}^d \) is straightforward where the name ”radial” becomes even more evident. In fact
where $\phi : [0, \infty) \to \mathbb{R}$ is a univariate fixed function and $p \in \mathbb{P}_{m-1}(\mathbb{R}^d)$ is a low degree $d$-variate polynomial. The additional conditions on the coefficients (corresponding to (6.1.4)) become

$$
\sum_{i=1}^{N} a_j q(x_j) = 0, \quad \forall q \in \mathbb{P}_{m-1}(\mathbb{R}^d).
$$

In many cases (see Lecture 2), we can avoid the side conditions on the coefficients (1.10). In these cases the interpolation problem has solution if the matrix

$$
A_{\phi,X} := (\phi(\|x_i - x_j\|_2)_{1 \leq i,j \leq N},
$$

is invertible. To be more precise we ask

**Problem 1.** Does there exist a function $\phi : [0, \infty) \to \mathbb{R}$ such that for all $d, N \in \mathbb{N}$ and all pairwise distinct $x_1, \ldots, x_n \in \mathbb{R}^d$ the matrix $A_{\phi,X}$ is nonsingular?

The answer is affirmative. Examples of functions that allow to build matrices nonsingular are: the *gaussian* $\phi(r) = e^{-\alpha r^2}$, $\alpha > 0$, the *inverse multiquadric* $\phi(r) = (c^2 + r^2)^{-1/2}$ and the *multiquadric* $\phi(r) = (c^2 + r^2)^{1/2}$, $c > 0$. In the two first cases it is even true that the matrix $A_{\phi,X}$ is always positive definite (and so invertible).

**Remark.** In what follows, in the context of RBFs, instead of $A_{\phi,X}$ we shall use simply $A$ thinking to the interpolation matrix with radial basis functions.

### 1.3 The scattered data interpolation problem

In many disciplines one faces the following problem: we are given a set of data (measurements, locations at which these measurements are taken,...) and we want to find a rule which allows to get information about the process we are studying also at locations different from those at which the measurements are taken (or provided).

The main reasons why we are interested on such a problem in our setting are:

- Scattered data fitting is a fundamental problem in approximation theory and data modeling in general
- Mathematical challenge: we want a well-posed problem formulation
- This will naturally lead to distance matrices
- Later we generalize to radial basis functions or positive definite kernels
**Problem 2.** Given data \((x_j, y_j), j = 1, \ldots, N,\) with \(x_j \in \mathbb{R}^d,\ y_j \in \mathbb{R},\) find a (continuous) function \(P_f\) (depending on \(f\)) such that \(P_f(x_j) = y_j,\ j = 1, \ldots, N.\)

![Figure 1.1: Data points, data values and data function](image.png)

Now, assume \(P_f\) is a linear combination of certain *basis functions* \(B_k,\) that is

\[
P_f(x) = \sum_{k=1}^{N} c_k B_k(x), \quad x \in \mathbb{R}^d.
\]  

(1.11)

Solving the interpolation problem under this assumption leads to a system of linear equations of the form

\[
Ac = y,
\]

where the entries of the *interpolation matrix* \(A\) are given by \(A_{jk} = B_k(x_j),\ j, k = 1, \ldots, N,\ c = [c_1, \ldots, c_N]^T,\) and \(y = [y_1, \ldots, y_N]^T.\)

The scattered data fitting problem will be *well-posed*, that is a solution to the problem will exist and be unique, if and only if the matrix \(A\) is non-singular.
1.3.1 The Haar-Mairhuber-Curtis theorem

We need to introduce the following definition

**Definition 1.** Let the finite-dimensional linear function space \( B \subset C(\Omega) \) have a basis \( \{B_1, \ldots, B_N\} \). Then \( B \) is a Haar space on \( \Omega \) if

\[
\det(A) \neq 0
\]

for any set of distinct points \( x_1, \ldots, x_N \in \Omega \). Here, \( A \) is the matrix with entries \( A_{i,j} = B_j(x_i) \).

The existence of a Haar space guarantees the invertibility of the matrix \( A \). In the univariate setting it is well known that one can interpolate to arbitrary data at \( N \) distinct data sites using a polynomial of degree \( N - 1 \). This means that the polynomials of degree \( N - 1 \) form an \( N \)-dimensional Haar space for the set of distinct points \( X = \{x_1, \ldots, x_N\} \).

This is a counterexample useful to understand the necessity of a different approach than using polynomials.

**Example 1.** It is not possible to perform unique interpolation with (multivariate) polynomials of degree \( N \) to data given at arbitrary locations in \( \mathbb{R}^2 \).

The Haar-Mairhuber-Curtis theorem tells us that if we want to have a well-posed multivariate scattered data interpolation problem we can no longer fix in advance the set of basis functions we plan to use for interpolation of arbitrary scattered data. Instead, the basis should depend on the data points.

**Theorem 1.** (Haar-Mairhuber-Curtis)

If \( \Omega \subset \mathbb{R}^d \), \( d \geq 2 \) contains an interior point, then there exist no Haar spaces of continuous functions except for the 1-dimensional case.

**Proof.** Let \( d \geq 2 \) and assume that \( B \) is a Haar space with basis \( \{B_1, \ldots, B_N\} \) with \( N \geq 2 \). We show that this leads to a contradiction. In fact, let \( x_1, \ldots, x_n \) be a set of \( N \) distinct points in \( \Omega \subset \mathbb{R}^d \) and \( A \) the matrix such that \( A_{j,k} = B_k(x_j) \), \( j, k = 1, \ldots, N \). By the above definition of Haar space \( \det(A) \neq 0 \). Now, consider the closed path \( P \) in \( \Omega \) connecting only \( x_1 \) and \( x_2 \). This is possible since \( \Omega \) by assumption contains an interior point. We then can exchange \( x_1 \) and \( x_2 \) by moving them continuously along \( P \) (without interfering with other point \( x_j \)). This means that the rows 1 and 2 of the matrix \( A \) have been changed and so the determinant has changed sign. Since the determinant is a continuous function of \( x_1 \) and \( x_2 \) we must have had \( \det(A) = 0 \) at some point along \( P \). This contradicts the fact that \( \det(A) \neq 0 \). \( \blacksquare \)
1.3.2 Distance matrices

We want to construct a (continuous) function $P_f$ that interpolates samples obtained from a test function $f_d$ at data sites $x_j \in [0,1]^d$, that is we want

$$P_f(x_j) = f_d(x_j), \quad x_j \in [0,1]^d.$$ 

For example $f_d(x) = 4^d \prod_{k=1}^{d} x_k(1-x_k), \quad x = (x_1, \ldots, x_d) \in [0,1]^d$, which is zeros on the boundary of the unit cube in $\mathbb{R}^d$ and has a maximum value of one at the center of the $d$-dimensional cube.

Assume for now that $d = 1$. We have already seen that for small $N$ one can use univariate polynomials; if $N$ is relatively large it is better to use splines (the simplest approach is the $C^0$ piecewise linear splines “connect the dots”)

A basis for the space of piecewise linear interpolating splines is

$$\{B_k = |\cdot - x_k| \mid k = 1, \ldots, N\}.$$ 

Hence our spline interpolant can be written as

$$P_f(x) = \sum_{k=1}^{N} c_k |x - x_k|, \quad x \in [0,1]$$ 

and the coefficients $c_k$ will be determined by the interpolation conditions

$$P_f(x_j) = f_1(x_j), \quad j = 1, \ldots, N$$

Some observations.

- The basis functions $B_k = |\cdot - x_k|$ are dependent on the data sites $x_k$ as suggested by Haar-Mairhuber-Curtis.
- $B(x) = |x|$ is called basic function.
- The points $x_k$ to which the basic function is shifted to form the basis functions, are usually referred to as centers or knots.
- Technically, one could choose these centers different from the data sites. However, usually centers coincide with the data sites. This simplifies the analysis of the method, and is sufficient for many applications. In fact, relatively little is known about the case when centers and data sites differ.
- $B_k$ are (radially) symmetric about their centers $x_k$, \rightarrow radial basis function.
Now the coefficients $c_k$ in the scattered data interpolation problem are found by solving the linear system

$$
\begin{pmatrix}
|x_1 - x_1| & |x_1 - x_2| & \ldots & |x_1 - x_N| \\
|x_2 - x_1| & |x_2 - x_2| & \ldots & |x_2 - x_N| \\
\vdots & \vdots & \ddots & \vdots \\
|x_N - x_1| & |x_N - x_2| & \ldots & |x_N - x_N|
\end{pmatrix}
\begin{pmatrix}
c_1 \\
c_2 \\
\vdots \\
c_N
\end{pmatrix}
= 
\begin{pmatrix}
f_1(x_1) \\
f_1(x_2) \\
\vdots \\
f_1(x_N)
\end{pmatrix}
$$

(1.12)

- The matrix in (1.12) is an example of distance matrix.
- Distance matrices have been studied in geometry and analysis in the context of isometric embeddings of metric spaces for a long time.
- It is known that the distance matrix based on the Euclidean distance between a set of distinct points in $\mathbb{R}^d$ is always non-singular (see below).
- Therefore, our scattered data interpolation problem is well-posed.

Since distance matrices are non-singular for Euclidean distances in any space dimension $d$ we have an immediate generalization: for the scattered data interpolation problem on $[0, 1]^d$ we can take

$$
\mathcal{P}_f(\mathbf{x}) = \sum_{k=1}^{N} c_k \| \mathbf{x} - \mathbf{x}_k \|_2, \quad \mathbf{x} \in [0, 1]^d,
$$

(1.13)

and find the $c_k$ by solving

$$
\begin{pmatrix}
\| \mathbf{x}_1 - \mathbf{x}_1 \|_2 & \| \mathbf{x}_1 - \mathbf{x}_2 \|_2 & \ldots & \| \mathbf{x}_1 - \mathbf{x}_N \|_2 \\
\| \mathbf{x}_2 - \mathbf{x}_1 \|_2 & \| \mathbf{x}_2 - \mathbf{x}_2 \|_2 & \ldots & \| \mathbf{x}_2 - \mathbf{x}_N \|_2 \\
\vdots & \vdots & \ddots & \vdots \\
\| \mathbf{x}_N - \mathbf{x}_1 \|_2 & \| \mathbf{x}_N - \mathbf{x}_2 \|_2 & \ldots & \| \mathbf{x}_N - \mathbf{x}_N \|_2
\end{pmatrix}
\begin{pmatrix}
c_1 \\
c_2 \\
\vdots \\
c_N
\end{pmatrix}
= 
\begin{pmatrix}
f_d(\mathbf{x}_1) \\
f_d(\mathbf{x}_2) \\
\vdots \\
f_d(\mathbf{x}_N)
\end{pmatrix}.
$$

- Note that the basis is again data dependent.
- Piecewise linear splines in higher space dimensions are usually constructed differently (via a cardinal basis on an underlying computational mesh).
- For $d > 1$ the space $\text{span}\{ \| \cdot - \mathbf{x}_k \|_2, \ k = 1, \ldots, N \}$ is not the same as piecewise linear splines.

In order to show the non-singularity of our distance matrices we use the Courant-Fischer theorem (see for example the book by Meyer [58]):

**Theorem 2.** Let $A$ be a real symmetric $N \times N$ matrix with eigenvalues $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N$, then

$$
\lambda_k = \max_{\dim V = k} \min_{\mathbf{x} \in V, \| \mathbf{x} \| = 1} \mathbf{x}^T A \mathbf{x} \quad \text{and} \quad \lambda_k = \min_{\dim V = N-k+1} \max_{\mathbf{x} \in V, \| \mathbf{x} \| = 1} \mathbf{x}^T A \mathbf{x}.
$$
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Figure 1.2: A typical basis function for the Euclidean distance matrix fit, $B_k(x) = \|x - x_k\|_2$ with $x_k = 0$ and $d = 2$.

**Definition 2.** A real symmetric matrix $A$ is called *Conditionally Negative Definite* (CND) of order one (or almost negative definite) if its associated quadratic form is negative, that is

$$\sum_{j=1}^{N} \sum_{k=1}^{N} c_j c_k A_{jk} < 0 \quad (1.14)$$

for all $c = [c_1, \ldots, c_N]^T \neq 0 \in \mathbb{R}^N$ that satisfy $\sum_{j=1}^{N} c_j = 0$.

A matrix which is CND of order 1, is CND on a subspace of dimension $N - 1$, that is it has at least $N - 1$ negative eigenvalues. Indeed holds the following result.

**Theorem 3.** An $N \times N$ symmetric matrix $A$ which is almost negative definite and has a non-negative trace possesses one positive and $N - 1$ negative eigenvalues.

**Proof.** Let $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N$ denote the eigenvalues of $A$. From the Courant-Fischer theorem we get

$$\lambda_2 = \min_{\dim V = N-1} \max_{x \in V, \|x\| = 1} x^T A x \leq \max_{c : \sum c_j = 0, \|c\| = 1} c^T A c < 0,$$

so that $A$ has at least $N - 1$ negative eigenvalues. But since $\text{tr}(A) = \sum_{k=1}^{N} \lambda_k \geq 0$, $A$ also must have at least one positive eigenvalue. ■

**Example 2.** It is known that $\phi(r) = r$ is a *strictly conditionally negative definite function* of order one, i.e., the matrix $A$ with $A_{jk} = \|x_j - x_k\|_2$ is almost negative definite. Moreover, since $A_{jj} = \phi(0) = 0$, $j = 1, \ldots, N$ then $\text{tr}(A) = 0$. Therefore, our distance matrix is non-singular by the above theorem.
1.3.3 Data sets

Depending on the type of approximation problem we are given, we may or may not be able to select where the data is collected, i.e., the location of the data sites or design.

Standard choices in low space dimensions are depicted in Fig. 1.3. In higher space dimensions it is important to have space-filling (or low-discrepancy) quasi-random point sets. Examples include: Halton points, Sobol points, lattice designs, Latin hypercube designs and quite a few others (digital nets, Faure, Niederreiter, etc.).

Figure 1.3: tensor products of equally spaced points and tensor products of Chebyshev points

Definition 3. Given a sequence \( X = \{x_1, \ldots, x_N\} \) its discrepancy is

\[
D_N(X) := \sup_{B \in J} \left| \frac{\#(X, B)}{N} - \lambda_d(B) \right|
\]

where

- \( J := \prod_{i=1}^d [a_i, b_i] = \{ x \in \mathbb{R}^d : a_i \leq x_i \leq b_i, \ 0 \leq a_i < b_i < 1 \} \) (d-dimensional intervals),
- \( \#(X, B) \) is the number of points of \( X \) in \( B \).
- \( \lambda_d \) is Lebesgue measure

When \( D_N(X) \approx \text{mis}(B) \) then \( D_N \) is called low discrepancy.

Low-discrepancy sequences are known also as quasi-random sequences, because they are often used as uniformly distributed random numbers.

Example 3. A typical application of such sequences is numerical quadrature (or cubature). For example in the one-dimensional case

\[
\int_0^1 f(t) dt \approx \frac{1}{N} \sum_{i=1}^N f(x_i) \, .
\]
• If in (1.16) \( x_i = i/N \) then we get the rectangle formula.
• If \( x_i \) are random numbers, then (1.16) is the Montecarlo method.
• If \( x_i \) are a low discrepancy sequences then (1.16) is a quasi-Montecarlo method.

### 1.3.4 Halton points

Here we show how one can generate Halton points in every spatial dimension. Halton points are uniformly distributed random points in \((0, 1)^d\) generated from Van der Corput sequences. We start by generating Van der Corput sequences. Let \( k \in \mathbb{N} \) be chosen.

(i) Every \( n \in \mathbb{N} \) can be written as

\[
n = \sum_{i=0}^{k} a_i p^i
\]

where the coefficients \( a_i \) are integer such that \( 0 \leq a_i < p \). For example taking \( n = 10 \) and \( p = 3 \)

\[
10 = 1 \cdot 3^0 + 0 \cdot 3^1 + 1 \cdot 3^2
\]

giving \( k = 2, a_0 = 0, a_2 = 1, a_1 = 0 \).

(ii) We define the function \( h_p : \mathbb{N} \rightarrow [0, 1) \) as

\[
h_p(n) = \frac{\sum_{i=0}^{k} a_i}{p^{i+1}}.
\]

For example

\[
h_p(10) = \frac{1}{3} + \frac{1}{3^3} = \frac{10}{27}.
\]

(iii) The Van der Corput sequence is then

\[
h_{p,N} = \{h_p(n) : n = 0, 1, \ldots, N\}.
\]

In our example

\[
h_{3,10} = \{0, \frac{1}{3}, \frac{1}{3}, \frac{2}{9}, \frac{4}{9}, \frac{7}{9}, \frac{2}{9}, \frac{5}{9}, \frac{8}{9}, \frac{1}{27}, \frac{10}{27}\}.
\]

Starting from the Van der Corput sequence, the Halton sequence is generated as follows: take \( d \) distinct primes \( p_1, \ldots, p_d \) and generated \( h_{p_1,N}, \ldots, h_{p_d,N} \) that we use as coordinates of \( d \)-dimensional points, so that

\[
H_{d,N} = \{(h_{p_1,N}(n), \ldots, h_{p_d,N}(n) : n = 0, \ldots, N\}
\]

is the set of \( N + 1 \) Halton points in \([0, 1)^d\).

**Proposition 2.** Halton points form a nested sequence, that is if \( M < N \) then \( H_{d,M} \subset H_{d,N} \).
These points can be constructed sequentially. Similar to these points are Leja sequences [24]. As a final observation, for Halton points we have

$$D_N(H_{d,N}) \leq C \frac{(\log N)^d}{N}.$$ 

1. In Matlab the program `haltonseq.m` by Daniel Dougherty, downloadable at the Matlab Central File Exchange, generates Halton points in every space dimension. The call is `haltonseq(numpts, dim)`. Notice that in this implementation the point $0 = (0,\ldots,0)^T$ is not part of the point set, that is they are generated starting from $n = 1$ instead of $n = 0$ as described above. In recent Matlab versions, the function `P=haltonset(n,d)` computes $n$ Halton points in dimension $d$.

2. Analogously, Sobol points can be generated in Matlab by `P=sobolset(d)`. This call constructs a $d$-dimensional point set $P$ of the sobolset class, with default property settings. *For example*, if $d = 2$, $P$ is an array `intmax` $\times$ 2. If one wishes different properties, the call becomes `P=sobolset(d, p1, var1, p2, var2, ...)` that specifies property name/value pairs used to construct $P$.

3. Similarly, the Matlab function `X = lhsdesign(n,p)` returns an $n \times p$ matrix, $X$, containing a latin hypercube sample of $n$ values on each of $p$ variables. For each column of $X$, the $n$ values are randomly distributed with one from each interval $(0,1/n), (1/n, 2/n), \ldots, (1-1/n, 1)$, and they are randomly permuted.

![Figure 1.4: Halton and Sobol points](image)

The difference between the standard (tensor product) designs and the quasi-random designs shows especially in higher space dimensions, as shown in Fig. 1.6.
1.4 Exercises

The Haar-Maierhuber-Curtis theorem told us that it is not possible to interpolate by multivariate polynomials of degree \( N \geq 2 \) scattered data in dimension \( d \geq 2 \). This suggested to take a basis of function localized at the so called data-sites.

The tools that we need for these exercises are

- The Halton points on the hypercube \([0,1]^d\), \( d \geq 1 \).
- The fill-distance (or mesh size) \( h_{X,\Omega} \) of a set \( X \subset \Omega \) con \( \Omega \subseteq \mathbb{R}^d \) that is
  \[
  h_{X,\Omega} = \sup_{x \in \Omega} \min_{x_j \in X} \|x - x_j\|_2, \tag{1.17}
  \]
  
  In Matlab, this distance can be easily computed by the command \( hX = \max(\min(DME')) \), where \( DME \) is the distance matrix, generated by the function \text{DistanceMatrix.m} evaluated at a set of target (or evaluation) points (for example an equispaced grid finer than the of the data-sites \( X \)).
- The functions to be approximated are
  \[
  f_s(x) = 4^s \prod_{k=1}^{s} x_k(1-x_k), \quad x = (x_1, \ldots, x_s) \in [0,1]^d \tag{1.18}
  \]
  \[
  \text{sinc}(x) = \prod_{k=1}^{s} \frac{\sin(\pi x_k)}{\pi x_k}. \tag{1.19}
  \]

1. By means of the Matlab function \text{haltonseq.m} compute \( N = 5^d \) Halton points in dimensions \( d = 1, 2, 3 \). Compute for each set the corresponding fill-distance, \( h_{X,\Omega} \).

2. Verify graphically the nested property of Halton points, that is
  \[
  H_{d,M} \subset H_{d,N}, \quad M < N. \tag{1.20}
  \]
In practice, using different colours plot the Halton points for different values of $M$ and $N$.

3. Again, by using the function `DistanceMatrix.m` on different set of Halton points of dimension $d = 2$, verify that the corresponding distance-matrix, say $A$, is ill-conditioned, by computing its condition number in the 2-norm (in Matlab `cond(A)`).

4. In dimension $d = 2$, using the function `DistanceMatrixFit.m`, build the RBF interpolant using the basis $\phi_k(x) = \|x - x_k\|_2$ (that is, the translates at $x_k$ of the basic function $\phi(r) = r$) of the functions $\{1.18\}$ and $\{1.19\}$ by computing the Root Mean Square Error, RMSE (see for its definition Lecture 4). Verify that as $N$ increases, the error decreases. Notice: the RMSE has to be evaluated in a finer grid of evaluation points.

5. Repeat the previous exercise by using the Gaussian radial basis function, $\Phi(x) = e^{-\epsilon^2\|x\|^2}$, $\epsilon > 0$ again for $d = 2$. For accomplish this interpolation, use the function `RBFInterpolation2D.m` that generalizes the `DistanceMatrixFit.m`.

The Matlab files can be downloaded at the link

http://www.math.unipd.it/~demarchi/TAA2010
Figure 1.6: Projections in 2D of different point sets
Lecture 2

Positive definite functions

In the first lecture we saw that the scattered data interpolation problem with RBFs leads to the solution of a linear system

\[ Ac = y \]

with \( A_{i,j} = \phi(\|x_i - x_j\|_2) \) and \( y_i \) the \( i \)-th data value. The solution of the system requires that the matrix \( A \) is non-singular. The situation is favourable if we know in advance that the matrix is positive definite. Moreover we would like to characterize the class of functions \( \phi \) for which the matrix is positive definite.

2.1 Positive definite matrices and functions

We start by the definition of positive definite matrices.

**Definition 4.** A real symmetric matrix \( A \) is called positive semi-definite if its associated quadratic form \( c^T A c \geq 0 \), that is

\[
\sum_{i=1}^{N} \sum_{j=1}^{N} c_i c_j A_{i,j} \geq 0
\]

(2.1)

for \( c \in \mathbb{R}^N \). If the quadratic form (2.1) is zero only for \( c = 0 \) then \( A \) is called positive definite (sometimes we will use the shorthand notation PD).

The most important property of such matrices, is that their eigenvalues are positive and so is its determinant. The contrary is not true, that is a matrix with positive determinant is not necessarily positive definite. Just consider as a trivial example the matrix (in Matlab notation) \( A = \begin{bmatrix} -1 & 0 \\ 0 & -3 \end{bmatrix} \) whose determinant is positive, but \( A \) is not PD.
Hence, if in (1.11) the basis $B_k$ generates a positive definite interpolation matrix that we would always have a well-defined interpolation problem. In order to get such property, we need to introduce the class of positive definite functions.

**Definition 5.** A continuous complex valued function $\Phi : \mathbb{R}^d \to \mathbb{C}$ is called **positive semi-definite** if, for all $N \in \mathbb{N}$, all sets of pairwise distinct points $X = \{x_1, \ldots, x_N\} \subset \mathbb{R}^d$ and $c \in \mathbb{C}^N$ the quadratic form

$$\sum_{i=1}^N \sum_{j=1}^N c_i \overline{c}_j \Phi(x_i - x_j)$$

is nonnegative. The function $\Phi$ is then called **positive definite** if the quadratic form above is positive for $c \in \mathbb{C}^N, c \neq 0$.

**Example 4.** The function $\Phi(x) = e^{i\omega^T y}$, for a fixed $y \in \mathbb{R}^d$, is PD on $\mathbb{R}^d$. If fact,

$$\sum_{i=1}^N \sum_{j=1}^N c_i \overline{c}_j \Phi(x_i - x_j) = \sum_{i=1}^N \sum_{j=1}^N c_i \overline{c}_j e^{i(x_i - x_j)^T y} = \left( \sum_{i=1}^N c_i e^{ix_i^T y} \right) \left( \sum_{j=1}^N \overline{c}_j e^{-ix_j^T y} \right) = \left| \sum_{i=1}^N c_i e^{ix_i^T y} \right|^2 \geq 0.$$

**Remark.** From the previous definition and the discussion done on Lecture 1, we should use PD functions as basis, i.e. $B_i(x) = \Phi(x - x_i)$, that is an interpolant of the form $P_f(x) = \sum_{i=1}^N c_i B_i(x)$. Moreover at this point, we do not need $P_f$ be a radial function, but simply translation invariant (that is, $P_f$ is the same as the translated interpolant to the original data). We will characterize PD and radial functions in $\mathbb{R}^d$ later in this lecture.

These functions have some properties that we summarize in the following theorem.

**Theorem 4.** Suppose $\Phi$ is a positive semi-definite function. Then

1. $\Phi(0) \geq 0$ and $\Phi(0) = 0$ iff $\Phi \equiv 0$.
2. $\Phi(-x) = \overline{\Phi(x)}$ for all $x \in \mathbb{R}^d$.
3. $|\Phi(x)| \leq \Phi(0)$ for all $x \in \mathbb{R}^d$ (boundness)
4. If \( \{ \Phi_i, i = 1, \ldots, m \} \) are positive semi-definite and \( \alpha_j \geq 0, j = 1, \ldots, m \), then \( \Phi = \sum_{i=1}^{m} \alpha_i \Phi_j \) is also positive semi-definite. If one of the \( \Phi_j \) is positive definite and the corresponding coefficient \( \alpha_j \) is positive, then \( \Phi \) is also positive definite.

5. The product of two positive definite functions is positive definite.

**Proof.** The proof can be found in [74, p. 65-66] or [32, 29-30]. □

**Remark.** From property 2. of Theorem 4, it is clear that a positive semi-definite function is real valued iff is even. But we can also restrict to real coefficient vectors \( c \in \mathbb{R}^N \) in the quadratic form. In fact holds the following theorem.

**Theorem 5.** Suppose \( \Phi : \mathbb{R}^d \to \mathbb{R} \) is continuous. Then \( \Phi \) is positive definite if and only if \( \Phi \) is even and we have, for all \( N \in \mathbb{N} \) and all \( c \in \mathbb{R}^N \setminus \{0\} \) and all pairwise distinct \( x_1, \ldots, x_N \)

\[
\sum_{i=1}^{N} \sum_{j=1}^{N} c_i c_j \Phi(x_i - x_j) > 0.
\]

**Proof.** If \( \Phi \) is PD and real valued, then it is even by the previous theorem (by property 2.). Letting \( c_k = a_k + i b_k \) then

\[
\sum_{i,j=1}^{N} c_i \overline{c_j} \Phi(x_i - x_j) = \sum_{i,j=1}^{N} (a_i a_j + b_i b_j) \Phi(x_i - x_j) + i \sum_{i,j=1}^{N} a_i b_j [\Phi(x_i - x_j) - \Phi(x_j - x_i)].
\]

As \( \Phi \) is even, the second sum on the right hand side is zero. The first sum is nonnegative because of the assumption, vanishing only if \( a_i = b_i = 0 \). □

**Example 5.** The cosine function is PD on \( \mathbb{R} \). In fact, for all \( x \in \mathbb{R} \), \( \cos x = e^{ix} + e^{-ix} \). By property 4. of Theorem 4 and the fact that the exponential is PD (see Example 4), we conclude.

When we are dealing with radial functions i.e \( \Phi(x) = \phi(\|x\|) \), then it will be convenient to refer to the univariate function \( \phi \) as positive definite radial function. A consequence of this notational convention is the following Lemma.

**Lemma 1.** If \( \Phi(x) = \phi(\|x\|) \) is PD (or positive semi-definite) and radial on \( \mathbb{R}^d \), then \( \Phi \) is also PD (or positive semi-definite) and radial on \( \mathbb{R}^\delta \) for any \( \delta \leq d \).
The Schoenberg characterization of PD and radial functions

The classical way to characterize PD and radial functions is by this Theorem, due to Schoenberg [66].

**Theorem 6.** A continuous function \( \phi : [0, \infty) \rightarrow \mathbb{R} \) is PD and radial on \( \mathbb{R}^d \) if and only if it is the Bessel transform of a finite nonnegative Borel measure \( \mu \) on \( [0, \infty) \), i.e.

\[
\phi(r) = \int_0^\infty \Omega_d(rt)d\mu(t)
\]

where

\[
\Omega_d(r) = \begin{cases} 
\cos(r) & d=1 \\
\Gamma\left(\frac{d}{2}\right) \left(\frac{r}{2}\right)^{(d-2)/2} J_{(d-2)/2}(r) & d \geq 2
\end{cases}
\]

Here \( J_\nu \) is the classical Bessel function of the first kind of order \( \nu \), that is the solution of the Bessel differential equation. For example, around \( x = 0 \), this function can be expressed as the Taylor series

\[
J_\nu(x) = \sum_{k=0}^{\infty} \frac{(-1)^k}{k! \Gamma(k + \nu + 1)} \left(\frac{x}{2}\right)^{2k+\nu}.
\]

In particular, as already seen, \( \Phi(x) = \cos(x) \) can be seen as a fundamental PD and radial function on \( \mathbb{R} \).

**Observation.** Since these lectures are intended for people with no preparation and mathematical background on measure theory and functional analysis, we prefer to avoid to introduce more results characterizing PD functions by using (Fourier) transforms. We prefer to use another and more comprehensible approach based on the definition of completely monotone and multiply monotone functions. Interested readers can satisfy their hunger for knowledge by looking at the books [8, 32, 74].

2.1.1 Completely monotone functions

In the framed Theorem [8] and successive remark, we observed that we avoid to characterize the positive definiteness of RBF using Fourier transforms, also because Fourier transforms are not always easy to compute.

**Definition 6.** A function \( \phi : [0, \infty) \rightarrow \mathbb{R} \) that is \( C[0, \infty) \cap C^\infty(0, \infty) \) and satisfies

\[
(-1)^k \phi^{(k)}(r) \geq 0, \quad r > 0, \quad k = 0, 1, 2, \ldots
\]

is called Completely Monotone (shortly CM).
This definition allows to verify when a function $\phi$ is positive definite and radial for all dimensions $d$.

Here we enumerate some of the most important PD functions showing that they are CM.

1. The function $\phi(r) = c, c \geq 0$ is CM on $[0, \infty)$.
2. The function $\phi(r) = e^{-cr}, c \geq 0$ is CM on $[0, \infty)$ since
   $$(−1)^k φ^{(k)}(r) = e^k e^{-cr} \geq 0, \ k = 0, 1, 2, ...$$
3. The function $\phi(r) = \frac{1}{(1+r)^\beta}, \ \beta \geq 0$ is CM on $[0, \infty)$ since
   $$(−1)^k \phi^{(k)}(r) = (−1)^2k\beta(\beta - 1) \cdots (\beta + k - 1)(1 + r)^{-\beta-k} \geq 0, \ k = 0, 1, 2, ...$$

There are now two Theorems to quote that give more informations

**Theorem 7.** A function $\phi$ is CM on $[0, \infty)$ if and only if $Φ = \phi(\|·\|^2)$ is positive semi-definite and radial on $\mathbb{R}^d$ for all $d$.

Notice that now $Φ$ is defined via the square of the norm.

**Theorem 8.** A function $\phi$ is CM on $[0, \infty)$ but not constant if and only if $Φ = \phi(\|·\|^2)$ is PD and radial on $\mathbb{R}^d$ for all $d$.

Hence as a consequence of these two theorems, the functions $\phi(r) = e^{-cr}, c > 0$ and $\phi(r) = \frac{1}{(1+r)^\beta}, \ \beta \geq 0$ are CM on $[0, \infty)$ and since they are not constant, in $\mathbb{R}^d$ for all $d$, we have

1. $Φ(x) = e^{-c^2\|x\|^2}, \ c > 0$ is positive definite and radial on $\mathbb{R}^d$ for all $d$. This is the family of Gaussians. The parameter $c$ is a shape parameter that change the shape of the function, making it more spiky when $c \to \infty$ and flatter when $c \to 0$.
2. $Φ(x) = (1 + \|x\|^2)^{-\beta}, \ \beta \geq 0$ is positive definite and radial on $\mathbb{R}^d$ for all $d$. This is the family of inverse multiquadrics.

### 2.1.2 Multiply monotone functions

This characterization allows to check when a function is PD and radial on $\mathbb{R}^d$ for some fixed $d$. 

Definition 7. A function \( \phi : (0, \infty) \to \mathbb{R} \) which is \( C^{s-2}(0, \infty) \), \( s \geq 0 \) and for which \((-1)^k \phi^{(k)}(r) \geq 0\), non-increasing and convex for \( k = 0, 1, \ldots, s - 2 \) is called \( s \) times monotone on \((0, \infty)\). In case \( s = 1 \) we only require \( \phi \in C(0, \infty) \) to be non-negative and non-increasing.

In what follows sometimes we use the shorthand notation \( \mathbb{MM} \) for multiply monotone functions.

Convexity can be expressed by the inequality \( \phi'' \geq 0 \) if \( \phi'' \) exists. Hence, a \( \mathbb{MM} \) function is essentially a \( \mathbb{CM} \) function with truncated monotonicity.

Example 6. Here we introduce two new families of radial basis functions.

1. The truncated power function

\[
\phi_k(r) = (1 - r)^k
\]

is \( k \)-times monotone for any \( k \). Indeed

\[
(-1)^s \phi_k^{(s)} = k(k-1) \cdots (k-s+1)(1-r)^{k-s} \geq 0, \quad s = 0, 1, \ldots, k
\]

These functions (we will see later) lead to radial functions that are PD on \( \mathbb{R}^d \) provided

\[
k \geq \lfloor d/2 \rfloor + 1.
\]

2. Consider the integral operator \( I \) defined as

\[
(I f)(r) = \int_r^\infty f(t) dt, \quad r \geq 0,
\]

with an \( f \) which is \( k \)-times monotone. Then \( I f \) is \((k+1)\)-times monotone. This follows from the fundamental theorem of calculus. This operator \( I \) plays an important role in the construction of compactly supported radial basis functions (that for lack of time we will not discuss in these lectures).
2.1.3 Other positive definite radial functions

1. Gaussians-Laguerre. These are defined as

\[ \Phi(x) = e^{\|x\|^2} L_n^{d/2}(\|x\|^2) \]

where \( L_n^{d/2} \) indicates the Laguerre polynomial of degree \( n \) and order \( d/2 \), that is

\[ L_n^{d/2}(t) = \sum_{k=0}^{n} \frac{(-1)^k}{k!} \binom{n + d/2}{n - k} t^k. \]

For example for \( n = 1, 2 \) and \( d = 1, 2 \) see Table 2.1

<table>
<thead>
<tr>
<th></th>
<th>( n = 1 )</th>
<th>( n = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( (3/2 - x^2)e^{-x^2} )</td>
<td>( (15/8 - 5/2 x^2 + 1/2x^4)e^{-x^2} )</td>
</tr>
<tr>
<td>2</td>
<td>( (2 - |x|^2)e^{-|x|^2} )</td>
<td>( (3 - 3|x|^2 + 1/2|x|^4)e^{-|x|^2} )</td>
</tr>
</tbody>
</table>

Table 2.1: Gaussians-Laguerre functions for different \( d \) and \( n \)

Notice, that the Gaussians-Laguerre, depends on the space dimension \( d \). Therefore they are PD and radial on \( \mathbb{R}^d \) (and therefore also on \( \mathbb{R}^\delta \) for \( \delta \leq d \)).

2. Poisson functions. These functions has the definition

\[ \Phi(x) = J_{d/2-1}(\|x\|)/\|x\|^{d/2-1}, \quad d \geq 2, \]

where \( J_p \) is the Bessel function of the first kind and order \( p \). While these functions are not defined at the origin, they can be extended to be \( C^\infty(\mathbb{R}^d) \) (see Table 2.2 for
Figure 2.3: First row: G-L when $d = 1$ and $n = 1, 2$. Second row: G-L for $d = 2$ and $n = 1, 2$. In both cases we used the scaling factor $\epsilon = 3$. For the two dimensional case we also normalized so that $\Phi(0) = 1$.

$$
\begin{array}{ccc}
  d = 2 & d = 3 & d = 4 \\
  J_0(\|x\|) \sqrt{\frac{2}{\pi}} \frac{\sin(\|x\|)}{\|x\|} \quad & J_1(\|x\|) \frac{\sin(\|x\|)}{\|x\|} \\
\end{array}
$$

Table 2.2: Poisson functions for various $d$

the cases $d = 2, 3, 4$.) Notice: $J_p$ in Matlab can be computed using the function \texttt{besselj}(p, z) (where z is an array of evaluation points)

3. Matérn functions. They are defined as

$$
\Phi(x) = \frac{K_{\beta-d/2}(\|x\|)|x|^{\beta-d/2}}{2^{\beta-d/2} \Gamma(\beta)}, \quad d < 2\beta,
$$

where $K_p$ is the \textit{modified Bessel function of the second kind} of order $p$, that can be defined as a function of the Bessel function of first kind as follows

$$
K_p(x) = \frac{\pi}{2} \frac{J_{-p}(x) - J_p(x)}{\sin(\pi p)}
$$

In Table 2.3 we present the Matérn functions for three values of $\beta$, indicated as
**Figure 2.4:** Poisson RBF for $d = 2, 3, 4$, respectively. Here the shape parameter is $\epsilon = 10$

\[\beta_i, \ i = 1, 2, 3.\] Notice that the Matérn function for $\beta_1$ is not differentiable at the origin; while for $\beta_2$ is $C^2(\mathbb{R}^*)$ and for $\beta_3$ is $C^4(\mathbb{R}^*)$.

\[
\begin{align*}
\beta_1 &= \frac{d+1}{2} \\
\beta_2 &= \frac{d+3}{2} \\
\beta_3 &= \frac{d+5}{2}
\end{align*}
\]

\[
e^{-\|x\|} (1 + \|x\|) e^{-\|x\|} (3 + 3\|x\| + \|x\|^2) e^{-\|x\|}
\]

Table 2.3: Matérn functions for different values of the parameter $\beta$

4. **The generalized inverse multiquadratics**

\[
\Phi(x) = (1 + \|x\|^2)^{-\beta}, \quad d < 2\beta
\]

It is worth to mention that the requirement $d < 2\beta$ implies the dependence of the space dimension. This is required so that $\Phi(x) \in L_1(\mathbb{R}^d)$. As observed in [74, p. 77], this restriction can be relaxed and take $\beta > 0$ leading to a positive definite function in $\mathbb{R}^d$.

5. **Whittaker functions.** The idea of these functions is based on the following construction. Let $f \in C[0, \infty)$ be a non-negative and not identically equal to zero, and define the function

\[
\phi(r) = \int_0^\infty (1 - rt)^{\frac{\beta}{2} - 1} f(t) dt.
\]
Figure 2.5: Matern RBF for different $\beta$, respectively. The shape parameter is $\epsilon = 5$

Figure 2.6: Inverse multiquadric with shape parameter $\epsilon = 3$. On the left $\beta = 1/2$ that corresponds to the *Hardy multiquadric*. On the right with $\beta = 1$ that corresponds to the *inverse quadric*.

Then the $\Phi(x) = \phi(||x||)$ is positive definite and radial on $\mathbb{R}^d$ provided $k \geq \lceil \frac{d}{2} \rceil + 2$. 
In fact the quadratic form

\[ \sum_{i,j=1}^{N} c_i c_j \phi(\|x_i - x_j\|) = \int_0^\infty \sum_{i,j=1}^{N} c_i c_j \varphi_{k-1}(t\|x_i - x_j\|) f(t) dt \]

which is non-negative since the truncated power \( \varphi_{k-1}(\| \cdot \|) \) is positive semi-definite (see above) and \( f \) is non-negative. It is easy to see that it is indeed positive definite, and so \( \phi \) is PD itself.

Then the choice of \( f \) gives different Whittaker functions. For example, as described in [32, p. 44], taking \( f(t) = t^\alpha e^{\beta t}, \alpha \geq 0, \beta > 0 \) we get a function with a long expression (see [32, p.44, formula (4.10)]) that uses the so called \textit{Whittaker -M} function.

Special cases when \( \beta = 1 \) are provided in Table 2.4.

<table>
<thead>
<tr>
<th>( k = 2 )</th>
<th>( k = 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{\beta - |x| + |x| e^{-\beta/|x|}}{\beta^2} )</td>
<td>( \frac{\beta^2 - 2\beta |x| + 2|x|^2 - 2|x|^2 e^{-\beta/|x|}}{\beta^3} )</td>
</tr>
<tr>
<td>( \frac{\beta - 2|x| + (\beta + 2|x|) e^{-\beta/|x|}}{\beta^3} )</td>
<td>( \frac{\beta^2 - 4\beta |x| + 6|x|^2 - (2\beta |x| + 6|x|^2) e^{-\beta/|x|}}{\beta^4} )</td>
</tr>
</tbody>
</table>

Table 2.4: Whittaker functions for various choices of \( k \) and \( \alpha \)

Figure 2.7: Whittaker functions with \( \alpha = 0, k = 2 \) and \( \alpha = 1, k = 2 \).
2.2 Exercises

1. Plot some of the radial function positive definite (centered in the origin). When \( d = 1 \) take \( x \in [-1, 1] \) while for \( d = 2 \) consider \( x \in [-1, 1]^2 \).

- The Gaussians -Laguerre for \( n = 1, 2 \) and \( d = 1, 2 \). See Table 2.1 for the corresponding definitions.
- The Poisson functions for \( d = 2, 3, 4 \) in \([-1, 1]^2\) using as shape parameter \( \epsilon = 10 \), see Table 2.2.
- The Matérn function in \([-1, 1]^2\), for three different values of \( \beta \) and shape parameter \( \epsilon = 10 \), as defined in Table 2.3.
- The generalized inverse multiquadrics \( \Phi(x) = (1 + \|x\|^2)^{-\beta}, \ s < 2\beta \), in \([-1, 1]^2\), in these two (simple) cases (with \( \epsilon = 5 \)): \( \beta = 1/2 \) (which corresponds to the so-called Hardy inverse multiquadrics) and \( \beta = 1 \) (which is the inverse quadrics).
- The truncated powers \( \Phi(x) = (1 - \|x\|)^l \) for \( l = 2, 4 \) (in \([-1, 1]^2\)).
- The Whittaker’s potentials in the square \([-1, 1]^2\) for different values of the parameters \( \alpha, k \) and \( \beta \), as defined in Table 2.4. For these last plots use \( \beta = 1 \).

2. Interpolate the Franke function

\[
f(x_1, x_2) = 0.75 \exp\left[-((9x_1 - 2)^2 + (9x_2 - 2)^2)/4\right] + 0.75 \exp\left[-(9x_1 + 1)^2/49 - (9x_2 + 1)/10\right] + 0.5 \exp\left[-((9x_1 - 7)^2 + (9x_2 - 3)^2)/4\right] - 0.2 \exp\left[-(9x_1 - 4)^2 - (9x_2 - 7)^2\right];
\]

on a grid of \( 20 \times 20 \) Chebyshev points in \([0, 1]^2\) with Poisson and Matérn functions. Compute also the corresponding RMSE.
Lecture 3

Conditionally positive definite functions

The multivariate polynomials are not suitable for solving the scattered data interpolation problem. Only data sites in special locations can guarantee well-posedness of the interpolation problem. In order to have a flavour of this setting, we introduce the notion of unisolvency.

**Definition 8.** A set \( X = \{x_1, \ldots, x_N\} \subset \mathbb{R}^d \) is called \( m \)-unisolvent, if the only polynomial of total degree at most \( m \) interpolating the zero data on \( X \) is the zero polynomial.

Similarly, \( X \) is unisolvent for \( \mathbb{P}_m(\mathbb{R}^d) \) (i.e. polynomials in \( d \) variables of degree at most \( m \)) if there exists a unique polynomial in \( \mathbb{P}_m(\mathbb{R}^d) \) of lowest possible degree which interpolates the data \( X \).

Then, to get a unique solution of the polynomial interpolation problem with a \( d \)-variate polynomial of degree \( \leq m \) to some given data, we need to find a subset of \( X \subset \mathbb{R}^d \) with cardinality \( M = \binom{m + d}{m} = \dim(\mathbb{P}_m(\mathbb{R}^d)) \) which is \( m \)-unisolvent.

**Example 7.** These are examples of points that form unisolvent sets

- A simple example is this one. Take \( N = 5 \) points in \( \mathbb{R}^2 \). There is no unique way to use bivariate linear interpolation o quadratic. In fact linear polynomials have dimension \( M = 3 \), bivariate \( M = 6 \).

- The **Padua points** on the square \([-1,1]^2\), form the first complete example of unisolvent points whose Lebesgue constant has optimal growth (cf. [6]).

- In \( \mathbb{R}^2 \) the **Chung and Yao points**. The construction of these points is based on lattices. In practise, a lattice \( \Lambda \subset \mathbb{R}^d \) has the form \( \Lambda = \left\{ \sum_{i=1}^d h_i v_i, \ h_i \in \mathbb{Z} \right\} \) with \( \{v_1, \ldots, v_d\} \) a basis for \( \mathbb{R}^d \). For details see the paper [17].
The $m$-unisolvency of the set $X = \{x_1, \ldots, x_N\}$ is equivalent to the fact that the matrix $P$ such that

$$P_{i,j} = p_j(x_i), \ i = 1, \ldots, N, \ j = 1, \ldots, M$$

for any polynomial basis $p_j$, has full (column)-rank. For $N = M$ this is the classical polynomial interpolation matrix.

This observation, can be easily checked when in $\mathbb{R}^2$ we take 3 collinear points: they are not 1-unisolvent, since a linear interpolant, that is a plane through three arbitrary heights at these three collinear points is not uniquely determined. Otherwise such a set is 1-unisolvent.

Remark. This problem arises when we want to construct interpolants with polynomial precision. That is, interpolants that reproduce polynomials.

Example 8. Take the function $f(x, y) = (x+y)/2$ on the unit square $[0,1]^2$. Using Gaussian RBF (with $\epsilon = 6$) interpolate it on a grid of $N = 1089 = 33 \times 33$ uniformly distributed points. This will lead to an interpolant which is not a linear function as is $f$ (i.e. the interpolation does not work).

Hence, instead of using an interpolant of the form $P_f(x) = \sum_{k=1}^{N} c_k e^{-\epsilon^2 \|x-x_k\|^2}$, we use the following

$$P_f(x) = \sum_{i=1}^{N} c_i e^{-\epsilon^2 \|x-x_i\|^2} + c_{N+1} + c_{N+2} x + c_{N+3} y.$$ \hfill (3.1)

Having only $N$ interpolation conditions, namely

$$P_f(x_i) = (x_i + y_i)/2, \ i = 1, \ldots, N,$$ \hfill (3.2)

how can we find the remaining three conditions so that the resulting system will be square?

As we shall see later, the solution is

$$\sum_{i=1}^{N} c_i = 0, \ \sum_{i=1}^{N} c_i x_i = 0, \ \sum_{i=1}^{N} c_i y_i = 0.$$ \hfill (3.3)

Combining the interpolation conditions (3.2) with the side conditions (3.3), the resulting linear system becomes

$$[\begin{array}{cc} A & P \\ p^T & O \end{array}] \begin{bmatrix} c \\ d \end{bmatrix} = \begin{bmatrix} y \\ 0 \end{bmatrix}$$ \hfill (3.4)

where the matrix $A$ and the vectors $c$ and $y$ are the same as in Lecture 1; while $P$ is a $N \times 3$ matrix with entries $P_{i,j} = p_j(x_i)$ with $p_1(x) = 1$, $p_2(x) = x$, $p_3(x) = y$. Finally the matrix $O$ is $3 \times 3$ of zeros.
The general form of the (3.2) is

$$P_f(x) = \sum_{i=1}^{N} c_i \phi(\|x - x_i\|) + \sum_{k=1}^{M} d_k p_k(x), \quad x \in \mathbb{R}^d. \quad (3.5)$$

where $p_1, \ldots, p_M$ is a basis for the $d$-variate polynomials of degree $\leq m - 1$, whose dimension is $M = \binom{m-1+d}{m-1}$. The side-conditions become

$$\sum_{i=1}^{N} c_i p_j(x_i) = 0, \quad j = 1, \ldots, M, \quad (3.6)$$

ensuring a unique solution for the system

$$\begin{bmatrix} A & P \\ P^T & O \end{bmatrix} \begin{bmatrix} c \\ d \end{bmatrix} = \begin{bmatrix} y \\ 0 \end{bmatrix} \quad (3.7)$$

where now the matrices and arrays have the following dimensions: $A$ is $N \times N$, $P$ is $N \times M$, $O$ is $M \times M$; $c$, $y$ are $N \times 1$ and $d$, $0$ are $M \times 1$.

**Remark.** It seems ill-adapted for the use to formulate the general setting for the polynomial space $P_{m-1}(\mathbb{R}^d)$ instead, as before, of $P_m(\mathbb{R}^d)$. The reason will be explained later and, as we will see, it will be quite natural.

### 3.0.1 Conditionally positive definite matrices and functions

In order to prove that the augmented system (3.7) is non-singular we start with the easiest case of $m = 1$ (in any dimension $d$). This is equivalent to the reproduction of the polynomials of degree $m - 1 = 0$, i.e. the constants.

**Definition 9.** A real symmetric matrix $A$, $N \times N$, is called conditionally positive semi-definite of order $m = 1$ if its associated quadratic form $c^T A c \geq 0$ for all $c = (c_1, \ldots, c_N)^T \in \mathbb{R}^N$ that satisfy

$$\sum_{i=1}^{N} c_i = 0. \quad (3.8)$$

If $c \neq 0$ implies strictly inequality, i.e. $c^T A c > 0$, than $A$ is called conditionally positive of order one.

Notice: the conditions (3.8) can be viewed as a condition of “orthogonality” w.r.t. constant functions.

The following theorem shows that the augmented system is uniquely solvable.
Theorem 9. Let $A$ be real symmetric of order $N$ that is conditionally positive definite (CPD) of order one. Let $P = (1,\ldots,1)^T$ be an $N \times 1$ array. Then the system

$$
\begin{bmatrix}
A & P \\
PT & O
\end{bmatrix}
\begin{bmatrix}
c \\
d
\end{bmatrix} =
\begin{bmatrix}
y \\
0
\end{bmatrix}
$$

(3.9)

is uniquely solvable.

Proof. Assume that the solution $(c,d)^T \in \mathbb{R}^{N+1}$ is a solution of the homogeneous system, i.e., with $y = 0$. We then prove that $c = 0$ and $d = 0$. From the first block, multiplying by $c^T$, we have

$$
c^TAc + dc^TP = 0
$$

an using the second equation $P^Tc = c^TP = 0$ we get that $c^TAc = 0$. Since $A$ is CPD of order 1, by assumption we get $c = 0$. Moreover, from the first block, $Ac + dP = 0$ that implies $d = 0$. \qed

Corollary 1. For reproducing constant functions in $\mathbb{R}^d$, the system to be solved has the form (3.9).

We are now ready to introduce conditionally positive definite functions of order $m$.

Definition 10. A continuous function $\Phi : \mathbb{R}^d \to \mathbb{C}$ is said to be conditionally positive semi-definite of order $m$ in $\mathbb{R}^d$, if

$$
\sum_{i=1}^N \sum_{j=1}^N c_i\bar{c}_j \Phi(x_i - x_j) \geq 0
$$

(3.10)

for any $N$ set $X = \{x_1,\ldots,x_N\} \subset \mathbb{R}^d$ of pairwise distinct points, and $c = (c_1,\ldots,c_N)^T \subset \mathbb{C}^N$ such that

$$
\sum_{k=1}^N c_k p(x_k) = 0
$$

for any complex-valued polynomial $p$ of degree $\leq m - 1$. The function $\Phi$ is then called conditionally positive definite of order $m$ on $\mathbb{R}^d$ if the quadratic form (3.11) vanishes only when $c \equiv 0$.

The first important fact concerning conditionally positive (semi)-definite functions is their order. To this aim holds the following important result.

Proposition 3. A function which is conditionally positive (semi)-definite of order $m$ is also conditionally positive (semi)-definite of any order $s \geq m$. Moreover, a function that is conditionally positive (semi)-definite of order $m$ in $\mathbb{R}^d$ is also conditionally positive (semi)-definite of order $m$ on $\mathbb{R}^k$ with $k \leq d$. 
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Hence the natural question is to look for the smallest possible order $m$. When speak of the order of such class of functions we will always refer to the minimal possible $m$.

Examples of CPD functions

Here we list the most important conditionally positive definite radial functions

- **Generalized multiquadrics.**
  \[ \Phi(x) = (1 + \|x\|^2)^\beta, \quad x \in \mathbb{R}^d, \beta \in \mathbb{R} \setminus \mathbb{N}_0, \]
  which are CPD of order $m = \lceil \beta \rceil$ (and higher).
  Notice that in the definition we have to exclude positive integer values for $\beta$, otherwise we are led to polynomials of even degree.
  Two cases: for $\beta = 1/2$ we obtain the well-known **Hardy multiquadric** that is CPD of order 1; for $\beta = 5/2$ we have a function which is CPD of order 3.

- **Radial powers**
  \[ \Phi(x) = \|x\|^\beta, \quad x \in \mathbb{R}^s, 0 < \beta \notin 2\mathbb{N}, \]
  which are CPD of order $m = \lceil \beta / 2 \rceil$ (and higher).
  For $\beta = 3$ we get a function which is CPD of order 2 and for $\beta = 5$ a function which is CPD of order 3. A property of these functions is that they are shape parameter free. This has the advantage that the user need not worry about finding a good (or the best) value for $\epsilon$.

- **Thin-plate splines**
  \[ \Phi(x) = \|x\|\beta \log \|x\|, \quad x \in \mathbb{R}^s, \beta \in \mathbb{N}, \]

\[ \text{Figure 3.1: Multiquadrics. Left: Hardy multiquadric. Right: with } \beta = 5/2. \]
Figure 3.2: Radial powers. Left: with $\beta = 3$, $\epsilon = 3$. Right: with $\beta = 5$, $\epsilon = 3$.

which are CPD of order $m = \beta + 1$.

The classical TPS is for $\beta = 1$ that is CPD of order 2. For $\beta = 2$ we get a CPD function of order 3. Also TPS are *shape parameter free*.

Figure 3.3: Thin plate splines. Left: for $\beta = 1$, $\epsilon = 1$. Right: for $\beta = 2$, $\epsilon = 1$.

As for the PD case, the definition reduces to real coefficients and polynomials if the basis function is real-valued and even. This is the case when the function $\Phi$ is radial.

**Theorem 10.** A continuous function $\Phi : \mathbb{R}^d \to \mathbb{R}$ is said to be conditionally positive definite of order $m$ in $\mathbb{R}^d$, if

$$
\sum_{i=1}^{N} \sum_{j=1}^{N} c_i c_j \Phi(\mathbf{x}_i - \mathbf{x}_j) > 0
$$

(3.11)
for any $N$ set $X = \{x_1, \ldots, x_N\} \subset \mathbb{R}^d$ of pairwise distinct points, and $c = (c_1, \ldots, c_N)^T \subset \mathbb{R}^N \setminus \{0\}$ such that

$$
\sum_{k=1}^{N} c_k p(x_k) = 0
$$

for any real-valued polynomial $p$ of degree $\leq m - 1$.

The special case $m = 1$ appers already in the linear algebra literature and it is dealt with $\leq$ and is then referred as conditionally negative definite. The constraints are simply

$$
\sum_{i=1}^{N} c_i = 0.
$$

Since the matrix $A$ is CPD of order 1, it is PD in a subspace of dimension $N - 1$ (or in general $N - M$ where $M = \dim(\mathbb{R}_m - 1(\mathbb{R}^d))$. That is only $N - 1$ (or $N - M$) eigenvalues are positive.

For conditionally positive definite functions of order $m = 1$ the following important property holds (which is Example 2 of Lecture 1).

**Theorem 11.** Suppose $\Phi$ is CPD of order 1 and that $\Phi(0) \leq 0$. Then the matrix $A \in \mathbb{R}^{N \times N}$, i.e. $A_{i,j} = \Phi(x_i - x_j)$, has one negative and $N - 1$ positive eigenvalues. In particular it is invertible.

**Proof.** From the Courant-Fischer theorem, we conclude that it has $N - 1$ positive eigenvalues. Now, since $0 \geq N \Phi(0) = \text{tr}(A) = \sum_{i=1}^{N} \lambda_i$, then $A$ must have at least one negative eigenvalue. \(\blacksquare\)

For example, the generalized multiquadrics $\Phi(x) = (-1)^{[\beta]}(1 + \|x\|^2)^\beta$, $0 < \beta < 1$ (which includes the Hardy’s one, $\beta = 1/2$) satisfied the previous Theorem.

Finally we can prove a Theorem similar to Theorem 9.

**Theorem 12.** Let $A$ be real symmetric of order $N$ that is conditionally positive definite (CPD) of order $m$ on $\mathbb{R}^d$ and the points $x_1, \ldots, x_N$ form an $m - 1$-unisolvent set. Then the system

$$
\begin{bmatrix}
A & P \\
PT & O
\end{bmatrix}
\begin{bmatrix}
c \\
d
\end{bmatrix} =
\begin{bmatrix}
y \\
0
\end{bmatrix}
$$

(3.12)

is uniquely solvable.

**Proof.** Assume that the solution $(c, d)^T \in \mathbb{R}^{N+M}$ is a solution of the homogeneous system, i.e. with $y = 0$. We then prove that $c = 0$ and $d = 0$. From the first block, multiplying by $c^T$, we have

$$
c^T A c + c^T P d = 0
$$

an using the second equation $P^T c = c^T P = 0^T$ we get that $c^T A c = 0$. Since $A$ is CPD of order $m$, by assumption we get $c = 0$. The unisolvency of the data sites, i.e. $P$ has
columns linearly independent, and the fact that \( c = 0 \) guarantee \( d = 0 \) from the top block \( Ac + Pd = 0 \).

3.1 Exercises

1. Plot the most important conditionally positive definite functions in the square \([-1, 1]^2\).
   
   (a) generalized multiquadrics
   \[
   \Phi(x) = (1 + \|x\|^2)^\beta, \ x \in \mathbb{R}^2, \ \beta \in \mathbb{R} \setminus \mathbb{N}_0
   \]
   in particular for \( \beta = 1/2 \) we have the Hardy multiquadric which is of (minimum) order 1 and that for \( \beta = 5/2 \) which is of (minimum) order 3.

   (b) radial powers
   \[
   \Phi(x) = \|x\|^\beta, \ x \in \mathbb{R}^2, 0 < \beta \notin 2\mathbb{N}
   \]
   For example take \( \beta = 3 \) (which is CPD of order 2) and \( \beta = 5 \) (CPD of order 3). Verify furthermore that the power functions are shape parameter free.

   (c) thin-plate splines
   \[
   \Phi(x) = \|x\|^{2\beta} \log \|x\|, \ x \in \mathbb{R}^2, \beta \in \mathbb{N}
   \]
   The most important is the one for \( \beta = 1 \) which is CPD of order 2. For \( \beta = 2 \) we get a function which is CPD of order 3. Verify that also these functions are shape parameter free.

2. For a CPD function of order 1 (such as the Hardy multiquadric) check the Theorem \( \Box \)
Lecture 4

Error estimates

In evaluating the error between the interpolant $P_f$ and the data values at some set $\Xi = \{\xi_1, \ldots, \xi_M\} \subset \mathbb{R}^d$ of evaluation points we can compute the root-mean-square error, that is

$$\text{RMSE} := \sqrt{\frac{1}{M} \sum_{j=1}^{M} (P_f(\xi_j) - f(\xi_j))^2} = \frac{1}{\sqrt{M}} \|P_f - f\|_2.$$ (4.1)

The root-mean-square error (RMSE) is a frequently used measure of the differences between values predicted by a model or an estimator and the values actually observed. These individual differences are called residuals when the calculations are performed over the data sample that was used for estimation, and are called prediction errors when computed out-of-sample. The RMSE serves to aggregate the magnitudes of the errors in predictions for various times into a single measure of predictive power. RMSE is a good measure of accuracy, but only to compare forecasting errors of different models for a particular variable and not between variables, as it is scale-dependent. In practice, (4.1) is simply a quantitative error estimator.

Our goal is to provide error estimates for scattered data interpolation with (conditionally) positive definite functions. We start by considering the PD case.

4.1 Fill distance

The measure that is always used in approximation theory is the fill-distance or mesh size

$$h = h_{\Omega} := \sup_{\mathbf{x} \in \Omega} \min_{\mathbf{x} \in X} \|\mathbf{x} - \mathbf{x}_j\|_2,$$ (4.2)

which represents how well the data in $X$ fill out the domain $\Omega$ and corresponds to the radius of the largest empty ball that can be placed among the data sites inside $\Omega$. 49
In Matlab the fill distance can be determined by the line \( h = \max(\min(DM_{eval}')) \), where \( DM_{eval} \) is the matrix consisting of the mutual distances between the evaluation points (for example a uniform grid in \( \Omega \)) and the data set \( X \). In Fig. 4.1 we show 25 Halton points and the corresponding fill distance computed on a grid of 11 × 11 evaluation points of \([0,1]^2\).

What we want to analyze is whether the error \( \| f - P_f^{(h)} \|_{\infty} \rightarrow 0 \) as \( h \rightarrow 0 \), here \( P_f^{(h)} \) indicates the interpolant depending on the fill-distance \( h \). To understand the speed of convergence to zero, one has to understand the so-called approximation order of the interpolation process.

**Definition 11.** We say that the process has approximation order \( k \) if

\[
\| f - P_f^{(h)} \|_p = O(h^k), \quad k \rightarrow 0
\]

here the norm is taken for \( 1 \leq p \leq \infty \).

For completeness, another quantity often used for stability analysis purposes (or finding "good" interpolation points) is the separation distance of the data sites \( X \)

\[
q_X := \frac{1}{2} \min_{i \neq j} \| x_i - x_j \|
\]

which represents the radius of the largest ball that can be placed around every point of \( X \) such there are no overlaps. In Matlab \( q_X = \min(\min(DM_{data} + eye(size(DM_{data}))))/2 \), where \( DM_{data} \) is the matrix of distances among the data sites. We added the identity matrix in order to avoid that this minimum will be 0, which is the separation distance of every points from itself.

Finally, the ratio

\[
\rho_{X,\Omega} := \frac{q_X}{h_{X,\Omega}}
\]

known as uniformity, which can be identified as \( \rho_{X,\Omega} = \lim_{Y \in X_\Omega} \rho_{X,\Omega} \) among all point sets \( Y \in X_\Omega \) with \( X_\Omega \) consisting, in some cases, of the Voronoi vertices used to decompose \( \mathbb{R}^d \) with Voronoi tiles. Therefore if \( \rho_{X,\Omega} \approx 1 \) the data points are nearly equispaced in the Euclidean norm. It has been proved in [24] that, in contrast with polynomial interpolation, radial basis interpolants behaves better when the points are nearly equispaced.
4.2 Lagrange form of the interpolant

This idea goes back to Wu and Schaback \[78\] and consists in expressing the interpolant by means of cardinal functions as in the polynomial case.

Instead of solving the system \( Ac = y \) as we did in the previous lectures, we consider the (new) system

\[
Au^*(x) = b(x)
\]

(4.3)

where \( A \) is the \( N \times N \) positive definite matrix (invertible!) \( A_{i,j} = \Phi(x_i - x_j), \ i,j = 1, \ldots, N, \ u^* = (u^*_1, \ldots, u^*_N)^T \), with the \( u^*_j(x_i) = \delta_{i,j} \) (i.e. cardinal functions), and \( b = (\Phi(\cdot - x_1), \ldots, \Phi(\cdot - x_N))^T \).

Why this is possible? Thanks to the following theorem

**Theorem 13.** If \( \Phi \) is a positive definite kernel on \( \mathbb{R}^d \). Then, for any set of distinct points \( x_1, \ldots, x_N \), there exist functions \( u^*_j \in \text{span}\{\Phi(\cdot - x_j), \ j = 1, \ldots, N\} \) such that \( u^*_j(x_i) = \delta_{i,j} \).

Here we enumerate a few facts in analogy with univariate fundamental Lagrange polynomials.

- The \( u^*_j \) can be determined as a ratio of determinants as for the fundamental Lagrange polynomials. Letting \( V = \det(u^*_j(x_i)) \), and \( V_{i,x} \) the same determinant when \( x_i \) is substituted by a general point \( x \in \Omega \), then \( u^*_j(x) = V_{i,x}/V \).
- The \( u^*_j \) do not depend on the data values (i.e. the \( f_j \)). In fact, once the data sites \( X \) and the kernel \( \Phi \) are chosen, then they can be determined by solving the system (4.3). That is, they do depend on the data sites and the kernel.
- An important aspect, related to stability issues, is the choice of the data points. As proved in [25], the quasi-uniform points are always a good choice for RBF interpolation.

4.3 The power function

Another ingredient for understanding the error estimates is the power function. The starting point to define this function is the following quadratic form

\[
Q(u) = \Phi(0) - 2u^T b + u^T Au
\]

(4.4)

where the vector \( b \in \mathbb{R}^N \) is defined as in the previous section and \( u \) is any \( N \) dimensional vector.
Definition 12. On $\mathbb{R}^d$ let us consider a subset $\Omega$ and a continuous kernel $\Phi$ which we assume PD. For any set $X = \{x_1, \ldots, x_N\} \subset \Omega$ the power function is defined as follows

$$P_{\Phi, X}(x) = \sqrt{Q(u^*(x))},$$

(4.5)

where $u^*$ is the vector of the cardinal functions in Theorem 13.

Using formula (4.4), combined with the system that defines the cardinal functions (4.3), we get two alternatives ways to compute the power function

$$P_{\Phi, X}(x) = \sqrt{\Phi(0) - (u^*(x))^T b(x)} = \sqrt{\Phi(0) - (u^*(x))^T A u^*(x)}, \text{ (first)} \quad (4.6)$$

$$P_{\Phi, X}(x) = \sqrt{\Phi(0) - (b(x))^T A^{-1} b(x)}, \text{ (second)} \quad (4.7)$$

Notice that when $\Phi$ is a PD kernel then $A$ is, therefore we get immediately the following bounds:

$$0 \leq P_{\Phi, X}(x) \leq \sqrt{\Phi(0)}.$$

Figure 4.2: Power function for the Gaussian kernel with $\epsilon = 6$ on a grid of 81 uniform, Chebyshev and Halton points, respectively.

An interesting characterization of the power function is given in the next Theorem.
Theorem 14. Let $\Omega \subset \mathbb{R}^d$ and $\Phi$ a PD kernel on $\mathbb{R}^d$. Let $X$ as usual a set of $N$ pairwise distinct points in $\Omega$. The minimum of the quadratic form $Q(u)$ is when $u = u^*(x)$, that is

$$Q(u^*(x)) \leq Q(u), \text{ for all } u \in \mathbb{R}^N.$$ 

Proof. Consider the formula (4.4), the minimum of this quadratic form is given by the solution of the linear system $Au = b(x)$ which, however yields the cardinal functions $u = u^*(x)$. 

The power function, by definition, is a positive function, vanishing at the data sites, decreasing to zero as the number of data points increases. Therefore, if we take two data sets such that $Y \subset X$ then $P_{Y,\Omega} \geq P_{X,\Omega}$. This is referred as the maximality property of the power function.

As a final remark, the power function is defined similarly for conditionally positive definite functions.

4.4 Native space

The error bounds come rather naturally once we associate with each radial basic function a certain space of functions called native space. This space in connected to the so called Reproducing Kernel Hilbert Space (RKHS). The theory of RKHS is beyond our aims, but for understanding a little better the error estimates that we will present, it is necessary to introduce some very basic notions of RKHS.

Definition 13. A space of functions is called an Hilbert space if it is a real or complex inner product space that is also a complete metric space w.r.t. the distance induced by the inner product.

Here the inner product between two functions $f$ and $g$ is thought as $(f, g) = \int_a^b f(x)g(x)\,dx$, in the real case or $(f, g) = \int_a^b f(x)\overline{g(x)}\,dx$, in the complex case, which has many of the familiar properties of the Euclidean (discrete) dot product.

Examples of Hilbert spaces are: any finite dimensional inner product space (for example $\mathbb{R}^n, \mathbb{C}^n$ equipped with the dot product of two vectors); the Lebesgue spaces $L^p$, Sobolev spaces. The space $C([a,b])$ is an incomplete product space dense in $L^2([a,b])$ which is complete.

Definition 14. Let $H$ be a real Hilbert space of functions $f : \Omega \to \mathbb{R}$ with inner product $(\cdot, \cdot)_H$. A function $K : \Omega \times \Omega \to \mathbb{R}$ is called a RKHS for $H$ if

(i) $K(\cdot, x) \in H$ for all $x \in \Omega$
(ii) \( f(x) = (f, K(\cdot, x))_H \) for all \( f \in H \) and all \( x \in \Omega \).

The second is the \textit{reproducing property}. In particular, if \( f = K \) then we get the kernel \( K \) since \( K(x, y) = (K(\cdot, y), K(\cdot, x))_H \) for all \( x, y \in \Omega \).

\textbf{Notice:} the RKHS is known to be unique and that the kernel \( K \) is positive definite.

We now show that \textit{“every positive definite radial basis function can be associated with a RKHS: its native space.”}

From Definition \[14\] a space \( H \) should contains functions of the form

\[ f(\cdot) = \sum_{i=1}^{N} c_i K(\cdot, x_i) \]

provided \( x_j \in \Omega \). Moreover

\[
\|f\|_H^2 = (f, f)_H = \left( \sum_{i=1}^{N} c_i K(\cdot, x_i), \sum_{j=1}^{N} c_j K(\cdot, x_j) \right)_H \\
= \sum_{i,j=1}^{N} c_i c_j (K(\cdot, x_i), K(\cdot, x_j))_H \\
= \sum_{i,j=1}^{N} c_i c_j K(x_i, x_j).
\]

Hence we define this (infinite dimensional) space

\[ H_K(\Omega) := \text{span}\{K(\cdot, y) : y \in \Omega\} \quad (4.8) \]

with associated a \textit{bilinear form}

\[
\left( \sum_{i=1}^{N_k} c_i K(\cdot, x_i), \sum_{j=1}^{N_k} d_j K(\cdot, y_j) \right)_K = \sum_{i,j=1}^{N_k} c_i d_j K(x_i, y_j)
\]

where \( N_k = \infty \) is also possible.

The last observation is that, this bilinear form defines an inner product on \( H_K(\Omega) \), so that \( H_k(\Omega) \) is a \textit{pre-Hilbert space}, that means that it is not complete.

The \textit{native space} for the kernel \( K \), indicated as \( N_K(\Omega) \) (or if not confusion arises, simply \( \mathcal{N} \)), is the completion of \( H_K(\Omega) \) w.r.t. the \( K \)-norm \( \| \cdot \|_K \), so that \( \|f\|_K = \|f\|_\mathcal{N} \) for all \( f \in H_K(\Omega) \). For details, please refer to the book by Wendland \[74\].
Remark. In dealing with positive definite (translation invariant) functions $\Phi$, we will write

$$\Phi(x - y) = K(x, y),$$

so that $K$ is taken in $\Omega \times \Omega$ instead of simply $\Omega$.

### 4.5 Generic error estimates

We quote here two results that gives a flavour of the topic. The first theorem gives a pointwise estimate based on the power function, whose proof can be found in [32, p. 117-118] while the second uses the fill-distance (the proof is again in [32, p. 121-122]).

**Theorem 15.** Let $\Omega \subset \mathbb{R}^d$ and $\Phi \in C(\Omega \times \Omega)$ be PD on $\mathbb{R}^d$. Let $X = \{x_1, \ldots, x_n\}$ be a set of distinct points. Take a function $f \in \mathcal{N}_\Phi(\Omega)$ and denote with $P_f$ its interpolant on $X$. Then, for every $x \in \Omega$

$$|f(x) - P_f(x)| \leq P_{\Phi, X}(x) \|f\|_{\mathcal{N}_\Phi(\Omega)}. \quad (4.9)$$

where the norm of $f$ is the native space norm.

We can express such error by means of the fill distance.

**Theorem 16.** Let $\Omega \subset \mathbb{R}^d$ and $\Phi \in C^2(\Omega \times \Omega)$ be symmetric and positive definite. Let $X = \{x_1, \ldots, x_n\}$ be a set of distinct points. Take a function $f \in \mathcal{N}_\Phi(\Omega)$ and its interpolant $P_f$ on $X$. Then, there exist positive constants $h_0$ and $C$ (independent of $x$, $f$ and $\Phi$), with $h_{X, \Omega} \leq h_0$, such that

$$|f(x) - P_f(x)| \leq C h_{X, \Omega} \sqrt{C_\Phi(x)} \|f\|_{\mathcal{N}_\Phi(\Omega)}. \quad (4.10)$$

Comparing (4.9) and (4.10) we get a bound of the power function in terms of the fill-distance

$$P_{\Phi, X}(x) \leq C h_{X, \Omega}^k \sqrt{C_\Phi(x)}. \quad (4.11)$$

Moreover the Theorem 16 says that interpolation with a $C^2$ kernel $\Phi$ has approximation order $k$. This means that for kernels infinitely smooth, such as Gaussians, Laguerre-Gaussians, Poisson and generalized inverse multiquadrics, the bound above is arbitrarily high. On the contrary, Matern, Whittaker radial functions have approximation order limited by the smoothness of the basic function $\phi$.

One more observation is that the above estimates consider $f \in \mathcal{N}_\Phi(\Omega)$. There exist similar estimates for $f \notin \mathcal{N}_\Phi(\Omega)$ (see e.g. [32 §15.3]).
4.6 Strategies in reducing the interpolation error

This last section aims to give some insights to the problem of the choice of shape parameter $\epsilon$ in order to get the smallest (possible) interpolation error. In the recent literature there have been exploited various strategies. Here, we present only three of them, which turn out to be indeed the most used by practitioners.

In all that follows, we assume to use the same kernel $\Phi$, we use only one value $\epsilon$ to scale all basis functions uniformly. The number of data points could be changed by comparison of results.

4.6.1 Trial and Error

It is the simplest approach. It consists in performing various interpolation experiments with different values of the shape parameter. The “best” parameter, say $\epsilon^*$ will be the one that minimize the interpolation error. In Figure 4.3 we plot the interpolation max-error varying $\epsilon$ for different data points, using the Gaussian kernel in the univariate case. The minimum of every curve gives the "optimal" value.

Figure 4.3: Trial and error strategy for the interpolation of the 1-dimensional sinc function by the Gaussian for $\epsilon \in [0,20]$, taking 100 values of $\epsilon$ and for different equispaced data points.
4.6.2 Power function

This is simply connected to the error analysis presented in the previous section (cf. formula \(4.9\)). Once we have decided which \(\Phi\) and data set \(X\) to use, we calculate the power function on scaled version of the kernel in order to optimize the error component that is independent of \(f\). This approach is similar to the Trial and Error strategy and has the limit to forget the second part of the error, i.e. the one that depends on the basis function via the native space norm of \(f\). In Figure \(4.5\) we plot the sup-norm of the power function for 500 values of \(\epsilon \in [0, 20]\) for the Gaussian kernel and the set of uniform data points \(X\) with \(N = 9, 25, 81, 289\). This strategy is implemented in the M-file Powerfunction2D.m in the Matlab codes provided in [32].

![Figure 4.4: The sup-norm of the 2D power function on uniform points for the Gaussian kernel, varying \(\epsilon \in [0, 20]\) for different values of \(N\)](image)

4.6.3 Cross validation

This method is popular in the statistics literature, known in the case the 2-norm is used as \(PRESS\) (Predictive REsidual Sum of Squares). The “optimal” value \(\epsilon^*\) is obtained minimizing the (least-squares) error for a fit of the data values based on an interpolant for which one of the centers is left out. In details, we start by constructing \(P_{f,k}\), the radial basis
function interpolant to the data \(\{f_1, \ldots, f_{k-1}, f_{k+1}, \ldots, f_N\}\), that is

\[
P_{f,k}(x) = \sum_{i=1, i \neq k}^{N} c_{i,k} \Phi(x - x_i)
\]

such that

\[
P_{f,k}(x_i) = f_i, \quad i = 1, \ldots, k - 1, k + 1, \ldots, N.
\]

Then we compute the error at the point \(x_k\), the one not used by \(P_{f,k}\)

\[
E_k = f_k - P_{f,k}(x_k).
\]

Then the ”quality” of the fit is determined by the (sup) norm of the vector \(E = [E_1, \ldots, E_N]^T\).

In the experiments, people add a loop on \(\epsilon\) in order to compare the error norms for different values of the shape parameter, choosing for \(\epsilon^*\) the one that yields the minimum error norm. This method in general is quite expensive from the computation point of view (it has a complexity of \(O(N^4)\) flops). There is a way to ”accelerate” the method, by computing \(E_k\) as

\[
E_k = \frac{c_k}{A_{k,k}^{-1}}
\]

where \(c_k\) is the \(k\)-th coefficient in the interpolant \(P_f\) based on all the data points and \(A_{k,k}^{-1}\) is the \(k\)-th diagonal element of the inverse of the corresponding collocation matrix. Since both \(c_k\) and \(A^{-1}\) will be computed once for each value of \(\epsilon\), this results in \(O(N^3)\) flops.

This strategy is implemented in the M-file \texttt{LOOCV.m} in the Matlab codes provided in [32].

![LOOCV 1d: error sup-norm for modified Franke, varying \(\epsilon\) on different Chebyshev pts](image)

Figure 4.5: LOOCV 1d: sup norm of the error on Chebyshev points for the Gaussian kernel, varying \(\epsilon \in [0, 20]\) for different values of \(N\)
4.7 Exercises

1. Find the optimal shape parameter, $\epsilon_{opt}$, by means of the trial & error strategy for the following univariate functions:

(a) $f_1(x) = \text{sinc}(x) = \frac{\sin \pi x}{\pi x}$.

(b) variant of the Franke function

$$f_2(x) = \frac{3}{4} \left( e^{-(9x-2)^2/4} + e^{-(9x+1)^2/49} \right) + \frac{1}{2} e^{-(9x-7)^2/4} - \frac{1}{10} e^{-(9x-4)^2},$$

For each of the $f_i$, $i = 1, 2$ produce a table of the form

<table>
<thead>
<tr>
<th>$N$</th>
<th>$|P_{f_i} - f_i|_\infty$</th>
<th>$\epsilon_{opt}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

where, for each $N$, $\epsilon_{opt}$ corresponds to the minimum of the error curve in the sup-norm, computed by varying the shape parameter $\epsilon \in [0, 20]$. As radial basis function for the $P_{f_i}$ take the Gaussian.

2. Plot the power function in 2-dimension for the Gaussian kernel with $\epsilon = 6$ on a grid of $N = 9^2 = 81$ equispaced, Chebyshev and Halton points in $[-1, 1]^2$. We’ll see that the power function will depend on the chosen points.

Verify that $P_{X,\Omega}(x_i) = 0$ for all $x_i \in X$. Show how varies the maximum value of the power function as $N$ increases.

Use the M-file Powerfunction2D.m.

3. Plot $\|P_{\Phi,X}\|_\infty$ for the Gaussian kernel in 2-dimensions, by using for the power function the formula

$$P_{\Phi,X}(x) = \sqrt{\Phi(0) - (b(x))^T A^{-1} b(x)}$$

with $A$ representing the interpolation matrix and $b(x) = [\Phi(x - x_1), \ldots, \Phi(x - x_N)]^T$, by varying $\epsilon \in [0, 20]$, and $N = 9, 25, 81, 289$. Take equispaced points both as centers and evaluation points of the power function.

Make a table similar to the one of the previous exercise adding one column for the condition number of $A$ corresponding to the “optimal” shape parameter. Use the function Powerfunction2D.m for computing the 2-dimensional power function.
Lecture 5

The Partition of Unity method

Local techniques, such as the PU scheme, have been used for interpolation since around 1960 \cite{51, 69}. Later, they have been coupled with RBFs \cite{32, 75}. Moreover, the PU method for solving Partial Differential Equations (PDEs), first introduced in the mid 1990s in \cite{7, 56}, is nowadays a popular technique \cite{64, 68}.

5.1 The local method

The basic idea of the PU method is to start with a partition of the open and bounded domain \( \Omega \) into \( M \) subdomains or patches \( \Omega_j \), such that \( \Omega \subseteq \bigcup_{j=1}^{M} \Omega_j \), with some mild overlap among them. In other words, the subdomains must form a covering of the domain and moreover, the overlap must be sufficient so that each interior point \( x \in \Omega \) is located in the interior of at least one patch \( \Omega_j \). The overlap condition is illustrated in Figure 5.1. Specifically, a 2D view of a PU structure, covering a set of scattered data in the unit square and satisfying the above mentioned properties, is shown in the left frame. In this particular example we consider circular patches, but other shapes can be considered. In the right frame we plot a PU structure which does not satisfy the overlap condition.

Furthermore, according to \cite{75}, some additional assumptions on the regularity of the covering \( \{ \Omega_j \}_{j=1}^{M} \) are required.

**Definition 15.** \( \Omega \subseteq \mathbb{R}^d \) satisfies an interior cone condition if there exist an angle \( \theta \in (0, \pi/2) \) and a radius \( \gamma > 0 \) such that, for all \( x \in \Omega \), a unit vector \( \xi(x) \) exists such that the cone

\[
C = \{ x + \lambda y : y \in \mathbb{R}^d, ||y||_2 = 1, y^T \xi(x) \geq \cos(\theta), \lambda \in [0, \gamma] \},
\]

is contained in \( \Omega \).

**Definition 16.** Suppose that \( \Omega \subseteq \mathbb{R}^d \) is bounded and \( \mathcal{X} = \{ x_i, i = 1, \ldots, N \} \subseteq \Omega \) is given. An open and bounded covering \( \{ \Omega_j \}_{j=1}^{M} \) is called regular for \( (\Omega, \mathcal{X}) \) if the following properties are satisfied:
Figure 5.1: An illustrative example of PU subdomains covering the domain $\Omega = [0, 1]^2$ and satisfying the overlap condition (left). In the right frame the covering does not satisfy the overlap condition; a critical point where no overlap occurs is marked with a green triangle. The blue dots represent a set of scattered data and the orange circles identify the PU subdomains.

i. for each $x \in \Omega$, the number of subdomains $\Omega_j$, with $x \in \Omega_j$, is bounded by a global constant $C$,

ii. each subdomain $\Omega_j$ satisfies an interior cone condition,

iii. the local fill distances $h_{\mathcal{X}_N_j}$ are uniformly bounded by the global fill distance $h_{\mathcal{X}}$, where $\mathcal{X}_N_j = \mathcal{X} \cap \Omega_j$.

Associated to these subdomains, a partition of unity, i.e. a family of compactly supported, non-negative, continuous functions $W_j$, with $\text{supp}(W_j) \subseteq \Omega_j$ and such that

$$\sum_{j=1}^{M} W_j(x) = 1, \quad x \in \Omega,$$

is considered. In addition, according to [75], we suppose that $\{W_j\}_{j=1}^{M}$ is a $k$-stable partition of unity, i.e. for every $\beta \in \mathbb{N}^d$, with $|\beta| \leq k$, there exists a constant $C_\beta > 0$ such that

$$\left\| D^\beta W_j \right\|_{L^\infty(\Omega_j)} \leq \frac{C_\beta}{\left( \sup_{x, y \in \Omega_j} \|x - y\|_2 \right)^{|\beta|}}, \quad j = 1, \ldots, M.$$

Among several weight functions, a possible choice is given by the Shepard’s weights [69],
i.e.

\[ W_j(x) = \frac{\bar{W}_j(x)}{\sum_{k=1}^{M} W_k(x)}, \quad j = 1, \ldots, M, \]

where \( \bar{W}_j \) are compactly supported functions, with support on \( \Omega_j \). Moreover, such family \( \{ W_j \}_{j=1}^{M} \) forms a partition of unity.

Once we choose the partition of unity \( \{ W_j \}_{j=1}^{M} \), the global interpolant is formed by the weighted sum of \( M \) local approximants \( P_{f_j} \), i.e.

\[ I(x) = \sum_{j=1}^{M} P_{f_j}(x) W_j(x), \quad x \in \Omega. \quad (5.1) \]

**Remark.** Note that the assumptions in Definition 16 lead to the requirement that the number of subdomains is proportional to the number of data. Furthermore, the first property ensures that the sum in (5.1) is actually a sum over at most \( C \) summands. The fact that \( C \) is independent of \( N \), unlike \( M \), is essential to avoid loss of convergence orders. Moreover, for an efficient evaluation of the global interpolant it is crucial that only a constant number of local approximants has to be evaluated. It means that it should be possible to locate those \( C \) indices in constant time.

In particular here \( P_{f_j} \) denotes a RBF interpolant defined on a subdomain \( \Omega_j \). For instance, supposing to have a strictly positive definite function, the \( j \)-th local interpolant assumes the form

\[ P_{f_j}(x) = \sum_{k=1}^{N_j} c_k \phi(||x - x_k^j||_2), \quad (5.2) \]

where \( N_j \) indicates the number of points on \( \Omega_j \) and \( x_k^j \in \mathcal{X}_N_j \), with \( k = 1, \ldots, N_j \). The coefficients \( \{ c_k \}_{k=1}^{N_j} \) in (5.2) are determined by enforcing the \( N_j \) local interpolation conditions

\[ P_{f_j}(x_k^j) = f_k^j, \quad i = 1, \ldots, N_j. \]

Thus, in case of strictly positive definite functions, the problem of finding the PU interpolant (5.1) reduces to solving \( M \) linear systems of the form

\[ A_j c_j = f_j, \]

where \( c_j = (c_1^j, \ldots, c_{N_j}^j)^T \), \( f_j = (f_1^j, \ldots, f_{N_j}^j)^T \) and \( A_j \in \mathbb{R}^{N_j \times N_j} \) is

\[ A_j = \begin{pmatrix} 
\phi(||x_1^j - x_N_j^j||_2) & \cdots & \phi(||x_1^j - x_{N_j}^j||_2) \\
\vdots & \ddots & \vdots \\
\phi(||x_{N_j}^j - x_1^j||_2) & \cdots & \phi(||x_{N_j}^j - x_{N_j}^j||_2) 
\end{pmatrix}. \]
Moreover, since the functions \( W_j, j = 1, \ldots, M \), form a partition of unity, if the local fits \( P_{f_j}, j = 1, \ldots, M \), satisfy the interpolation conditions then the global PU approximant inherits the interpolation property \([32, 75]\).

5.1.1 Error bounds for radial basis function partition of unity interpolants

In order to formulate error bounds, we need to define the space \( C^k_\nu(\mathbb{R}^d) \) of all functions \( f \in C^k \) whose derivatives of order \( |\beta| = k \) satisfy \( D^\beta f(x) = O(||x||_2^\nu) \) for \( ||x||_2 \rightarrow 0 \). We are now able to give the following convergence result \([75]\).

**Theorem 17.** Let \( \Omega \subseteq \mathbb{R}^d \) be open and bounded and suppose that \( \mathcal{X} = \{x_i, i = 1, \ldots, N\} \subseteq \Omega \). Let \( \phi \in C^\infty(\mathbb{R}^d) \) be a strictly conditionally positive definite function. Let \( \{\Omega_j\}_{j=1}^M \) be a regular covering for \((\Omega, \mathcal{X})\) and let \( \{W_j\}_{j=1}^M \) be k-stable for \( \{\Omega_j\}_{j=1}^M \). Then the error between \( f \in N_\phi(\Omega) \), where \( N_\phi \) is the native space of \( \phi \), and its PU interpolant (5.1), with \( P_{f_j} \in \text{span}\{\phi(\cdot, x), x \in \mathcal{X} \cap \Omega_j\} \), can be bounded by

\[
|D^\beta f(x) - D^\beta I(x)| \leq C' h^{(k+\nu)/2-|\beta|} \||f||_{N_\phi(\Omega)},
\]

for all \( x \in \Omega \) and all \( |\beta| \leq k/2 \).

**Remark.** If we compare the result reported in Theorem 17 with the global error estimates shown in the previous sections \([74]\), we can see that the PU interpolant preserves the local approximation order for the global fit. Hence, we can efficiently compute large RBF interpolants by solving small interpolation problems and then combine them together with the global partition of unity \( \{W_j\}_{j=1}^M \).

5.1.2 Partitioning data structures

In the PU setting, an important issue is the one of organizing points among the subdomains. In literature, techniques as \( kd \)-trees, which allow to partition data in a \( k \)-dimensional space, and related searching procedures have already been designed \([2, 20]\). Even if such techniques work with high dimensions, they are not specifically implemented for the PU method.

Here, we present a versatile scheme for multivariate interpolation which makes use of the so-called Integer-based Partitioning Structure (I-PS) and a related searching procedure \([15]\). It strictly depends on the size of the PU subdomains and allows to deal with a truly large number of data with a relatively low computational complexity. Such procedure follows from the results shown in \([1, 12, 13, 14]\), where efficient searching procedures based on the partition of the underlying domains in strips or crossed strips are considered.

More precisely, the I-PS for bivariate and trivariate interpolation consists in covering, at first, the domain with several non-overlapping small squares or cubes, named blocks. Then, the usually large scattered data set is distributed among the different blocks rounding off to an integer value. We point out that the MATLAB software is made available to the scientific community in a downloadable free package.
In what follows, we fix for simplicity $\Omega = [0, 1]^d$. Assuming to have a nearly uniform node distribution, $M$ is a suitable number of PU subdomains on $\Omega$ if \[ N \approx 2^d. \]

Here we take

\[ M = \left\lceil \frac{N^{1/d}}{2} \right\rceil^d. \]

Also the PU radius $\delta$ must be carefully chosen. In fact, the patches must be a covering of the domain $\Omega$ and must satisfy the overlap condition. For instance, the required property can be fulfilled taking the radius

\[ \delta = \frac{r}{M^{1/d}}, \]

with $r \in \mathbb{R}$, $r \geq 1$.

The partitioning procedure presented in what follows is a partitioning data scheme based on storing points into different blocks, which are obtained from the subdivision of the data set into several squares or cubes.

The number $q$ of blocks along one side of $\Omega$ is strictly linked to the PU radius $\delta$ and is given by

\[ q = \left\lceil \frac{1}{\delta} \right\rceil. \] (5.3)

From (5.3) we can deduce that the I-PS depends on the construction of the PU subdomains. In such framework we will be able to get an efficient procedure to find the nearest points.

Thus, after defining the width of the blocks as in (5.3), we number blocks from 1 to $q^M$. In a 2D context they are numbered from bottom to top, left to right, see Figure 5.2. For trivariate data sets, starting from the order shown in Figure 5.2, we continue numbering blocks along the quote as well.

Furthermore, we need to perform several procedures enabling us to answer the following queries, respectively known as containing query and range search:

i. given a PU centre $\bar{x}_j \in \Omega$, return the $k$-th block containing $\bar{x}_j$,

ii. given a set of data points $X$ and a subdomain $\Omega_j$, find all points located in that patch.

Given a PU centre $\bar{x}_j$, if $k_m$ is the index of the strip parallel to the subspace of dimension $d - 1$ generated by $x_p$, $p = 1, \ldots, d$, and $p \neq m$, containing the $m$-th coordinate of $\bar{x}_j$, then
the index of the $k$-th block containing the PU centre is

$$k = \sum_{m=1}^{d-1} (k_m - 1) q^{d-m} + k_d. \quad (5.4)$$

As example in a 2D framework, the PU centre plotted in Figure 5.2 belongs to the $k$-th block, with $k = 4q + 3$; in fact here $k_1 = 5$ and $k_2 = 3$.

To find the indices $k_m, m = 1, \ldots, d$, in (5.4), we use an integer-based procedure consisting in rounding off to an integer value. Specifically, for each PU centre $\bar{x}_j = (\bar{x}_{j1}, \ldots, \bar{x}_{jd})$, we have that

$$k_m = \left\lceil \frac{\bar{x}_{jm}}{\delta} \right\rceil.$$

Exactly the same procedure is adopted in order to store both the scattered data and the evaluation points into the different blocks.

Specifically, supposing that the $j$-th PU centre belongs to the $k$-th block, the integer-based searching procedure searches for all data lying in the $j$-th subdomain among those lying on the $k$-th neighborhood, i.e. in the $k$-th block and in its $3^d - 1$ neighboring blocks, see Figure 5.2. In particular, the partitioning structure based on blocks enables us to examine in the searching process at most $3^d - 1$ blocks. In fact, when a block lies on the boundary of the bounding box, we reduce the number of neighboring blocks to be considered.

![Figure 5.2: An example of a 2D partitioning structure: the $k$-th block (red solid line), a subdomain centre belonging to the $k$-th block (magenta circle) and the neighborhood set (green dashed line).](image)
5.1.3 Complexity analysis

The I-PS, after organizing the scattered data into the different blocks, given a subdomain $\Omega_j$ searches for all the points lying on $\Omega_j$ in a reduced number of blocks. Specifically, in order to store the scattered data among the different blocks, it makes use of an integer-based procedure that assigns to each node $x_i$, $i = 1, \ldots, N$, the corresponding block. This step requires $O(N)$ time. Then, we apply the optimized searching routine. Supposing to have quasi-uniform data, it runs in a constant time.

In Table 5.1, we sum up the total computational cost of the integer-based partitioning and searching procedures, compared with kd-trees.

<table>
<thead>
<tr>
<th></th>
<th>integer-based</th>
<th>kd-tree</th>
<th>integer-based</th>
<th>kd-tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>structure</td>
<td>$O(N)$</td>
<td>$O(dN \log N)$</td>
<td>$O(1)$</td>
<td>$O(\log N)$</td>
</tr>
<tr>
<td>search</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: Computational costs concerning integer-based and the kd-tree routines.

Since from Definition 16, the number of centres in each PU subdomain is bounded by a constant, we need $O(1)$ space and time for each patch to solve the local RBF interpolation problems. In fact, to get the local interpolants, we have to solve $M$ linear systems of size $N_j \times N_j$, with $N_j \ll N$, thus requiring a running time $O(N_j^3)$, $j = 1, \ldots, M$, for each patch. Besides reporting the points in each patch in $O(1)$, as the number $M$ of PU subdomains is bounded by $O(N)$, this leads to $O(N)$ space and time for solving all of them. Finally, we have to add up a constant number of local RBF interpolants to get the value of the global fit (5.1). This can be computed in $O(1)$ time.

5.2 Modeling 3D objects via partition of unity interpolation

A common problem in computer aided design and computer graphics is the reconstruction of surfaces defined in terms of point cloud data, i.e. a set of unorganized points in 3D. Such applications arise in computer graphics, modeling complicated 3D objects or in medical imaging (see e.g. [16, 19, 60, 79]).

5.2.1 The implicit approach

An approach to obtain a surface that fits the given 3D point cloud data is based on the use of implicit surfaces defined in terms of some meshfree approximation methods, such as RBF interpolant [32]. Further details can also be found in [8, 10, 61, 73, 77].
Given a point cloud data set \( \mathcal{X} = \{ x_i \in \mathbb{R}^3, i = 1, \ldots, N \} \), belonging to an unknown two dimensional manifold \( \mathcal{M} \), namely a surface in \( \mathbb{R}^3 \), we seek another surface \( \mathcal{M}^\ast \) that approximates \( \mathcal{M} \).

For the implicit approach, we think of \( \mathcal{M} \) as the surface of all points \( x \in \mathbb{R}^3 \) satisfying the implicit equation
\[
f(x) = 0,
\]
for some function \( f \). So it implicitly defines the surface \( \mathcal{M}^\ast \). This means that the equation (5.5) is the zero iso-surface of the trivariate function \( f \), and therefore this iso-surface coincides with \( \mathcal{M} \). The surface \( \mathcal{M} \) can be constructed via PU interpolation. Unfortunately, the solution of this problem, by imposing the interpolation conditions (5.5), leads to the trivial solution, given by the identically zero function [19].

The key to finding the interpolant of the trivariate function \( f \), from the given data points is to use additional significant interpolation conditions, i.e. to add an extra set of off-surface points. Once we define the augmented data set, we can then compute a three dimensional interpolant \( I \), via the PU method, to the total set of points [32, 75].

Thus, the reconstruction of the surface leads to a method consisting of three steps:

i. generate the extra off-surface points,

ii. find the interpolant of the augmented data set,

iii. render the iso-surface of the fit.

Let us suppose that, for each point \( x_i \), the oriented normal \( n_i \in \mathbb{R}^3 \) is given. We construct the extra off-surface points by taking a small step away along the surface normals, i.e. we obtain for each data point \( x_i \) two additional off-surface points. One point lies outside the manifold \( \mathcal{M} \) and is given by
\[
x_{N+i} = x_i + \Delta n_i,
\]
whereas the other point lies inside \( \mathcal{M} \) and is given by
\[
x_{2N+i} = x_i - \Delta n_i,
\]
\( \Delta \) being the stepsize. The union of the sets \( \mathcal{X}^+_{\Delta} = \{ x_{N+1}, \ldots, x_{2N} \} \), \( \mathcal{X}^-_{\Delta} = \{ x_{2N+1}, \ldots, x_{3N} \} \) and \( \mathcal{X} \), namely \( \mathcal{X}_{3N} \), gives the overall set of points on which the interpolation conditions are assigned. Note that if we have zero normals in the given normal data set, we must exclude such points. Finally, we construct the augmented set of function values \( \mathcal{F}_{3N} \). It is defined as the union of the following sets:
\[
\mathcal{F}_a = \{ f_i : f(x_i) = a, i = 1, \ldots, n \},
\]
\[
\mathcal{F}^+_{\Delta} = \{ f_i : f(x_i) = b, i = n + 1, \ldots, 2n \},
\]
\[
\mathcal{F}^-_{\Delta} = \{ f_i : f(x_i) = c, i = 2n + 1, \ldots, 3n \}.
\]
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Now, after creating the data set, we compute the interpolant $I$ whose zero contour ($\text{iso-surface } I = 0$) interpolates the given point cloud data.

The values +1 or −1 are arbitrary. Their precise value is not as critical as the choice of $\Delta$. In fact the stepsize can be rather critical for a good surface fit \cite{32}. Finally, we just render the resulting approximating surface $M^*$ as the zero contour of the 3D interpolant \cite{32}. If the normals are not explicitly given, we now illustrate some techniques to estimate them.

### 5.2.2 Normals estimation

To implement the implicit PU method, for each point $x_i$, we need to find the oriented normal $n_i$. To this aim, we follow the technique presented in \cite{43, 44}. Of course, we have to assume that the surface is indeed orientable.

Given data of the form $X = \{x_i \in \mathbb{R}^3, i = 1, \ldots, N\}$, we fix a number $K < N$, and we find, for every point $x_i$, the $K$ nearest neighbors. The set of the neighbors of $x_i$ is denoted by $\mathcal{K}(x_i)$. The first step is to compute an oriented tangent plane for each data point \cite{44}. The elements that describe the tangent plane $T_p(x_i)$ are a point $o_i$, called the centre, and a unit normal vector $n_i$. The latter is computed so that the plane is the least squares best fitting plane to $\mathcal{K}(x_i)$. So, the centre $o_i$ is taken to be the centroid of $\mathcal{K}(x_i)$ and the normal $n_i$ is determined using Principal Component Analysis (PCA), see e.g. \cite{4, 45, 47}.

More precisely, we compute the centre of gravity of $\{x_k, k \in \mathcal{K}(x_i)\}$, i.e.

$$o_i = \frac{1}{K} \sum_{k \in \mathcal{K}(x_i)} x_k,$$

and the associated covariance matrix

$$\text{Cov}(x_i) = \sum_{k \in \mathcal{K}(x_i)} (x_k - o_i)(x_k - o_i)^T,$$

which is a symmetric $3 \times 3$ positive semi-definite matrix. The eigenvalues $\lambda_{1i} \geq \lambda_{2i} \geq \lambda_{3i}$ and the corresponding unit eigenvectors $v_{i1}, v_{i2}, v_{i3}$ of this positive semi-definite matrix represent the plane and the normal to this plane. Specifically, let us suppose that two eigenvalues $\lambda_{1i}$ and $\lambda_{2i}$ are close together and the third one is significantly smaller, so the eigenvectors for the first two eigenvalues $v_{i1}$ and $v_{i2}$ determine the plane, while the eigenvector $v_{i3}$ determines the normal to this plane.

The second step is to orient the normal consistently, in fact $n_i$ is chosen to be either $v_{i3}$ or $-v_{i3}$. Note that if two data points $x_i$ and $x_k$ are close, their associated normals $n_i$ and $n_k$ are nearly parallel, i.e. $n_i n_k^T \approx \pm 1$. Consequently, if $n_i n_k^T \approx -1$ either $n_i$ or $n_k$ should be flipped. The difficulty in finding a consistent global orientation is that this condition should hold between all pairs of sufficiently close data points.
A common practice is to model this problem as graph optimization [44]. At first, we build the Riemann graph \( G = \{V, E\} \), with each node in \( V \) corresponding to one of the 3D data points. We remark that the Riemann graph is defined as the undirected graph among which there exists an edge \( e_{ik} \) in \( E \) if \( v_k \) is one of the \( K \) nearest neighbors of \( v_i \) and vice versa. In our case, the graph \( G \) has a vertex for every normal \( n_i \) and an edge \( e_{ik} \) between the vertices of \( n_i \) and \( n_k \) if and only if \( i \in K(x_k) \) or \( k \in K(x_i) \). For example, to build a weighted graph, we could choose the weights \( w(e_{ik}) = n_i n_k^T \). So the cost of the edge connecting the vertices \( n_i \) and \( n_k \) represents the deviation of the normals. Hence, the normals are consistently oriented if we find directions \( b_i = \{-1, 1\} \), so that \( \sum e_{ik} b_i b_k w(e_{ik}) \) is maximized. Unfortunately, this problem is NP-hard, i.e. no method can guarantee of finding its exact solution in a reasonable time, as shown in [43].

We propose the approximate solution described in [43]. The idea is simply to start with an arbitrary normal orientation and then to propagate it to neighboring normals. Intuitively, we would like to choose an order of propagation that favors propagation from \( T_p(x_i) \) to \( T_p(x_k) \) if the unoriented planes are nearly parallel. To assign orientation to an initial plane, the unit normal of the tangent plane whose centre has the third largest coordinate is made to point toward the positive \( x_3 \)-axis. We assign to each edge \( e_{ik} \) the cost \( w(e_{ik}) = 1 - |n_i n_k^T| \), as suggested by [43]. Note that \( w(e_{ik}) \) is small if the unoriented tangent planes are nearly parallel. A favourable propagation order can therefore be achieved by traversing the minimal spanning tree of the Riemann graph. The advantage of this order consists in propagating the orientation along directions of low curvature in the data.

To such scope, we need some preliminary definitions (see e.g. [3]) for further details.

**Definition 17.** In any connected graph \( G \), a spanning tree is a subgraph of \( G \) having the following two properties:

1. the subgraph is a tree,
2. the subgraph contains every vertex of \( G \).

**Definition 18.** The weight of a tree is defined to be the sum of the weights of all edges in the tree.

**Definition 19.** Given a connected weighted graph \( G \) the minimal spanning tree is the spanning tree having minimum weight among all spanning trees in the graph.

We now want to determine how to construct a minimum weight spanning tree. To this aim, we use the Kruskal’s algorithm (e.g. refer to [37] for further details). Precisely, we begin by choosing an edge of minimum weight in the graph and then we continue by selecting from the remaining edges an edge of minimum weight until a spanning tree is formed.

We now give an illustration of the implicit PU technique in a 2D setting [32].

**Example 9.** Let us consider the following data set

\[
\mathbf{x}_i = ([2 + \sin (t_i)] \cos (t_i), [2 + \cos (t_i)] \sin (t_i)), \quad i = 1, \ldots, N,
\]
where $t_i$ is a Halton sequence.

Even if the normals can be analytically computed, in what follows we suppose that they are unknown.

Let us fix $N = 75$, see Figure 5.3.

![Figure 5.3: The point cloud data set.](image)

To approximate the normals we use $K = 6$ nearest neighbors and then we propagate the orientation by traversing the minimal spanning tree of the Riemann graph, as shown in Figure 5.4 (left) and (right), respectively.

Next, to obtain the set of off-surface points, we add the function values. Specifically, we assign the value 0 to each original data point and the value 1 or $-1$ to outside or inside points (obtained by marching a small distance $\Delta$ along the normals), see Figure 5.5 (left). The step size is taken to be 1% of the size of the data set.

Now the problem is turned into a full 2D interpolation problem. Thus, in order to reconstruct the surface interpolating the augmented data set, we use the PU method with the Wendland’s $C^2$ function $\varphi_{3,1}$. Moreover, the same function is used for the PU weights. We point out that in this dissertation the Wendland’s $C^2$ function will be always used for the computation of the PU weights. The result, choosing the shape parameter $\varepsilon$ equal to 0.6, is shown in Figure 5.5 (right).

The interpolant curve, shown in Figure 5.6, is the zero contour of the interpolant surface.
Figure 5.4: Inconsistent normals estimation (left) and consistent set of normals (right).

Figure 5.5: The augmented data set (left) and the surface interpolating the augmented data set (right).

5.3 Exercises

i. Prove that

\[ |f(x) - I(x)| \leq \max_{i=1,\ldots,M} \|f|_{\Omega_i} - P_{f_j}\|_{L_\infty(\Omega_i)}. \]

ii. Construct a suitable multidimensional PU setting made of balls, i.e. choose suitable
iii. If we use squares or rectangles instead of balls, what are the consequences on the PU weights? Hint: we need to modify the supports of the CSRBFs.

iv. Following [74], prove the theorem on the PU convergence.
Lecture 6

Collocation methods via RBFs

Collocation methods via RBFs for PDEs take advantage of being meshfree and easy to compute. In what follows, we consider symmetric collocation, Kansa’s approach, local schemes and the method of lines.

6.1 RBF-collocation methods for PDEs

Given a linear elliptic differential operator $\mathcal{L}$, the goal consists in finding an approximate solution of the BVP problem (Dirichlet boundary conditions)

$$\begin{align*}
\mathcal{L}f(x) &= g_1(x), \quad \text{for } x \in \Omega, \\
f(x) &= g_2(x), \quad \text{for } x \in \partial \Omega.
\end{align*}$$

(6.1)

6.1.1 Kansa’s Approach

We present here a method for computing the solution of elliptic BVPs via Kansa’s collocation method which was introduced by E. Kansa in [48]. Originally it consisted of an unsymmetric scheme, based on multiquadrics, whose convergence properties were studied only later by R. Schaback (see e.g. [65]).

The problem (6.1) is discretized on a global set of collocation points $\mathcal{N} = \mathcal{N}_N \cup \mathcal{N}_S = \{x_i, \ i = 1, \ldots, N\}$, where $N_b$ and $N_c$ are the number of nodes on $\partial \Omega$ and $\Omega \setminus \partial \Omega$, respectively.

For Kansa’s collocation method we then choose to represent the approximate solution $P_f$ by a radial basis function expansion analogous to that used for scattered data interpolation, i.e.,
\[ P_f(x) = \sum_{i=1}^{N} c_i \phi(||x - \xi_i||_2), \]

where we now formally distinguish in our notation between centers \( \Xi_N = \{\xi_1, \ldots, \xi_N\} \) and collocation points \( \mathcal{X} = \{x_1, \ldots, x_N\} \). While formally different, these points will often physically coincide. For the following discussion we assume the simplest possible setting, i.e., no polynomial terms are added to the RBF expansion. The collocation matrix that arises will be of the form

\[ L = \begin{pmatrix} A_L \\ A \end{pmatrix} \]

where

\[ (A)_{ik} = \phi(||x_i - \xi_k||_2), \quad x_i \in \partial \Omega, \quad \xi_k \in \partial \Omega, \]

and

\[ (A_L)_{ik} = L\phi(||x - \xi_k||_2)|_{x=x_i}, \quad x_i \in \Omega, \quad \xi_k \in \Omega. \]

Finally, we need to solve the system

\[ Lc = f, \]

where \( c = (c_1, \ldots, c_N)^T \) and \( f = (g_1, g_2)^T \).

Moreover, Kansa suggests the use of varying shape parameters. While the theoretical analysis of the resulting method is near intractable, Kansa shows that this technique improves the accuracy and stability of the method when compared to using only one constant value. A problem with Kansa’s method is that the matrix \( L \) may be singular for certain configurations of the centers [42]. This fact is not really surprising since the matrix for the collocation problem is composed of rows that are built from different functions, which might not even be radial. Since the numerical experiments of Hon and Schaback show that Kansa’s method cannot be well-posed for arbitrary center locations, it is now an open question to find sufficient conditions on the center locations that guarantee invertibility of the Kansa matrix. One possible approach is to adaptively select good centers from a large set of possible candidates. Following this strategy it is possible to ensure invertibility of the collocation matrix throughout the iterative algorithm. This approach is described in [49].

### 6.1.2 Hermite-based Approach

To introduce the symmetric approach, we need to recall the basic theory of Hermite-based interpolation. To this aim, let us take \( \{x_i, \lambda_i f\}, i = 1, \ldots, N \), where \( \Lambda = \{\lambda_1, \ldots, \lambda_N\} \) is a linearly independent set of continuous linear functionals. For instance, \( \lambda_i \) could denote point evaluation at the points and thus we recover the interpolation conditions, or it could denote evaluation of some derivative at the points. In this setting, we also allow more general functionals, such as integrals.
In our context, we assume the generalized Hermite interpolant to be of the form

$$P_f(x) = \sum_{i=1}^{N} c_i \lambda^\xi_i \phi(||x - \xi||_2),$$

where the notation $\lambda^\xi_i$ indicates that the functional acts on $\phi$ viewed as a function of its second argument. Furthermore, we do not add any superscript if $\lambda$ acts on the kernel as a function of its first variable. Of course, similarly as we do for interpolation conditions, we require that

$$\lambda_i P_f = \lambda_i f, \quad i = 1, \ldots, N.$$

Therefore, after imposing such conditions, we reduce to solving:

$$Ac = f_\lambda,$$

where $f_\lambda = (\lambda_1 f, \ldots, \lambda_N f)^T$ and the entries of the matrix are given by

$$(A)_{ik} = \lambda_i \lambda^\xi_k, \quad i, k = 1, \ldots, N.$$

It can be shown that $A$ is non-singular for the same classes of $\phi$ that were admissible for the standard scattered data interpolation.

For the collocation setting, we propose the following expansion for the unknown solution of the PDE:

$$P_f(x) = \sum_{k=1}^{N_c} c_k L^\xi \phi(||x - \xi||_2)_{\xi = \xi_k} + \sum_{k=N_c+1}^{N} c_k \phi(||x - \xi_k||_2).$$

After imposing the collocation conditions, we obtain:

$$L = \begin{pmatrix} A_{L L^\xi} & A_L \\ A_{L^\xi} & A \end{pmatrix}$$

where

$$(A_{L L^\xi})_{ik} = L L^\xi \phi(||x - \xi||_2)_{x = x_i, \xi = \xi_k}, \quad x_i, \xi_k \in \Omega,$$

$$(A_L)_{ik} = L \phi(||x - \xi_k||_2)_{x = x_i}, \quad x_i \in \Omega, \quad \xi_k \in \partial\Omega,$$

$$(A_{L^\xi})_{ik} = L^\xi \phi(||x_i - \xi||_2)_{\xi = \xi_k}, \quad x_i \in \partial\Omega, \quad \xi_k \in \Omega,$$

$$(A)_{ik} = \phi(||x_i - \xi_k||_2), \quad x_i, \xi_k \in \partial\Omega.$$

Thus, if the RBF centers coincide with collocation points we certainly have a symmetric matrix $L$ and we have the following convergence result [74].

**Theorem 18.** Let $\Omega \in \mathbb{R}^d$ be a polygonal and open region. Let $L \neq 0$ be a second-order linear elliptic differential operator with coefficients in $C^{2(k-2)}(\bar{\Omega})$ that either vanish on $\Omega$
or have no zero there. Suppose that $\Phi \in C^2_k(\mathbb{R}^d)$ is a strictly positive definite function. Suppose further that the boundary value problem

$$
\mathcal{L}f(x) = g_1(x), \quad \text{for } x \in \Omega,
$$

$$
f(x) = g_2(x), \quad \text{for } x \in \partial \Omega,
$$

has a unique solution $f \in N_{\Phi}(\Omega)$ for given $g_1 \in C(\Omega)$ and $g_2 \in C(\partial \Omega)$. Let $P_f$ the approximate solution constructed via Hermite collocation, then

$$
||f - P_f||_{L_\infty(\Omega)} \leq Ch^{k-2}||f||_{N_{\Phi}(\Omega)},
$$

for all sufficiently small $h$, where $h$ is the larger of the fill distances in the interior and on the boundary of $\Omega$, respectively.

### 6.1.3 Method of lines

Many PDEs of interest are time-dependent. Thus, in what follows we review a method for incorporating both spatial and time derivatives in the boundary value problems. To solve these time-dependent problems, we choose to use the method of lines (refer to [33]) because of its simplicity in dealing with the time component. For other time-dependent methods such as Laplace transforms see e.g. [70]. Let us consider

$$
\frac{\partial}{\partial t} f(x, t) = \mathcal{L}f(x, t),
$$

(6.2)

where at any fixed time $t^*$, the function

$$
f^*(x) = f(x, t^*),
$$

has only spatial arguments. In other words, the standard kernel-based methods can be used to approximate it. Let us introduce the following notation:

$$
k(x) = (\phi(||x - x_1||_2), \ldots, \phi(||x - x_N||_2)).
$$

Then, we have that

$$
P_f^* = \sum_{i=1}^N c_i^* \phi(||x - x_i||_2) = k(x)^T c^*.
$$

where $c^*$ must be solved in the interpolation context. Let us write the interpolation problem at any time $t^*$ as

$$
\begin{pmatrix}
\mathcal{L}k(x_1)^T \\
\vdots \\
\mathcal{L}k(x_N)^T
\end{pmatrix} c^* = \begin{pmatrix}
f^*(x_1) \\
\vdots \\
f^*(x_N)
\end{pmatrix}.
$$

Notice that if the kernel centres are fixed with respect to time, only $c^*$ varies with the choice of time. This is the key factor which will allow us to separate the time and spatial
components. Using the independence of the kernel centres with respect to time, we can write

\[ P^*_f(x,t) = k(x)^T c(t). \]

Plugging this into the original PDE (6.2) gives

\[ k(x)^T \frac{\partial}{\partial t} c(t) = \mathcal{L} k(x)^T c(t), \]

By collocating we obtain

\[
\begin{pmatrix}
  k(x_1)^T \\
  \vdots \\
  k(x_N)^T
\end{pmatrix} \frac{\partial}{\partial t} c(t) = \begin{pmatrix}
  \mathcal{L} k(x_1)^T \\
  \vdots \\
  \mathcal{L} k(x_N)^T
\end{pmatrix} c(t).
\]

In this way, we reduce to a system of \( N \) ODEs.

However, we need to incorporate the boundary conditions into the method of lines. Suppose that we consider

\[
\begin{array}{ll}
  \frac{\partial}{\partial t} f(x,t) = \mathcal{L} f(x,t) + g_1(x), & x \in \Omega \quad t > 0, \\
  0 = f(x,t) + g_2(x), & x \in \partial \Omega \quad t \geq 0, \\
  f(x,t) = f_0(x), & x \in \partial \Omega \quad t = 0,
\end{array}
\]

(6.3)

At first, we compute a kernel-based interpolant of the initial condition, which requires to solving

\[
\begin{pmatrix}
  k(x_1)^T \\
  \vdots \\
  k(x_{N_e})^T \\
  k(x_{N_e+1})^T \\
  \vdots \\
  k(x_{N_e+N_b})^T
\end{pmatrix} c(0) = \begin{pmatrix}
  f_0(x_1) \\
  \vdots \\
  f_0(x_{N_e}) \\
  f_0(x_{N_e+1}) \\
  \vdots \\
  f_0(x_{N_e+N_b})
\end{pmatrix}.
\]

Then, concerning the boundary we have

\[
\begin{pmatrix}
  0 \\
  \vdots \\
  0
\end{pmatrix} = \begin{pmatrix}
  k(x_{N_e+1})^T \\
  \vdots \\
  k(x_{N_e+N_b})^T
\end{pmatrix} c(t) + \begin{pmatrix}
  g_2(x_{N_e+1}) \\
  \vdots \\
  g_2(x_{N_e+N_b})
\end{pmatrix}.
\]

For interior points we reduce to

\[
\begin{pmatrix}
  k(x_1)^T \\
  \vdots \\
  k(x_{N_e})^T
\end{pmatrix} \frac{\partial}{\partial t} c(t) = \begin{pmatrix}
  \mathcal{L} k(x_1)^T \\
  \vdots \\
  \mathcal{L} k(x_{N_e})^T
\end{pmatrix} c(t) + \begin{pmatrix}
  g_1(x_1) \\
  \vdots \\
  g_1(x_{N_e})
\end{pmatrix}.
\]
Thus, the full system of ordinary differential equation is given by

$$
\begin{bmatrix}
k(x_1)^T \\
\vdots \\
k(x_{Nc})^T \\
0
\end{bmatrix}
\frac{\partial}{\partial t} c(t) =
\begin{bmatrix}
\mathcal{L}k(x_1)^T \\
\vdots \\
\mathcal{L}k(x_{Nc})^T \\
k(x_{Nc+1})^T
\end{bmatrix}
c(t) +
\begin{bmatrix}
g_1(x_1) \\
\vdots \\
g_1(x_{Nc}) \\
g_2(x_{Nc+1})
\end{bmatrix},
$$

and in this way we fully define the solution by means of the method of lines.

All the methods presented in above provide suitable solutions provided that we consider few nodes. Otherwise, it might be advantageous to work with the PU method.

### 6.1.4 Collocation via PU method

We present here a method for computing the solution of elliptic BVPs the partition of unity method.

Once we assume that (6.1) admits a solution of the form (5.1) then (see e.g. [64, 68]),

$$
\mathcal{L}T(x_i) = \sum_{j=1}^M \mathcal{L} (W_j (x_i) P_j (x_i)) = g_1(x_i), \quad x_i \in \Omega \setminus \partial \Omega,
$$

$$
T(x_i) = \sum_{j=1}^M W_j (x_i) P_j (x_i) = g_2(x_i), \quad x_i \in \partial \Omega.
$$

(6.4)

Let $P_j = (P_{j1}(x_1^j), \ldots, P_{jN}(x_N^j))^T$ be the vector of local nodal values. Since the local coefficients $c_j = (c_{j1}, \ldots, c_{jN})^T$ are so that $c_j = A_j^{-1} P_j$, we get

$$
\mathcal{L} P_j = A_j^L A_j^{-1} P_j,
$$

(6.5)

where $A_j^L$ is the matrix

$$(A_j^L)_{ik} := \mathcal{L} \phi(||x_i^j - x_k||_2), \quad i, k = 1, \ldots, N_j.$$  

To obtain a discrete local operator $L_j$, we have to differentiate (6.4) by applying a product derivative rule and then use the relation (6.5).

To fix things, consider the Poisson problem, i.e. $\mathcal{L} = -\Delta$. The elliptic operator $\mathcal{L}$ can be expanded to get

$$
\mathcal{L} (W_j (x_i) P_j (x_i)) = -\Delta W_j (x_i) P_j (x_i) - 2 \nabla W_j (x_i) \cdot \nabla P_j (x_i)
$$

$$
- W_j (x_i) \Delta P_j (x_i), \quad x_i \in \Omega \setminus \partial \Omega,
$$

where the scalar product should be applied to the components of the gradients. Let $A_j^\Delta$ and $A_j^\nabla$ be the matrices with entries

$$(A_j^\Delta)_{ik} = \Delta \phi(||x_i^j - x_k||_2), \quad i, k = 1, \ldots, N_j.$$  
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and

\[(A^V_j)_{ik} = \nabla \phi(||x_i - x_k||_2), \quad i, k = 1, \ldots, N_j,\]

we have

\[\Delta \mathbf{P}_j = A^\Delta_j \mathbf{c}_j = A^\Delta_j A^{-1}_j \mathbf{P}_j.\]

Furthermore we consider the matrix

\[\bar{W}^\Delta_j = \text{diag}\left(\Delta W_j(x^j_1), \ldots, \Delta W_j(x^j_{N_j})\right),\]

and similarly we define \(\bar{W}^V_j\) and \(\bar{W}_j\). Finally, by including the boundary conditions, we can express the discrete local Laplacian as

\[(L_j)_{ik} = \begin{cases} (\bar{L}_j)_{ik}, & \text{for } x^j_i \in \Omega \setminus \partial \Omega, \\ \delta_{ik}, & \text{for } x^j_i \in \partial \Omega, \end{cases} \quad i, k = 1, \ldots, N_j.\]

where \(\delta_{ik}\) denotes the Kronecker delta and

\[\bar{L}_j = (\bar{W}^\Delta_j A_j + 2\bar{W}^V_j \cdot A^V_j + \bar{W}_j A^\Delta_j) A^{-1}_j.\] \hspace{1cm} (6.6)

In what follows we will refer to the collocation method described in this section as the RBF Standard approach (RBF-S), meaning that the standard basis is used to approximate the solution.

Note that, since we use the Laplacian, we require that both the kernel and the weight functions are at least twice differentiable. Let \(x_{\xi_jk} \in \mathcal{X}_{N_j}\) be the node corresponding to \(x_k \in \mathcal{X}\). In order to obtain the global discrete PDE operator, we need to assemble the local ones into a global the matrix \(L\) as follows

\[(L)_{ik} = \sum_{j=1}^{M} (L_j)_{\xi_{ij} \cdot \xi_{kj}}, \quad i, k = 1, \ldots, N.\]

Then, we simply have to solve the (possibly ill-conditioned) system

\[Lz = f,\] \hspace{1cm} (6.7)

where \(z = (\mathcal{I}(x_1), \ldots, \mathcal{I}(x_N))^T\) and \(f = (f_1, \ldots, f_N)^T\), with

\[f_i = \begin{cases} g_1(x_i), & \text{for } x_i \in \Omega \setminus \partial \Omega, \\ g_2(x_i), & \text{for } x_i \in \partial \Omega, \end{cases} \quad i = 1, \ldots, N.\]

**Remark.** The main advantage of PU collocation is the computational efficiency in constructing the collocation matrix. However, we have to discuss several drawbacks concerning its well-posedness. In general, among meshfree global collocation methods, the symmetric ones should be preferred because they guarantee the existence and uniqueness of the solution. For Kansa’s collocation approaches instead, the system might be singular and its uniqueness can be ensured only under several restrictions which in particular lead to distinguish between collocation points and RBF centres. The non-symmetry of the
matrix $L$ suggests that its non-singularity could be ensured only with a similar distinction between RBF centres and collocation data. This needs further investigations. Nevertheless, as for Kansa’s collocation, the solution of PDEs via the PU method as presented here has already been shown to be an effective numerical tool.

**Example 10.** In order to test the method, we consider an elliptic problem on $\Omega = [0,1]^2$ with a manufactured solution $f$ from which we can compute $g_1$ and $g_2$. In particular

$$f(x_1, x_2) = \sin(x_1 + 2x_2^2) - \sin(2x_1^2 + (x_2 - 0.5)^2).$$

The graphical result is plotted in Figure 6.1.

![Figure 6.1: The approximate solution computed on $N = 289$ Halton data with the Gaussian $C^\infty$ kernel as local approximant.](image)

### 6.2 Exercises

i. Extend Kansa’s collocation to conditionally positive definite functions.

ii. Explicitly write the collocation matrices for the Hermite-based approach when the Gaussian and Inverse MultiQuadric are used.

iii. Extend Kansa’s collocation to elliptic equations with variable coefficients and homogeneous Dirichlet boundary conditions

$$\frac{\partial}{\partial x_1} \left( a(x_1, x_2) \frac{\partial f(x_1, x_2)}{\partial x_1} \right) + \frac{\partial}{\partial x_2} \left( b(x_1, x_2) \frac{\partial f(x_1, x_2)}{\partial x_2} \right) = f(x_1, x_2),$$

for $(x_1, x_2) \in \Omega = [0,1]^2$ and

$$f(x_1, x_2) = 0, \quad (x_1, x_2) \in \partial\Omega.$$
Lecture 7

Financial applications

In this chapter we present and discuss an RBF method for pricing financial contracts by solving the well-known Black-Scholes equation (in the sequel we simply refer to it as BS equation).

7.1 Introduction and notation

Financial markets have become more and more complex, with the trading of many different financial products. Among them derivatives are very important and worth to be studied. Henceforth it is of fundamental interest to dispose of method that simulates and updates the financial products very fast and as accurately as possible (cf. [26, 63]).

Definition 20. A derivative is a contract that derives its value from the performance of an underlying entity (for example: asset, index, interest rate), simply called underlying.

Here we introduce a small vocabulary (ordered alphabetically) of the terms that we will use.

Asset is an economical resource convertible in cash, like stocks and obligations.

Basket options are options on a basket of assets. The assets can be stocks, commodities, indices and other financial securities. A commonly traded basket option is a vanilla call/put option which is a linear combination of assets.

Derivative is every contract whose value depend on underlyings (stocks, indexes, currencies, interest rates etc.). Common derivates are forward, features, options, swaps and their variation.

Payoff literally means the final outcome or a result of an activity. In finance is given by difference between exercise price and spot price of contract.
Risk-free interest rate is the rate of return of a hypothetical investment with no risk of financial loss, over a given period of time.

Spot price is the price of goods traded on a spot market and available for almost immediate delivery.

Strike price is the price (or exercise price) at which a specific derivative contract can be exercised. The term is mostly used to describe stock and index options in which strike prices are fixed in the contract. For call options, the strike price is where the security can be bought (up to the expiration date); for put options, the strike price is the price at which shares can be sold.

Underlying is any entity (not necessarily financial) from which the derivative depends on.

Volatility (indicated often with $\sigma$) is the degree of variation of a trading price series over time as measured by the standard deviation of logarithmic returns.

The first problem we afford is pricing, by a model, a financial contract based on several underlyings (assets). The contract chosen is the European Basket Option. The model used in the well-known Blank-Scholes-Merton linear parabolic partial differential equation, in which the spatial dimension is determined by the number of assets.

For completeness, there exist other models for pricing high-dimensional contracts like Monte-Carlo, sparse grids or finite differences.

### 7.2 The multi-dimensional Black-Scholes model

The BS equation (cf. e.g. [62]), is a linear parabolic PDE that models the price evolution of an European call option (or an European put option). We start our discussion with the one-dimensional case.

Let $F(s, t)$ be the price of the option at the time $t$ while $s$ indicates the space variable which represent the stock price. The BS equation determines the arbitrage free price of a contingent claim and is given as

\[
\begin{aligned}
\frac{\partial F}{\partial t} + r s \frac{\partial F}{\partial s} + \frac{1}{2} \sigma^2 s^2 \frac{\partial^2 F}{\partial s^2} - r F &= 0 \\
F(s, T) &= \Psi(s)
\end{aligned}
\]  

(7.1)

where $\sigma$ is the volatility and $r$ the risk-free interest rate. The equation domain is the stripe $s > 0, t \in [0, T)$. By solving this equation backwards in time, we obtain the arbitrage free price of the contingent claim for all $s$ we are interested in.
Following [62], the multi-dimensional version of equation (7.1), is

\[
\begin{cases}
\frac{\partial F}{\partial t} + r \sum_{i=1}^{d} s_i \frac{\partial F}{\partial s_i} + \frac{1}{2} \sum_{i,j=1}^{d} [\sigma \sigma^*]_{i,j} s_i s_j \frac{\partial^2 F}{\partial s_i \partial s_j} - r F = 0 \\
F(s, T) = \Psi(s)
\end{cases}
\] (7.2)

Here \(d\) is the number of the underlyings, \(s = (s_1, \ldots, s_d)^T\) and \(\sigma\) is now a matrix of volatilities (\([\sigma \sigma^*]\) is symmetric and positive definite). We can transform (7.2) in a non-dimensional initial value problem by using the transformations (scaling)

\[
s = Kx, \quad \tilde{r} = r/\hat{\sigma}^2, \quad \tilde{t} = \frac{1}{2} \hat{\sigma}^2 (T - t), \\
P(x, \tilde{t}) = \frac{F(s, t)}{K}, \quad \hat{\sigma} = \sigma/\hat{\sigma}, \quad K \Phi(x) = \Psi(s)
\] (7.3)

with the constant \(\hat{\sigma} = \max_{ij} \{\sigma_{ij}\}\), we get the dimensionless equation

\[
\begin{cases}
\frac{\partial P}{\partial \tilde{t}} = 2\tilde{r} \sum_{i=1}^{d} x_i \frac{\partial P}{\partial x_i} + \sum_{i,j=1}^{d} [\hat{\sigma} \hat{\sigma}^*]_{i,j} x_i x_j \frac{\partial^2 P}{\partial x_i \partial x_j} - 2\tilde{r} P \\
P(x, 0) = \Phi(x)
\end{cases}
\] (7.4)

Letting

\[
\mathcal{L} := 2\tilde{r} \sum_{i=1}^{d} x_i \frac{\partial}{\partial x_i} + \sum_{i,j=1}^{d} [\hat{\sigma} \hat{\sigma}^*]_{i,j} x_i x_j \frac{\partial^2}{\partial x_i \partial x_j} - 2\tilde{r}
\]

the elliptic operator, then the initial value problem (7.4) can be written

\[
\begin{cases}
\frac{\partial P}{\partial \tilde{t}}(x, \tilde{t}) = \mathcal{L} P(x, \tilde{t}), \quad \tilde{t} \in \mathbb{R}_+, \quad x \in \mathbb{R}^d \\
P(x, 0) = \Phi(x)
\end{cases}
\] (7.5)

In the case of the European call option the payoff function is

\[
\Phi(x) = \left( \frac{1}{d} \sum_{i=1}^{d} x_i - \tilde{K} \right)_+ = \max \left( \frac{1}{d} \sum_{i=1}^{d} x_i - \tilde{K}, 0 \right). \tag{7.6}
\]

and due to the scalings (7.3), \(\tilde{K} = 1\).

### 7.2.1 Which reference solution and in which domain?

As reference solution we can consider the one give by an adaptive finite difference method, as the one derived in [62]. For a finite difference discretization of BS, we need boundary
conditions all around all the boundary. The implementation in [62] (and used also in [72])
assume that on all the boundary
\[
\frac{\partial^2 P(x, \hat{t})}{\partial x_i^2} = 0 \tag{7.7}
\]
which implies that the option price is nearly linear w.r.t. the spot price at the boundary.
Notice that the previous conditions are equivalent to that of the derivatives along the
normals, because of the shape of the domain (a stripe).

Inside the domain instead, we consider a second order finite difference approximation
on a structured but not equispaced grid (i.e. adaptive). In formulas this can be written as follows
\[
\frac{dP_h}{dt} = A_h P_h
\]
where \(P_h\) is the vector of ordered unknowns and \(A_h\) is the second order FD-discretization
of the elliptic operator \(L\).

Unfortunately, the conditions (7.7) do not work well with RBF, especially with infinitely
smooth kernels. In any case the problem is well-posed if the growth of the solution to infinity
is limited.

For this reason we propose to use only of **near** and **far** field boundary conditions. This
means that on the boundaries of type
\[
\Gamma_i = \{ x \in \mathbb{R}^d_+ : x \neq 0, x_i = 0 \}, \quad i = 1, \ldots, d
\]

- **Near field** is the condition at \(x = 0\): \(P(0, \hat{t}) = 0\);
- **Far field** we assume the asymptotic behavior of the solution
\[
P(x, \hat{t}) \approx \frac{1}{d} \sum_{i=1}^{d} x_i - \bar{K} e^{-2\bar{r}^2}, \quad \|x\| \to \infty.
\]

Obviously other choices can be made as suggested for instance in [31] [26].

**Which computational domain?**

- The hypercube
\[
D = \bigotimes_{i=1}^{d} [0, a_i]
\]
for constructing the structured grid for the FD approximation.
- RBF approach is meshfree. This suggests to take artificial far-field boundary conditions at our choice.
Concerning the RBF method, considering the payoff function \( (7.6) \), it makes sense to use the boundary surface
\[
\sum_{i=1}^{d} x_i = C
\]
where the constant \( C \) will be chosen far enough from the origin so that the far-field solution, introduced above, will be a good approximation of the our solution.

### 7.2.2 Computing the error

As for every differential equation depending on the time, solving the BS equation we want to know the solution at the time \( \tilde{t} = T \).

1. Practically, this means to know the price of an option today with exercise time \( T \) years from today. The error at a generic point \( x \) will then be
   \[
   e(x) = P(x, T) - u(x, T).
   \]
   \[(7.8)\]

2. The second observation to make is that the most interesting region (called Region of Interest (RoI)) where to consider the error is when the mean value of the stock prices is in a neighborhood of the strike price. This means that
   \[
   \frac{1}{d} \sum_{i=1}^{d} x_i \in U_{\tilde{K}}
   \]
   \[(7.9)\]
   with \( U_{\tilde{K}} \) an interval around \( \tilde{K} \) that will be given by the observation of the referred stock market. For instance, in [63], observing the Stockholm stock exchange market they suggested (see also Fig. 7.1) \( U_{\tilde{K}} = \left[ \frac{K}{3}, \frac{5K}{3} \right] \).

On the basis of these two observations we can consider as financial error
\[
E_f = \max_{x \in U_{\tilde{K}}} |e(x)|
\]
\[(7.10)\]

Another financial norm that can be used is the following weighted integral norm (cf. [62])
\[
E_w = \int_{\Omega} |e(x)|w(x)dx
\]
\[(7.11)\]
where \( \Omega \) is the whole domain and the weight function is chosen as a product of \( d \) Gaussians centered in the RoI and such that \( \int_{\Omega} w(x)dx = 1 \). For example in 1-d, \( w_1(x) \approx \exp(-5(x - \tilde{K})^2) \) and in 2-d \( w_2(x_1, x_2) \approx \exp(-4(x_1 + x_2 - 2\tilde{K})^2) \exp(-3(x_1 - x_2)^2) \). In the case of the normalized value \( \tilde{K} = 1 \) we get \( \int_{0}^{2} w_1(x)dx \approx 0.79 \) and \( \int_{[0,2]^2} w_2(x)dx \approx 0.77 \), see Fig. 7.2 for the plot of these two functions. These functions are indeed good approximation of the financial error in the RoI.
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7.2.3 RBF approximation and time-stepping

Our approximation in time is a linear combination of radial basis functions. Notice that in the sequel for the sake of simplicity we use $t$ intending $\hat{t}$.

\[
    u(x, t) = \sum_{i=1}^{N} \lambda_i(t)\phi(\epsilon \|x - x_i\|) = \sum_{i=1}^{N} \lambda_i(t)\phi_i(x).
\]  

(7.12)

At the time $t$ the coefficients $\lambda_i$ are determined by collocation, as follows.

- **Interior nodes** $x_i$, $i = 1, \ldots, N_i$, we use the PDE

  \[
  \frac{\partial u(x, t)}{\partial t} = \mathcal{L}u(x, t).
  \]

- **Near and far-field nodes** $x_i$, $i = N_i + 1, \ldots, N$ we impose $u(0, t) = 0$ and $u(x, t) \approx \frac{1}{d} \sum_{j=1}^{d} x_j - K e^{-2\eta t}$ as $\|x\| \to \infty$. 
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Now defining the vectors \( \mathbf{u}_i(t) = (u(x_1, t), \ldots, u(x_{N_i}, t))^T \) and \( \mathbf{u}_b(t) = (u(x_{N_i+1}, t), \ldots, u(x_N, t))^T \), we can write the linear system

\[
\begin{pmatrix}
\mathbf{u}_i(t) \\
\mathbf{u}_b(t)
\end{pmatrix} = \begin{pmatrix} A_{ii} & A_{ib} \\ A_{bi} & A_{bb} \end{pmatrix} \begin{pmatrix} \lambda_i(t) \\
\lambda_b(t)
\end{pmatrix}
\]

(7.13)

where the whole matrix \( A \) has entries \( a_{ij} \). If the radial function \( \phi \) is positive definite, we know that the matrix is invertible. Moreover

\[
\mathcal{L}\mathbf{u}_i(t) = (B_{ii} \quad B_{ib}) \begin{pmatrix} \lambda_i(t) \\
\lambda_b(t)
\end{pmatrix} = (B_{ii} \quad B_{ib}) A^{-1} \begin{pmatrix} \mathbf{u}_i(t) \\
\mathbf{u}_b(t)
\end{pmatrix} = (C_{ii} \quad C_{ib}) \begin{pmatrix} \mathbf{u}_i(t) \\
\mathbf{u}_b(t)
\end{pmatrix}
\]

(7.14)

with \( B \) the rectangular matrix with entries \( b_{jk} = \mathcal{L}\phi(\epsilon\|x_j - x_k\|) \), \( j = 1, \ldots, N_i \), \( k = 1, \ldots, N \).

As well known, the stability of the time-steps is determined by the eigenvalues of the block \( C_{ii} \) which all have no positive real part. This allows to use, for the advancing time step an unconditionally stable method like BDF2.

Let \( t_n = cn \) be our constant time step and \( u^n_i \approx u_i(t_n) \). Then the BDF2 applied to our problem is

\[
u^n_i + b_1 u^{n-1}_i + b_2 u^{n-2}_i = c b_0 \mathcal{L} u^n_i
\]

(7.15)

where the coefficients \( b_k \) are \( b_0 = 1, b_1 = -1, b_2 = 0 \) for the initial step and \( b_0 = 2/3, b_1 = -4/3, b_2 = 1/3 \) for the successive steps.

At each time step the boundary conditions are \( u^n_b = \gamma^n_b \) with \( \gamma^n_b = (\gamma(x_{N_i+1}, t^n), \ldots, \gamma(x_N, t^n))^T \) and the function \( \gamma \) is such that

\[
\gamma(x, t) = \begin{cases} 
0 & x = 0 \\
\frac{1}{d} \sum_{k=1}^d x_k - \bar{K} e^{-2\pi t} & \|x\|_1 = C
\end{cases}
\]

Now, combining (7.14), (7.15) and the boundary conditions \( u^n_b \) we get the advancing time step scheme

\[
\begin{pmatrix}
I - c b_0 C_{ii} & -c b_0 C_{i,b} \\
0 & I
\end{pmatrix} \begin{pmatrix} u^n_i \\
u^n_b
\end{pmatrix} = \begin{pmatrix} -b_1 u^{n-1}_i - b_2 u^{n-2}_i \\
\gamma^n_b
\end{pmatrix}
\]

(7.16)

7.2.4 Heurist error analysis: node distribution and shape parameter

The aim is to reduce the error in the RoI. Therefore, chosen the model parameters (that is \( \phi, \bar{r}, \bar{\sigma} \), the final time step \( M \) so that we get the exercise time \( T \) and the far-field
surface $C$, then the accuracy of the method would depend on *node distribution* and the *shape parameter*.

In the paper [63] the considered for the examples that we are going to show the following data

- $\phi(r) = \sqrt{1 + r^2}$, multiquadrics
- far-field boundary surface $\frac{1}{d} \sum_{i=1}^{d} x_i = 4K$
- $\bar{r} = 5/9$ (corresponding to $r = 0.05$)
- $\bar{\sigma} = 1$ (corresponding to $\sigma = 0.3$) while in the 2d case $\bar{\sigma} = \begin{pmatrix} 1/6 & 1/6 \\ 1/6 & 0.05 \\ 0.05 & 0.3 \end{pmatrix}$ corresponding to $\sigma = \begin{pmatrix} 0.3 \\ 0.05 \\ 0.05 \\ 0.3 \end{pmatrix}$
- the maximum $M$ so that $M + 1$ does not improve the accuracy.
- exercise time $T = 0.045$ which corresponds to 1 year.

About the node distribution, we can use an adaptive deterministic strategy based on the fact that we want to reduce the financial error in the RoI. The recipe is simple. Let us consider the 1d case first. For some $p \in \mathbb{N}$, we can distribute for example $N = 3p + 2$ points as follows: $p + 1$ equally spaced points in the intervals $[0, K - \delta]$ and $[K + \delta, 2K]$, while the remaining $p$, also equally spaced, in $(K - \delta, K + \delta)$, with $\delta = 1/(N - 1)$ (the spacing). Similarly for the 2d case. An example for $p = 5$ is displayed in Fig. 7.3. As shown in [63]

![Figure 7.3: node distribution in 1d and 2d for $p = 5$](image)

this strategy reduces significantly the financial error $E_f$. The price to pay is of a bigger condition number of $A$, but we know that this is the a consequence of the trade-off principle.
Another way to reduce the error is by choosing the optimal shape parameter, say $\epsilon^*$, by one of the strategies discussed in Section 4.6.

### 7.2.5 Accuracy in space and time

- RBF provide spectral accuracy when the $\phi$ has infinite smoothness. In order to see this accuracy in space one has to fix $\epsilon$ and varying $N = 20...200$ compute the error (this is the non-stationary approach). One can observe that indeed one get

$$E_f = O(e^{-\alpha N}) \text{ with } \alpha = O(10^{-2})$$

- For accuracy in time, we fix $N$ and $\epsilon$, but we vary the time-steps, say from $M = 2,\ldots,10^3$. Since we have used a BDF2 discretization method, we can expect to have order 2 of convergence as required. We can also observe that using the weighted norm it is possible to reduce further the error.

This method, proposed in [63], compared with the adaptive FD, has shown to be 20 up to 40 times faster in the low to intermediate accuracy range. The memory requirements still the same. The only limitation was that it was applied on maximum dimension 2.

### 7.3 A recent approach

A new RBF-PUM for pricing 1d and 2d vanilla basket options has been proposed in [68].

We recall that a vanilla call/put option is a basket option made of a linear combination of assets. Precisely, let $S_i(t), i = 1,\ldots,N$ the prices of $N$ stocks at the time $t$. Consider

$$U(t) = \sum_{i=1}^{N} a_i S_i(t), \; i = 1,\ldots,N$$

where the $a_i$ are constants. A vanilla is an option on $U(t)$. In more detail, on an exercise date $t$, the payoff of the option is

$$\Phi(t) = (\alpha(U(t) - K)_+$$

with $K$ the exercise price and $\alpha = 1$ for a call option or $\alpha = -1$ in the case of put.

In the case $N = 2, a_1 = 1, a_2 = -1$ the basket option is a spread option.

The method proposed is a penalty method for American basket call options. American call options differ from European call ones because they consider the dividend. In the case of put options the dividend may be zero.
The BS considered has a penalty term

\[ P(V) = \frac{e \left( rK - \sum_{i=1}^{N} \alpha_i D_i x_i \right)}{V + e - q} \]  

(7.17)

where \( e \) is the penalty parameter (chosen quite small), \( D_i \) is the dividend of the \( i \)-th assets, \( r \) the risk-free interest rate and

\[ q(x) = \sum_{i=1}^{N} \alpha_i x_i - K \]

is the barrier function corresponding to the nonzero part of the payoff function \( \Phi \). The penalized BS equation, with initial and boundary conditions is then

\[ \frac{\partial V}{\partial t} = LV - P(V), \quad x \in \Omega_E = \mathbb{R}^d_+, \quad 0 < t \leq T \]

\[ V(x, 0) = \Phi(x), \quad x \in \Omega_E \]

\[ V(0, t) = 0, \quad t \in (0, T] \]

\[ V(x, t) = \Phi(x), \quad x \in \Gamma_E, \quad t \in (0, T]. \]

This equation can be solved by RBF-PUM in space and BDF2 in time. Some attention should be done to the choice of the penalty parameter, the shape parameter and the number of partitions. For details and numerical results see again [68].

### 7.4 Reference website

For interested people, at the link [http://www.it.uu.se/research/scientific_computing/project/compfin](http://www.it.uu.se/research/scientific_computing/project/compfin) one of the authors of the cited papers [63 68], has made available more papers and software for computational finance application using RBF. In particular at the link [http://www.it.uu.se/research/scientific_computing/project/rbf/software/rbfpu_amop_penalty](http://www.it.uu.se/research/scientific_computing/project/rbf/software/rbfpu_amop_penalty) is available the software for making experiments with the RBF-PUM for the approach described in the previous section.
Lecture 8

Software for PU

In what follows we list the codes for both PU interpolation and collocation.

We give a brief description of the implemented Matlab functions. For more details concerning input and output parameters and the usage of single functions, see the the comments within the Matlab routines.

8.1 Software for PU interpolation

1. PU.m: computes the PU interpolant
2. DistanceMatrix.m: computes the distance matrix of two sets of points
3. MakeSdGrid.m: computes grid points
4. IntegerBased_MD_ContainingQuery: used to organize centres of the subdomains
5. IntegerBased_MD_Neighbourhood: finds the neighbourhood
6. IntegerBased_MD_Structure: organizes points
7. IntegerBased_MD_RangeSearch: finds the points lying on a subdomain
8. LaplaceMain.m: computes the RBF-PU collocation
9. W2weight.m: construct the PU weight functions
10. PU_weight.m: evaluates the PU weight functions
11. RBF_PUM_diffmat_gauss.m: it constructs differentiation matrices
12. gauss_PUM.m: it evaluates differentiation matrices

Remarks:

a. the function DistanceMatrix.m is from the book Meshfree Approximations Methods with Matlab, Fasshauer, World Scientific, 2007.

b. routines 4--7 are from
function [epoints,Pf] = PU(M,dsites,neval,npu,rbf,wf,f,rhs,ep)
% Create npu^M equally spaced PU centres
puctrs = MakeSDGrid(M,npu);
% Create neval^M equally spaced evaluation points
epoints = MakeSDGrid(M,neval);
puradius = 1./npu; % Define the initial PU radius
wep = 1./puradius; % Parameter for weight function
npu_M = size(puctrs,1); neval_M = size(epoints,1); % Initialize;
rbfctrs = dsites; % Define the RBF centres
Pf = zeros(neval_M,1); % Initialize
% Compute Shepard evaluation matrix
DM_eval = DistanceMatrix(epoints,puctrs);
SEM = wf(wep,DM_eval);
SEM = spdiags(1./(SEM*ones(npu_M,1)),0,neval_M,neval_M)*SEM;
% Parameter for integer-based partitioning structure
q = 1./puradius;
% Build the partitioning structure for data and evaluation points
idx_ds = IntegerBased_MD_Structure(dsites,q,puradius,M);
idx_ep = IntegerBased_MD_Structure(epoints,q,puradius,M);
for j = 1:npu_M
puradius = 1/npu;
index1 = IntegerBased_MD_ContainingQuery(puctrs(j,:),q,...
          puradius,M);
% Find data sites located in the j-th subdomain
[dxx,dx] = IntegerBased_MD_Neighbourhood(dsites,idx_ds,...
           index1,q,M,1);
idx = IntegerBased_MD_RangeSearch(puctrs(j,:),puradius,...
          dxx,dx);
[end xx end dx] = IntegerBased_MD_Neighbourhood(epoints,...
           idx_ep,index1,q,M,1);
% Compute the distance matrix
DM_data = DistanceMatrix(dsites(idx,:),rbfctrs(idx,:));
% Compute the interpolation matrix
IM = rbf(ep,DM_data);
% Find the evaluation points located in the j-th subdomain
edxx,edx = IntegerBased_MD_RangeSearch(puctrs(j,:),puradius,...
          edxx,dx);
if (~isempty(edxx))
% Compute evaluation matrix and the RBF interpolant
DM_eval = DistanceMatrix(epoints(edxx,:),rbfctrs(idx,:));
EM = rbf(ep,DM_eval); localfit = EM * (IM\rhs(idx));
% Accumulate global fit
Pf(edxx) = Pf(edxx) + localfit.*SEM(edxx,j);
end
% Compute exact solution
exact = f(epoints);
% Compute errors on evaluation grid
maxerr = norm(Pf - exact,inf);
rms_err = norm(Pf - exact)/sqrt(neval_M);
fprintf('RMS error: %e\n', rms_err);
fprintf('Maximum error: %e\n', maxerr);

% File: DistanceMatrix(dsites,ctrs)
% Goal: Forms the distance matrix of two sets of points in R^M,
% Inputs: dsites: NxA matrix representing a set of N data in R^M
% (i.e., each row contains a M-dimensional point)
% ctrs: sxA matrix representing a set of s centers in
% R^M (one center per row)
% Outputs: DM: Mxs matrix whose i,j position contains the
% distance between the i-th data and j-th center
%
%-------------------------------------------------------------------%
function DM = DistanceMatrix(dsites,ctrs)
[M,~] = size(dsites); [N,s] = size(ctrs);
DM = zeros(M,N);
% Accumulate sum of squares of coordinate differences
% The ndgrid command produces two MxN matrices:
% dr, consisting of N identical columns (each containing
% the d-th coordinate of the M data sites)
% cc, consisting of M identical rows (each containing
% the d-th coordinate of the N centers)
for d=1:s
[dr,cc] = ndgrid(dsites(:,d),ctrs(:,d));
DM = DM + (dr-cc).^2;
end
DM = sqrt(DM);
%-------------------------------------------------------------------%
% File: MakeSDGrid(s,neval)
% Goal: Produces matrix of equally spaced points
% Inputs: s: space dimension
% neval: number of points in each coordinate direction
% Outputs: gridpoints: neval^s-by-s matrix
%-------------------------------------------------------------------%
function gridpoints = MakeSDGrid(s,neval)
if (s==1)
gridpoints = linspace(0,1,neval)';
return;
end
% Mimic this statement for general s:
% [x1, x2] = ndgrid(linspace(0,1,neval));
outputarg = 'x1';
for d = 2:s
outputarg = strcat(outputarg,',x',int2str(d));
end
makegrid = strcat('[',outputarg,']=ndgrid(linspace(0,1,neval));');
eval(makegrid);
% Mimic this statement for general s:
% gridpoints = zeros(neval^s,s);
gridpoints = zeros(neval^s,s);
for d = 1:s
matrices = strcat('gridpoints(:,d) = x',int2str(d),'(1,:);');
eval(matrices);
end
% File: IntegerBased_MD_ContainingQuery(puctr,q,puRadius,M)
% Goal: script that given a subdomain centre returns the index of
% the square block containing the subdomain centre
% Inputs: puctr: subdomain centre
% q: number of blocks in one direction
% puRadius: radius of the PU subdomains
% M: space dimension
% Outputs: index: the index of the block containing the subdomain
% centre
% function [index] = IntegerBased_MD_ContainingQuery(puctr,q,...
puRadius,M)
idx = ceil(puctr./puRadius); k = 1:M-1;
idx(idx == 0) = 1;
index = sum((idx(k)-1).*q.^(M-k)) + idx(end);

% File: IntegerBased_MD_Neighbourhood(dsites,idx_ds,index1,q,M,t)
% Goal: script that founds the neighbouring blocks
% Inputs: dsites: NXM matrix representing a set of N data sites
% idx_ds: the integer-based data structure
% index1: indices of points lying in the k-th block
% q: number of blocks in one direction
% M: space dimension
% t: it is related to the number of neighbouring blocks, the procedure searches in the k-th block
% and in its (3 + 2^t)^M - 1 neighboring blocks
% Outputs: dxx: points lying in the k-th neighbourhood
% dx: indices of points lying in the k-th neighbourhood
% function [dxx, dx] = IntegerBased_MD_Neighbourhood(dsites,...
idx_ds,index1,q,M,t)
neigh = [] ; k = M-1; index = index1; k1 = 1:t ; % Initialize
% Find neighbouring blocks
while k > 0
neigh = [index1+k1.*q.^k,index1-k1.*q.^k];
if k - 1 > 0
neigh = [neigh,neigh+q.^(k-1),neigh-q.^(k-1)];
end
k = k - 1;
end
k2 = 1:t; k3 = k2;
for i = 1:length(neigh)
    neighplus(k2) = neigh(i) + k3;
    neighminus(k2) = neigh(i) - k3;
    k2 = k2 + t;
end
neigh = [neigh,index1+k1,index1-k1,neighplus,neighminus];

% Reduce the number of neighbouring blocks for border blocks
j = find(neigh > 0 & neigh <= q^M);
index = [index; neigh(j);]

dxx = []; dx = [];
for p = 1:length(index)
    dxx = [dxx;dsites(idx_ds{index(p)},:)];
    dx = [dx;idx_ds{index(p)}];
end

%------------------------------------------------------------------%
% File: IntegerBased_MD_Structure(dsites,q,puradius,M)
% Goal: find the data sites located in each of the q^M blocks
% Inputs: dsites: NXM matrix representing a set of N data sites
% q: number of blocks in one direction
% puradius: radius of PU subdomains
% M: space dimension
%
% Outputs: idx_dsites_k: multiarray containing the indices of the
% points located in k-th block
%------------------------------------------------------------------%
function [idx_dsites_k] = IntegerBased_MD_Structure(dsites,q,...
puradius,M)
N = size(dsites,1); idx_dsites_k = cell(q^M,1); k = 1:M-1;
for i = 1:N
    idx = ceil(dsites(i,:)./puradius);
    idx(idx == 0) = 1;
    index = sum((idx(k)-1).*q.^(M-k)) + idx(end);
    idx_dsites_k{index} = [idx_dsites_k{index}; i];
end

%------------------------------------------------------------------%
% File: IntegerBased_MD_RangeSearch(puctr,puradius,dsites,index)
% Goal: find the data sites located in a given subdomain and the
% distances between the subdomain centre and data sites
% Inputs: puctr: subdomain centre
% puradius: radius of PU subdomains
% dsites: NXM matrix representing a set of N data sites
% index: vector of the indices of the data points
% located in the k-th block
%
% Outputs: idx: vector containing the indices of the data points
% located in a given PU subdomain
% dist: vector containing the distances between the data
% sites and the subdomain centre
%
%------------------------------------------------------------------
function [idx, dist] = IntegerBased_MD_RangeSearch(puctr,...
   puradius,dsites,index)
N = size(dsites,1); dist = []; idx = [];
% Initialize
% Compute distances between the data sites and the centre
for i = 1:N
dist1(i) = norm(puctr - dsites(i,:));
end
% Use a sort procedure to order distances
if N > 0
   [sort_dist,IX] = sort(dist1);
   N1 = size(sort_dist,2); j1 = 1; j2 = 1; %Initialize
   % Find the data sites located in the given subdomain
   if nargin == 3
      idx = IX; dist = dist1;
   else
      while (j2 <= N1) && (sort_dist(j2) <= puradius)
         idx(j1) = index(IX(j2)); dist(j1) = dist1(IX(j2));
         j1 = j1 + 1; j2 = j2 + 1;
      end
   end
end
end

8.2 Softwares for PU collocation

%------------------------------------------------------------------
% File: LaplaceMain(N,x,neval,ep,fun,Lfun,phi)
% Goal: script that solves the Poisson equation by means of HVSks
% Inputs: N: number of central points
% x: the central points
% neval: number of evaluation points in one direction
% ep : shape parameter
% fun: the test function
% Lfun: Laplacian of the test function
% phi: the kernel function
%------------------------------------------------------------------
function [RMSE] = LaplaceMain(N,x,neval,ep,fun,Lfun,phi)
% Define the evaluation points
grid = linspace(0,1,neval); [xee,yee] = meshgrid(grid);
epoints = [xee(:) yee(:)]; Ne = size(epoints,1);
% Define boundary nodes
sn = sqrt(N); bdylin = linspace(0,1,sn)';
bdy0 = zeros(sn-1,1); bdy1 = ones(sn-1,1);
xb = [bdylin(1:end-1) bdy0; bdy1 bdylin(1:end-1);... flipud(bdylin(2:end)) bdy1; bdy0 flipud(bdylin(2:end))];
% Define the global set of nodes (central and boundary points)
dsites = [xb;x];
% The number of patches in one dimension
npu = ceil(sqrt(N)/2);
% Define the PU centres
xp = linspace(0,1,npu); cellradius = sqrt(2)/npu;
[xp,yp] = meshgrid(xp);
puctrs = [xp(:) yp(:)];
npu = size(puctrs,1); Np = size(xs,1); N = size(dsites,1);
% Parameter for integer-based partitioning structure
q = ceil(1./cellradius);
% Build the partitioning structure for data and evaluation points
idx_ds = IntegerBased_MD_Structure(dsites,q,cellradius,2);
idx_ep = IntegerBased_MD_Structure(epoints,q,cellradius,2);
for i=1:npu
% Find the block containing the j-th subdomain centre
index = IntegerBased_MD_ContainingQuery(puctrs(i,:),q,... cellradius,2);
% Find data sites located in the j-th subdomain
[idx,dx] = IntegerBased_MD_Neighbourhood(dsites,idx_ds,... index,q,2,1);
idx = IntegerBased_MD_RangeSearch(puctrs(i,:),cellradius,...
dx);
locpts(i).ind = sort(idx);
[idx,edx] = IntegerBased_MD_Neighbourhood(epoints,...
idx_ep,index,q,2,1);
eidx = IntegerBased_MD_RangeSearch(puctrs(i,:),cellradius,...
edx);
elocpts(i).ind = sort(eidx);
Ni(i) = length(locpts(i).ind); % Initialize
end
% Define the pu weight
pu = W2weight(dsites,locpts,puctrs,cellradius);
epu = W2weight(epoints,elocpts,puctrs,cellradius);
B = spalloc(N,N,sum(Ni.^2)); % Initialize
for i = 1:npu
idx = locpts(i).ind; % Compute points on the j-th subdomain
% Compute the interpolation matrix
[A,Ax,Axx,Ay,Ayy] = RBF_PUM_diffmat_gauss(dsites(idx,:),... ep);
A_L = Axx+Ayy;
% Construct the local Laplacian
D_L = diag(pu(i).w)*(A_L) + ...
2*diag(pu(i).wx)*(Ax) + 2*diag(pu(i).wy)*(Ay) + ...
\text{diag}(pu(i).wxx + pu(i).wyy)*(A);
% Accumulate into the global collocation matrix
B(idx,idx) = B(idx,idx) + D_L/A;
% Compute the evaluation points on the \text{j}-th subdomain
eidx = elocpts(i).ind;
if (~isempty(eidx))
  E(i).Ae = phi(ep,DistanceMatrix(epoints(eidx,:),
dsites(idx,:)));
  E(i).Ae = diag(epu(i).w)*E(i).Ae/A;
else
  E(i).Ae = zeros(0,length(idx));
end
\end{verbatim}

% Organize boundary conditions
B(1:Nb,1:N) = eye(Nb,N); f = fun(xb(:,1),xb(:,2));
g = Lfun(x(:,1),x(:,2)); rhs = [f;g];
% Solve the system
u = B\rhs;
% Compute exact solution and RMSE
ue = zeros(Ne,1);
for i=1:npu
  idx=locpts(i).ind;
eidx = elocpts(i).ind;
  ue(eidx) = ue(eidx) + E(i).Ae*u(idx);
end
exact = fun(epoints(:,1),epoints(:,2));
RMSE = norm(exact-ue,2)/neval;

\begin{verbatim}
%------------------------------------------------------------------------------
% % File: W2weight(xc,locpts,Cp,cellradius)
% % Goal: solves the Poisson equation by means of stable methods
% % Inputs: xc: the collocation points
%          locpts: the collocation points on the subdomains
%          Cp: centre of PU subdomains
%          cellradius: the radius of patches
% % Outputs: pu: the PU weights
% % Calls on: PU_weight
% %------------------------------------------------------------------------------
function [pu] = W2weight(xc,locpts,Cp,cellradius)
Np = size(Cp,1); % Initialize
% Construct the weight functions
[phi,phix,phiy,phixx,phiyy] = PU_weight(xc,locpts,Cp,cellradius);
% Compute the sums of the generating functions and their derivatives
s = sum(phi,2); sx = sum(phix,2); sy = sum(phiy,2); ...

101
sxx = sum(phiXX,2);
syy = sum(phiYY,2);

% Compute the weight for the PU collocation
for i = 1:Np
    loc = locpts(i).ind;
    if isempty(loc)
        loc = find([0;0;0]); s(loc)=find([0;0;0]);
    end
    pu(i).w = phi(loc,i)./s(loc);
    pu(i).wx = phix(loc,i)./s(loc) - ...
        phix(loc,i).*sx(loc)./s(loc).^2;
    pu(i).wy = phiy(loc,i)./s(loc) - ...
        phiy(loc,i).*sy(loc)./s(loc).^2;
    pu(i).wxx = -2*phix(loc,i).*sx(loc)./s(loc).^2 + ...%  
        phixx(loc,i)./s(loc) +...
        phi(loc,i).*((2*sx(loc).^2./s(loc).^3 - ...
        sxx(loc)./s(loc).^2);
    pu(i).wyy = -2*phiy(loc,i).*sy(loc)./s(loc).^2 + ...%  
        phiyy(loc,i).*((2*sy(loc).^2./s(loc).^3 - ...
        syy(loc)./s(loc).^2);
end

% File: PU_weight (xc, locpts, Cp, cellradius)
% Goal: evaluates Wendland's function and its derivatives
% Inputs: xc: the collocation points
%         locpts: the collocation points on the subdomains
%         Cp: centre of PU subdomains
%         cellradius: the radius of patches
% Outputs: phi, phix, phiy, phiXX, phiYY: evaluation of the PU weights
%          and the derivatives

function [phi, phix, phiy, phiXX, phiYY] = PU_weight(xc, locpts, Cp, ...
cellradius)
Np = size(Cp,1);
for i = 1:length(Np)
    N(i) = length(locpts(i).ind);
end
zs = spalloc(size(xc,1),Np,sum(N));
[phi, phix, phiy, phiXX, phiYY] = deal(zs);
for i = 1:Np
    rho = 1/cellradius;
dx = xc(locpts(i).ind,1)-Cp(i,1);
dy = xc(locpts(i).ind,2)-Cp(i,2);
r = sqrt(dx.^2 + dy.^2);
\[ r_1 = r \cdot \rho; \]

\[ \phi(\text{locpts}(i).\text{ind},i) = (4 \cdot \rho \cdot r + 1) \cdot ((1 - \rho \cdot r)^4); \]

\[ \phi_x(\text{locpts}(i).\text{ind},i) = -20 \cdot r^2 \cdot \rho \cdot dx \cdot ((1 - \rho \cdot r)^3); \]

\[ \phi_y(\text{locpts}(i).\text{ind},i) = -20 \cdot r^2 \cdot \rho \cdot dy \cdot ((1 - \rho \cdot r)^3); \]

if \( r = 0 \)

\[ \phi_{x^2} = 20 / \text{cellradius}^2; \phi_{y^2} = 20 / \text{cellradius}^2; \]

else

\[ \phi_{x^2}(\text{locpts}(i).\text{ind},i) = 20 \cdot ((1 - r_1)^2 \cdot (-r_1 + 4 \cdot (dx^2 / \text{cellradius}^2) + (dy^2 / \text{cellradius}^2)) / r_1; \]

\[ \phi_{y^2}(\text{locpts}(i).\text{ind},i) = 20 \cdot ((1 - r_1)^2 \cdot (-r_1 + (dx^2 / \text{cellradius}^2) + 4 \cdot (dy^2 / \text{cellradius}^2)) / r_1; \]

end

end

% ------------------------------------------------------------------%
% File : \texttt{RBF\textunderscore PUM\textunderscore diffmat\textunderscore gauss} (data, ep)
% Goal : script that computes the differentiation matrices
% Inputs : data : the collocation points
% ep: the shape parameter
% Calls on: gauss\_PUM
% Outputs : A,Ax,Axx,Ay,Ayy : the differentiation matrices
% Calls on: gauss\_PUM
% ------------------------------------------------------------------%
function \([A, Ax, Axx, Ay, Ayy]\) = \texttt{RBF\textunderscore PUM\textunderscore diffmat\textunderscore gauss}(data, ep)
\[ N = \text{size}(\text{data}, 1); \]
\[ [A, Ax, Ay, Axx, Ayy] = \text{deal(zeros}(N, N)); \]
% Generate differentiation matrices
for \( i = 1 : N \)
\[ [\psi, \psi_x, \psi_y, \psi_{x^2}, \psi_{y^2}] = \text{gauss\_PUM}(ep, \text{data}, \text{data}(i, :)); \]
% Compute the differentiation matrices
\[ A(i, :) = \psi; \text{Ax}(i, :) = \psi_x; \text{Ay}(i, :) = \psi_y; \text{Axx}(i, :) = \psi_{x^2}; \]
\[ \text{Ayy}(i, :) = \psi_{y^2}; \]
end

% ------------------------------------------------------------------%
% File: \texttt{gauss\_PUM}(ep, xc, xe)
% Goal: script that evaluates the differentiation matrices
% Inputs: ep: the shape parameter
% xc: the data sites
% xe: the evaluation points
% Outputs: w,wx,wy,wxx,wyy: evaluation of the gaussian function and its the derivatives
%
%------------------------------------------------------------------
function [w,wx,wy,wxx,wyy] = gauss_PUM(ep,xc,xe)
dx = xe(1,1) - xc(:,1); dy = xe(1,2) - xc(:,2); % Initialize
r2 = dx.^2 + dy.^2; % Initialize
% Evaluate the RBF and its derivatives
we = exp(-ep^2*r2); w=we';
wex = (-2*ep^2*dx).*we; wx=wex';
wex = (-2*ep^2*dy).*we; wy=wey';
wex = (-2*ep^2).*we+(4*dx.^2*ep^4).*we; wxx=weex';
wex = (-2*ep^2).*we+(4*dy.^2*ep^4).*we; wyy=weyy';

8.3 Exercises

i. Run the following code

%------------------------------------------------------------------
close all
clear all
warning off
disp('-------------------------------------------------------')
M = 2; % space dimension
N = 17.^M; % number of scattered data
dsites1 = haltonset(M); % the type of data
dsites = dsites1(1:N,:);
neval = 40; % for evaluation points
npu = floor(((N)./(4))^(1/M)); % parameter for PU centres
rbf = @(ep, r) exp(-(ep*r).^2); % local kernel type
wf = @(ep,r) (max(1-(ep*r),0).^4).* ...
(4*(ep*r)+1); % define weight function
f = @(x) (x(:,1)+x(:,2)-1).^9; % the test function
rhs = f(dsites); % the function values
ep = 1; % the shape parameter
PU(M,dsites,neval,npu,rbf,wf,f,rhs,ep);

ii. Run the following code

%------------------------------------------------------------------
close all
clear all
warning off
disp('-------------------------------------------------------')
N = 81; % Number of central nodes
% Define the central nodes
load('data_demo');
neval = 40; % Number of evaluation points
ep = 1; % Define the shape parameters
% The test function and its laplacian
fun = @(x1,x2) sin(x1.^2+2*x2.^2)-sin(2*x1.^2+(x2-0.5).^2);
Lfun = @(x1,x2) 6*cos(x1.^2+2*x2.^2)-6*cos((x2-1/2).^2+2*x1.^2) ...
-4*x1.^2.*sin(x1.^2+2*x2.^2)-16*x2.^2.*sin(x1.^2+2*x2.^2) ...
+sin((x2-1/2).^2+2*x1.^2).*(2*x2-1).^2 ...
+16*x1.^2.*sin((x2-1/2).^2+2*x1.^2);
phi = @(ep,r) exp(-ep.^2.*r.^2); % The RBF
RMSE = LaplaceMain(N,x,neval,ep,fun,Lfun,phi);
fprintf('RMSE␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣␣%e␣
',RMSE);

iii. Repeat the exercises with the Inverse MultiQuadrics.
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