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Timetable: Course of 20 hours. Class meets on Thursday (lecture room) and Friday (lab),
14:30-16:30. First lecture on Thursday, January 17th, 2019.
Room: Thursday lectures: 318 DEI/G, Dept. of Information Engineering, DEI/G Building, 3rd
floor. Friday lectures: Te, Dept. of Information Engineering, DEI/G Building, 2nd floor.

Course requirements: Basics of Probability Theory. Basics of R Programming.

Examination and grading: Homework assignments and final project.

SSD:

Aim: The course will introduce fundamental topics in Bayesian reasoning and how they apply
to machine learning problems. In this course, we will present pros and cons of Bayesian ap-
proaches and we will develop a graphical tool to analyse the assumptions of these approaches
in classical machine learning problems such as classification and regression.

Course contents:

Introduction of classical machine learning problems.
1. Mathematical framework

2. Supervised and unsupervised learning

Bayesian decision theory

1. Two-category classification

2. Minimum-error-rate classification

3. Bayes decision theory

4. Decision surfaces

Estimation
1. Maximum Likelihood Estimation

2. Expectation Maximization

3. Maximum A Posteriori

4. Bayesian approach

Graphical models
1. Bayesian networks

2. Two-dimensional visualization

Evaluation
1. Measures of accuracy
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