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1 Introduction

In the late 1960s, D.W. Stroock and S.R.S. Varadhan introduced a way of
characterizing Markov processes, the martingale problem approach, which is
based on a mixture of probabilistic and analytic techniques. A process, or
rather its law, is determined by the martingale property of a certain class
of test processes. Those test processes are defined in terms of an operator
that, in the case of a Markov process, is a restriction of the infinitesimal
generator of the corresponding Markov semigroup. The martingale problem
approach is particularly useful when dealing with questions of approximation
and convergence in law for stochastic processes. The approach also allows
to establish the Markov property for a given process.

The purpose of these notes is to present basic ideas and results of the
Stroock-Varadhan theory, first in connection with Markov processes taking
values in a locally compact separable metric space, then in connection with a
class of continuous processes, namely Itô diffusions or solutions of Itô stochas-
tic differential equations. In Section 2, we recall the definition of martingale
and related notions and state the key observation of the theory, introducing
the kind of processes that will serve as test processes. In Section 3, the defi-
nition of solution of the martingale problem for an operator is given together
with results on existence and uniqueness of solutions; the connection with the
Markov property is discussed as well. In Section 4, the martingale problem
formulation for solutions of Itô stochastic differential equations is presented;
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the relationship between the respective concepts of existence and uniqueness
of solutions is explained. The martingale formulation allows, in particu-
lar, to obtain existence of solutions of stochastic differential equations under
mild assumptions on the coefficients, and to establish the Markov property.
Two applications to specific problems are sketched in Subsections 5.1 and
5.2, respectively. Results on weak convergence of probability measures are
collected in the appendix.

The main source for Sections 2 and 3 is Chapter 4 in Ethier and Kurtz
[1986], while Section 4 is based on Chapter 5, especially Section 5.4, in
Karatzas and Shreve [1991]; also see the work by Stroock and Varadhan
[1979] and the references therein. The book by Klenke [2008] is a useful
reference on background material. Subsection 5.1 is based on Example 26.29
in Klenke [2008, pp. 584-586]. The martingale approach in connection with
convergence of empirical measures sketched in Subsection 5.2 goes back at
least to Oelschläger [1984].

Table 1: Notation

X a topological space
B(X ) σ-algebra of Borel sets over X , i.e., smallest σ-algebra

containing all open (closed) subsets of X
P(X ) space of probability measures on B(X ), endowed with

topology of weak convergence of probability measures
C(X ) space of all continuous functions X → R
Cb(X ) space of all bounded continuous functions X → R
Cc(X ) space of all continuous functions X → R with compact

support
E or (E, d) locally compact separable metric space

B(E) Banach space (under sup norm) of all bounded Borel mea-
surable functions E → R

C0(E) Banach space (under sup norm) of all bounded continuous
functions E → R vanishing at infinity

Ck(Rd) space of all continuous functions Rd → R with continuous
partial derivatives up to order k

Ck
c (Rd) space of all continuous functions Rd → R with compact

support and continuous partial derivatives up to order k
T a subset of R, usually [0, T ] or [0,∞)
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C(T,X ) space of all continuous functions T→ X
D(T,X ) space of all càdlàg functions T → X (i.e., functions con-

tinuous from the right with limits from the left)
∧ minimum (as binary operator)

2 Martingales and a key observation

Let us first recall some basics on martingales. A stochastic basis is a pair
((Ω,F ,P), (Ft)t∈T) where (Ω,F ,P) is a probability space and (Ft)t∈T a fil-
tration in F .

Definition 2.1. A real-valued process (X(t))t∈T defined on a stochastic
basis ((Ω,F ,P), (Ft)t∈T) is called a martingale with respect to (Ft) if

(i) X(t) ∈ L1(Ω,Ft,P) for all t ∈ T;

(ii) E [X(t)|Fs] = X(s) P-almost surely for all s, t ∈ T with s ≤ t.

A real-valued process X is called a martingale if X is a martingale with
respect to (FXt ), the filtration generated by X.

Examples of martingales are the simple one-dimensional random walk
(with T = N0), the compensated Poisson process (N(t)−λt)t≥0, where N(.)

is a standard Poisson process with intensity λ > 0, and Brownian motion
(or Wiener process). If W is a one-dimensional Wiener process, then W (.)

and (W (t)2 − t)t≥0 are both martingales.
Let T = [0, T ] for some T > 0, let ((Ω,F ,P), (Ft)t∈T) be a stochastic

basis, and let Y ∈ L1(Ω,FT ,P). Set Y (t)
.
= E [Y |Ft], t ∈ [0, T ]. Then

(Y (t))t∈[0,T ] is a martingale with respect to (Ft).

Definition 2.2. A real-valued process (X(t))t∈T defined on a stochastic
basis ((Ω,F ,P), (Ft)t∈T) is called a submartingale with respect to (Ft) if

(i) X(t) ∈ L1(Ω,Ft,P) for all t ∈ T;

(ii) E [X(t)|Fs] ≥ X(s) P-almost surely for all s, t ∈ T with s ≤ t.

A real-valued process X is called a supermartingale if the process −X is
a submartingale. The following two facts explain the terminology.

A submartingale stays below the martingale: Let (X(t))t∈[0,T ] be a sub-
martingale with respect to (Ft). Set Y (t)

.
= E [X(T )|Ft]. Then (Y (t))t∈[0,T ]

is a martingale and X(t) ≤ Y (t) for all t ∈ [0, T ].
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Let f ∈ C(Rd) be subharmonic (i.e., ∆f ≥ 0) such that ∇f , ∆f have
subexponential growth. Let W be standard d-dimensional Brownian motion
(with respect to a filtration (Ft)). Then (f(W (t)))t≥0 is a submartingale
(with respect to (Ft)).

A useful tool in stochastic calculus is localization by stopping times.
There is a corresponding notion for martingales.

Definition 2.3. A real-valued process (X(t))t∈T defined on a stochastic
basis ((Ω,F ,P), (Ft)t∈T) is called a local martingale with respect to (Ft) if
there exists a non-decreasing sequence (τn)n∈N of (Ft)-stopping times such
that τn ↗ ∞ P-almost surely and, for every n ∈ N, (X(τn ∧ t))t∈T is an
(Ft)-martingale.

From now on T = [0,∞). Let X = ((Ω,F), (Ft)t≥0, (Px)x∈E , (X(t))t≥0)

be an E-valued Markov family, that is,

(i) (Ω,F) is a measurable space and (Ft) a filtration in F ,

(ii) for every x ∈ E, Px is a probability measure on F ,

(iii) for every B ∈ B(E), the mapping E 3 x 7→ Px(B) ∈ [0, 1] is measur-
able,

(iv) for all t ≥ s ≥ 0, every x ∈ E, every B ∈ B(E), Px (X(0) = x) = 1

and

Px (X(t) ∈ B|Fs) = PX(s) (X(t−s) ∈ B) Px -almost surely.

Remark 2.1. A Markov family is often realized on a canonical space. Three
standard choices, depending on regularity of the trajectories, are as follows:

a) Ω
.
= E[0,∞), F .

= ⊗[0,∞)B(E) for “wild” processes (no path regularity);

b) Ω
.
= D([0,∞), E) the space of càdlàg functions [0,∞) → E, F .

=

B(D([0,∞), E)), whereD([0,∞), E) is equipped with the Skorohod topol-
ogy (càdlàg processes);

c) Ω
.
= C([0,∞), E) the space of continuous functions [0,∞) → E, F .

=

B(C([0,∞), E)), where C([0,∞), E) is equipped with the topology of
uniform convergence on compacts (continuous processes).
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In all three cases, Ω is a space of functions on [0,∞), and the σ-algebra
F is generated by the one-dimensional projections. The process X(.) can
be chosen as the canonical (or coordinate) process, that is, X(t, ω)

.
= ω(t),

ω ∈ Ω, t ≥ 0. The filtration (Ft) becomes the canonical filtration (filtration
generated by the coordinate process). In order to determine a Markov family
it then remains to choose the family (Px) of probability measures on F .

Let P (., ., .) be the Markov kernel (transition probabilities) and (S(t))t≥0

the Markov (or transition) semigroup associated with the Markov family X.
Thus, for t ≥ 0, x ∈ E, B ∈ B(E), f ∈ B(E),

P (t, x,B) = Px (X(t) ∈ B) , S(t)(f)(x) = Ex
[
f
(
X(t)

)]
.

Suppose that X is such that (S(t))t≥0 is strongly continuous as a semigroup
on C0(E). Let A be its infinitesimal generator, that is, A is the linear
operator dom(A) ⊂ C0(E)→ C0(E) given by

dom(A)
.
=

{
f ∈ C0(E) : lim

h→0+

1

h
(S(f)(h)− f) exists in C0(E)

}
A(f)

.
= lim

h→0+

1

h
(S(f)(h)− f) , f ∈ dom(A).

For f ∈ dom(A) define a process Mf by

Mf (t)
.
= f(X(t))− f(X(0))−

∫ t

0
A(f)(X(s))ds, t ≥ 0.

Clearly, Mf is a real-valued (Ft)-adapted process with Mf (0) = 0 and tra-
jectories that are uniformly bounded on compact time intervals. Moreover,
if X has continuous trajectories, then Mf has continuous trajectories.

The following observation is the key to the characterization of Markov
processes in terms of martingale problems.

Proposition 2.1. Let f ∈ dom(A), x ∈ E. Then Mf is an (Ft)-martingale
under Px.

Proof. Since (S(t)) is strongly continuous, the mapping [0,∞)t 7→ S(t)(f) ∈
C0(E) is differentiable whenever f ∈ dom(A), and

d

dt
S(t)(f) = S(t)A(f) = AS(t)(f).

Let t ≥ s ≥ 0. It is enough to show that E [Mf (t)−Mf (s)|Fs] = 0, where
expectation is taken with respect to Px. We have, using Fubini’s theorem
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and the time derivative of S(.),

E [Mf (t)−Mf (s)|Fs]

= E [f(X(t))|Fs]− f(X(s))−E

[∫ t

s
A(f)(X(r))dr|Fs

]
=

∫
E
f(y)P (t−s,X(s), dy)− f(X(s))−

∫ t

s

∫
E
A(f)(y)P (r−s,X(s), dy)dr

= S(t−s)(f)(X(s))− f(X(s))−
∫ t

s
S(r−s)A(f)(X(s))dr

= S(t−s)(f)(X(s))− f(X(s))−
∫ t

s

d

dr
S(r−s)(f)(X(s))dr

= S(t−s)(f)(X(s))− f(X(s))− (S(t−s)(f)(X(s))− S(0)(f)(X(s)))

= 0.

3 Martingale problems

Let A : dom(A) ⊂ B(E)→ B(E) be a linear operator.

Definition 3.1. A triple ((Ω,F ,P), (Ft)t≥0, (X(t))t≥0) with ((Ω,F ,P), (Ft))
a stochastic basis and X an E-valued (Ft)-adapted stochastic process is a
solution of the martingale problem for A if, for all f ∈ dom(A),

Mf (t)
.
= f(X(t))− f(X(0))−

∫ t

0
A(f)(X(s))ds, t ≥ 0,

is a martingale with respect to (Ft).

If the filtration is not specified, it is understood to be the natural fil-
tration of the process X. Let us write ((Ω,F ,P), (Ft), X(.)) ∈ MP(A) if
((Ω,F ,P), (Ft), X(.)) is a solution of the martingale problem for A. Let
us write ((Ω,F ,P), (Ft), X(.)) ∈ MP(A, ν) if ν is a probability measure
on B(E), ((Ω,F ,P), (Ft), X(.)) ∈ MP(A) and P ◦(X(0))−1 = ν, that is,
((Ω,F ,P), (Ft), X(.)) is a solution of the martingale problem for A with ini-
tial distribution ν. We will sometimes write X ∈MP(A) or X ∈MP(A, ν)

with the obvious interpretation.
The following criterion for a process of the form of the test processes Mf

to be a martingale is sometimes useful.
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Lemma 3.1. Let ((Ω,F ,P), (Ft)) be a stochastic basis and (X(t))t≥0 be an
E-valued (Ft)-adapted stochastic process. Let f, g ∈ B(E), λ > 0. Then

f(X(t))−
∫ t

0
g(X(s))ds, t ≥ 0,

is a martingale with respect to (Ft) if and only if

e−λtf(X(t)) +

∫ t

0
e−λs (λf(X(s))− g(X(s))) ds, t ≥ 0.

is a martingale with respect to (Ft).

For a proof of Lemma 3.1, see §4.3.2 in Ethier and Kurtz [1986, pp. 174-
175].

If A is the infinitesimal generator of a Feller Markov process, then it is
dissipative (i.e., ‖λf−A(f)‖ ≥ λ‖f‖ for all λ > 0, f ∈ dom(A)). A converse
holds for operators A that admit solutions of the corresponding martingale
problem.

Proposition 3.1. Suppose A : dom(A) ⊂ B(E)→ B(E) is a linear operator
such that MP(A, δx) is non empty for every x ∈ E. Then A is dissipative.

Proof. Fix x ∈ E and let ((Ω,F ,P), (Ft), X(.)) ∈ MP(A, δx). Let λ > 0,
f ∈ dom(A). By Lemma 3.1,

e−λtf(X(t))−
∫ t

0
e−λs (λf(X(s))−A(f)(X(s))) ds, t ≥ 0,

is a martingale. Thus for all t ≥ 0,

E

[
e−λtf(X(t)) +

∫ t

0
e−λs (λf(X(s))−A(f)(X(s))) ds

]
= E [f(X(0))] .

Since E [f(X(0))] = f(x), letting t tend to infinity,

f(x) = E

[∫ ∞
0

e−λs (λf(X(s))−A(f)(X(s))) ds

]
Therefore,

|f(x)| ≤
∫ ∞

0
e−λs‖λf −A(f)‖ds =

1

λ
‖λf −A(f)‖,

hence λ‖f‖ ≤ ‖λf −A(f)‖.
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A martingale problem can only determine the law of its solution pro-
cesses. The law of a stochastic process is determined by its finite-dimensional
distributions.

Definition 3.2. Uniqueness is said to hold for the martingale problem for
(A, ν) if, whenever ((Ω,F ,P), (Ft), X(.)), ((Ω̃, F̃ , P̃), (F̃t), X̃(.)) are solu-
tions of the martingale problem for (A, ν), it follows that P ◦X−1 = P̃◦X̃−1.
Uniqueness is said to hold for the martingale problem for A if, for every
ν ∈ P(E), uniqueness holds for the martingale problem for (A, ν).

Definition 3.3. The martingale problem for (A, ν) is said to be well-posed
if MP(A, ν) is non-empty and uniqueness holds for the martingale problem
for (A, ν). The martingale problem for A is said to be well-posed if the
martingale problem for (A, ν) is well-posed for every ν ∈ P(E).

Remark 3.1. The solution processes are often required to have continuous
or càdlàg paths. In this case, a solution of the martingale problem corre-
sponds to a probability measure on the Borel sets of the canonical space
C([0,∞), E) or D([0,∞), E), the solution process being the corresponding
coordinate process. Martingale problems and the notions of uniqueness and
well-posedness can thus be restricted to C([0,∞), E) or D([0,∞), E).

Remark 3.2. To ensure that the martingale problem for A is well-posed it
is often enough to consider only initial distributions of the form δx for some
x ∈ E. In particular, if E is compact, then well-posedness of the martingale
problem for (A, δx) for all x ∈ E implies that the martingale problem for A
is well-posed.

Theorem 3.1. Let A : dom(A) ⊂ B(E) → B(E) be linear and dissipa-
tive, and let ν ∈ P(E). Set L .

= cl(dom(A)), that is, L is the closure of
dom(A) in B(E). Suppose that L is measure-determining1 and such that
cl(range(λ0 Id−A))) = L for some λ0 > 0. If ((Ω,F ,P), (Ft), X(.)) ∈
MP(A, ν), then ((Ω,F ,P), (Ft), X(.)) is a Markov process corresponding to
the semigroup on L generated by Ā, the closure of A, and uniqueness holds
for the martingale problem for (A, ν).

Theorem 3.1 is a version of Theorem 4.4.1 in Ethier and Kurtz [1986,
pp. 182-184].

1A subset L ⊂ B(E) is called measure-determining if
∫
fdµ =

∫
fdν for all f ∈ L

implies µ = ν, where µ, ν ∈ P(E).
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Remark 3.3. Suppose that A is the infinitesimal generator of a strongly
continuous contraction semigroup on C0(E). Then

(i) dom(A) is dense in C0(E), hence L = C0(E), and L is measure-
determining;

(ii) the resolvent set ρ(A) contains {λ ∈ C : <(λ) > 0}, hence range(λ Id−A) =

L for every λ > 0;

(iii) A is a closed operator, hence A = Ā.

In particular, if A : dom(A) ⊂ C0(E) → C0(E) is a Markov generator
associated with a Markov family ((Ω,F), (Ft), (Px)x∈E , X(.)) that has the
Feller property, then the assumptions of Theorem 3.1 are satisfied. Thus, for
every x ∈ E, ((Ω,F ,Px), (Ft), X(.)) is a solution of the martingale problem
for (A, δx), and uniqueness holds. Theorem 3.1 is formulated in order to be
applicable also to Markov pre-generators.

By Remark 3.3, uniqueness holds for the martingale problems associated
with a Markov (pre-)generator. Conversely, uniqueness of solutions for the
martingale problems associated with a linear operator A implies that the
solutions have the Markov property.

Theorem 3.2. Let A : dom(A) ⊂ B(E) → B(E) be linear. Assume that
uniqueness of solutions holds for MP(A). Then the following hold:

a) If ((Ω,F ,P), (Ft), X(.)) ∈ MP(A), then X(.) is a Markov process with
respect to (Ft).

b) Assume in addition that dom(A) ⊂ Cb(E). If ((Ω,F ,P), (Ft), X(.)) ∈
MP(A) such that X(.) has càdlàg trajectories, then X(.) is a strong
Markov process with respect to (Ft), that is, for all g ∈ B(E), all P-
almost surely finite (Ft)-stopping times τ , all t ≥ 0,

E [g(X(τ + t))|Fτ ] = E [g(X(τ + t))|X(τ)] .

Theorem 3.2 and Theorem 3.3 below are versions of Theorem 4.4.2 in
Ethier and Kurtz [1986, pp. 184-186].

Proof of Theorem 3.2 (sketch). a) Let ((Ω,F ,P), (Ft), X(.)) ∈MP(A). Let
t > s ≥ 0, g ∈ B(E) be arbitrary. We have to show that E [g(X(t))|Fs] =

E [g(X(t))|X(s)]. It is enough to show that

E [1Γ0 E [g(X(t))|Fs]] = E [1Γ0 E [g(X(t))|X(s)]] (3.1)
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for all Γ0 ∈ Fs such that P(Γ0) > 0. Fix such an event Γ0 ∈ Fs. Define
probability measures P1, P2 on F by

P1(Γ)
.
=

1

P(Γ0)
E [1Γ0 E [1Γ|Fs]] , P2(Γ)

.
=

1

P(Γ0)
E [1Γ0 E [1Γ|X(s)]] .

Set Y (t)
.
= X(t+s) and F̃t

.
= Fs+t, t ≥ 0. Let ν be the conditional distribu-

tion of X(s) given Γ0, that is,

ν(B)
.
= P (X(s) ∈ B|Γ0) , B ∈ B(E).

We check that ((Ω,F ,P1), (F̃t), Y (.)), ((Ω,F ,P2), (F̃t), Y (.)) are both so-
lutions of the martingale problem for (A, ν). As to the initial distribution,
since Y (0) is Fs-measurable, we have for all B ∈ B(E),

P1 (Y (0) ∈ B) =
1

P(Γ0)
E
[
1Γ0 E

[
1{Y (0)∈B}|Fs

]]
=

1

P(Γ0)
E
[
1Γ0∩{Y (0)∈B}

]
= P (X(s) ∈ B|Γ0) ,

hence P1 ◦(Y (0))−1 = ν. Similarly, since Y (0) is also σ(X(s))-measurable,
P2 ◦(Y (0))−1 = ν. As to the martingale property, let n ∈ N, 0 ≤ t0 < . . . <

tn < tn+1, h0, . . . , hn ∈ B(E), f ∈ dom(A) be arbitrary elements; set

Ψ(Y )
.
=

(
f(Y (tn+1))− f(Y (tn))−

∫ tn+1

tn

A(f)(Y (r))dr

) n∏
i=0

hi(Y (ti)).

Since ((Ω,F ,P), (Ft), X(.)) ∈MP(A), we have

E [Ψ(Y )|Fs] = E [Ψ(X(s+ .))|Fs] = 0.

This implies
EP1 [Ψ(Y )] = 0 = EP2 [Ψ(Y )] ,

which establishes the martingale property. By hypothesis, uniqueness holds
forMP(A, ν). This means, in particular, that any two solutions ofMP(A, ν)

have the same one-dimensional distributions. Since ((Ω,F ,P1), (F̃t), Y (.)),
((Ω,F ,P2), (F̃t), Y (.)) are both solutions of MP(A, ν), it follows that, for
all t ≥ 0, all g ∈ B(E),

EP1 [g(Y (t))] = EP1 [g(Y (t))] ,
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which implies (3.1).
b) The argument is similar to a). Instead of E [Ψ(X(s+ .))|Fs] = 0

one uses the fact that E [Ψ(X(τ+ .))|Fτ ] = 0 for any P-almost surely finite
stopping time τ ; this is a consequence of the stopping (optional sampling)
theorem and the boundedness of Ψ(X(τ+.)). The hypothesis that dom(A) ⊂
Cb(E) guarantees that Ψ(X(τ+ .)) has càdlàg trajectories whenever X(.)

has càdlàg trajectories.

Uniqueness of solutions for a martingale problem (A, ν) means that any
two solutions have the same finite-dimensional distributions. It is actually
enough to check that all one-dimensional marginal distributions coincide.
Notice that, in the proof of Theorem 3.2, only uniqueness of one-dimensional
distributions was used.

Theorem 3.3. Let A : dom(A) ⊂ B(E) → B(E) be linear. Suppose that,
whenever ν ∈ P(E) and ((Ω,F ,P), (Ft), X(.)), ((Ω̄, F̄ , P̄), (F̄t), X̄(.)) are in
MP(A, ν), it holds that

P (X(t) ∈ B) = P̄
(
X̄(t) ∈ B

)
for all t ≥ 0, all B ∈ B(E).

Then uniqueness holds for MP(A).

Proof (sketch). Let ((Ω,F ,P), (Ft), X(.)), ((Ω̃, F̃ , P̃), (F̃t), X̃(.)) be solutions
of the martingale problem for (A, ν). In order to check that P ◦X−1 =

P̃ ◦ X̃−1, it is enough to show that for every n ∈ N,

EP

[
n∏
i=1

gi(X(ti))

]
= EP̃

[
n∏
i=1

gi(X̃(ti))

]
(3.2)

for all 0 ≤ t1 < . . . < tn, all g1, . . . , gn ∈ B(E). It suffices to consider
strictly positive test functions g1, . . . , gn. Show (3.2) by induction over n.
By hypothesis, (3.2) holds if n = 1.

Induction step n → n + 1. Let 0 ≤ t1 < . . . < tn, and let g1, . . . , gn ∈
B(E) be strictly positive. Define probability measures Q, Q̃ on F and F̃ ,
respectively, by

Q(Γ)
.
=

1

EP [
∏n
i=1 gi(X(ti))]

EP

[
1Γ ·

n∏
i=1

gi(X(ti))

]
, Γ ∈ F ,

Q̃(Γ̃)
.
=

1

EP̃

[∏n
i=1 gi(X̃(ti))

] EP̃

[
1Γ̃ ·

n∏
i=1

gi(X̃(ti))

]
, Γ̃ ∈ F̃ .
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Set Y (t)
.
= X(tn+t), Ỹ (t)

.
= X̃(tn+t), t ≥ 0. As in the proof of Theorem 3.2,

one shows that ((Ω,F , Q), (Ftn+t), Y (.)), ((Ω̃, F̃ , Q̃), (F̃tn+t), X̃(.)) are both
in MP(A). By induction hypothesis, it follows that

EQ [g(Y (0))] = E
[
g(Ỹ (0))

]
for all g ∈ B(E) with g > 0. This implies Q◦ (Y (0))−1 = Q̃◦ (Ỹ (0))−1, that
is, the two initial distributions coincide. Using the hypothesis on uniqueness
of one-dimensional distributions, one sees that, for g ∈ B(E),

EQ [g(Y (t))] = E
[
g(Ỹ (t))

]
for all t ≥ 0.

Consequently, again using the induction hypothesis,

EP

[
g(X(t))

n∏
i=1

gi(X(ti))

]
= EP̃

[
g(X̃(t))

n∏
i=1

gi(X̃(ti))

]
,

which establishes (3.2) for n+ 1.

Theorem 3.3 sometimes allows to link uniqueness for the martingale prob-
lems associated with one operator to existence of solutions of the martingale
problems for a second operator.

Definition 3.4. Let A : dom(A) ⊂ B(E)→ B(E), Ã : dom(Ã) ⊂ B(Ẽ)→
B(Ẽ) be linear operators, where (Ẽ, d̃) is a second locally compact separable
metric space. Let ν ∈ P(E), ν̃ ∈ P(Ẽ), and let H : E × Ẽ → C be
measurable. The martingale problems for (A, ν) and (Ã, ν̃) are said to be dual
with respect to the duality function H if, whenever ((Ω,F ,P), (Ft), X(.)) ∈
MP(A, ν), ((Ω̃, F̃ , P̃), (F̃t), Y (.)) ∈MP(Ã, ν̃), it holds that∫

Ẽ
EP [H(X(t), y)] ν̃(dy) =

∫
E
EP̃ [H(x, Y (t))] ν(dx).

The duality relation introduced in Definition 3.4 can sometimes be used
to prove that uniqueness holds for a martingale problem, which in general is
more difficult to establish than existence of solutions.

Theorem 3.4. Suppose that (E, d) is complete (in addition to being sepa-
rable and locally compact). Let A : dom(A) ⊂ B(E)→ B(E), Ã : dom(Ã) ⊂
B(Ẽ) → B(Ẽ) be linear operators. Let H : E × Ẽ → C be measurable such
that the set {H(., y) : y ∈ Ẽ} is measure-determining for P(E). Suppose
that, for every y ∈ Ẽ, every ν ∈ P(E) with compact support, the martingale
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problems for (A, ν) and (Ã, δy) are dual with respect to H. If MP(Ã, δy) is
non-empty for all y ∈ Ẽ, then, given any ν ∈ P(E), uniqueness holds for
MP(A, ν).

Theorem 3.4 is a simplified version of Proposition 4.4.7 in Ethier and
Kurtz [1986, pp. 189-190].

Proof of Theorem 3.4. For y ∈ Ẽ, let (. . . , Yy(.)) be a solution of the mar-
tingale problem for (Ã, δy); by hypothesis, MP(Ã, δy) is non-empty. Let ν ∈
P(E) with compact support. If ((Ω,F ,P), (Ft), X(.)), ((Ω̄, F̄ , P̄), (F̄t), X̄(.))

are two solutions of the martingale problem for (A, ν), then for all t ≥ 0, all
y ∈ Ẽ,

EP [H(X(t), y)] =

∫
E
Ey [H(x, Yy(t))] ν(dx) = EP̄

[
H(X̄(t), y)

]
.

Since {H(., y) : y ∈ Ẽ} is measure-determining by hypothesis, it follows that
the one-dimensional distributions of any two solutions of MP(A, ν) coincide.
By Theorem 3.3, this implies that uniqueness holds for MP(A, ν).

Uniqueness forMP(A, ν) when ν does not have compact support is estab-
lished by an approximation (conditioning) argument using the fact that any
probability measure on a complete and separable metric space is tight.

4 Stochastic differential equations

Let b : Rd → Rd, σ : Rd → Rd×d1 be measurable functions. The stochastic
differential equation of Itô type associated with b, σ can be written formally
as

dX(t) = b(X(t))dt+ σ(X(t))dW (t), (4.1)

where W is a standard Wiener process. Definition 4.1 makes rigorous the
idea of solutions of Equation (4.1).

Definition 4.1. A quadruple ((Ω,F ,P), (Ft),W (.), X(.)) is a solution of
the stochastic differential equation associated with (b, σ) if

(i) (Ω,F ,P) is a probability space,

(ii) (Ft) is a filtration in F (satisfying the usual conditions),

(iii) W is a d1-dimensional Wiener process with respect to (Ft),

13



(iv) X is an (Ft)-adapted Rd-valued continuous process such that the pro-
cesses b(X(.)), σ(X(.)) are integrable and, P-almost surely,

X(t) = X(0) +

∫ t

0
b(X(s))ds+

∫ t

0
σ(X(s))dW (s), t ≥ 0.

The integrability condition in Definition 4.1 means that for all T > 0, all
i ∈ {1, . . . , d}, all j ∈ {1, . . . , d1},

P

(∫ T

0
|bi(X(s))|ds <∞

)
= 1, P

(∫ T

0
|σij(X(s))|2ds <∞

)
= 1.

That condition ensures that the integrals (Lebesgue and Itô, respectively)
appearing in the equation

X(t) = X(0) +

∫ t

0
b(X(s))ds+

∫ t

0
σ(X(s))dW (s) (4.2)

are well-defined for all t ≥ 0. The integral equation (4.2) gives a rigorous
meaning to the differential equation (4.1).

Let us write ((Ω,F ,P), (Ft),W (.), X(.)) ∈ SDE(b, σ) to indicate
that ((Ω,F ,P), (Ft),W (.), X(.)) is a solution of the stochastic differen-
tial equation associated with (b, σ). Given a distribution ν ∈ P(Rd),
let us write ((Ω,F ,P), (Ft),W (.), X(.)) ∈ SDE(b, σ; ν) to indicate that
((Ω,F ,P), (Ft),W (.), X(.)) is a solution of the stochastic differential equa-
tion associated with (b, σ) such that P ◦(X(0))−1 = ν; that is, the solution
has initial distribution ν.

The notion of solution introduced in Definition 4.1 is that of a weak
solution. A solution ((Ω,F ,P), (Ft),W (.), X(.)) ∈ SDE(b, σ) is called a
strong solution of the stochastic differential equation associated with (b, σ)

if X(.) is adapted to the (augmentation of) the filtration generated by the
Wiener process W and the initial condition X(0), that is, the filtration

Gt
.
= σ(X(0),W (s), events of measure zero : s ≤ t), t ≥ 0.

Two notions of uniqueness are relevant for stochastic differential equa-
tions.

Definition 4.2. Pathwise uniqueness is said to hold for the
stochastic differential equation associated with (b, σ) if, whenever
((Ω,F ,P), (Ft),W (.), X(.)), ((Ω,F ,P), (F̃t),W (.), X̃(.)) are two solu-
tions of SDE(b, σ) such that X(0) = X̃(0) P-almost surely, it follows
that

P
(
X(t) = X̃(t) for all t ≥ 0

)
= 1.
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Definition 4.3. Uniqueness in law (or weak uniqueness) is said to hold
for the stochastic differential equation associated with (b, σ) if, whenever
((Ω,F ,P), (Ft),W (.), X(.)), ((Ω̃, F̃ , P̃), (F̃t), W̃ (.), X̃(.)) are two solutions
of SDE(b, σ) such that P ◦(X(0))−1 = P̃ ◦ (X̃(0))−1, it follows that
P ◦X−1 = P̃ ◦ X̃−1.

For pathwise uniqueness, only solutions of the SDE associated with (b, σ)

that differ in the solution process (and possibly the filtration) are compared.
In particular, the driving Wiener process is the same. Pathwise uniqueness
holds if almost sure equality of the initial condition implies almost sure
equality of the solution trajectories. For uniqueness in law, on the other
hand, any two solutions of the SDE associated with (b, σ) are compared.
Uniqueness in law holds if having the same initial distribution implies that
the solution processes have the same law or, equivalently, the same finite-
dimensional distributions.

Remark 4.1. If the coefficients b, σ are globally Lipschitz continuous, then
pathwise uniqueness holds for the stochastic differential equation associated
with b, σ and, given any ν ∈ P(Rd), SDE(b, σ; ν) contains a strong solution.
This is the basic existence and uniqueness result for Itô stochastic differential
equations; see, for instance, Section 5.2.B in Karatzas and Shreve [1991,
pp. 286-291]. The global Lipschitz condition can be relaxed in that b, σ need
only be locally Lipschitz continuous provided they satisfy a sublinear growth
condition.

Remark 4.2. Tanaka’s example: Consider the equation

X(t) = X(0) +

∫ t

0
sgn(X(s))dW (s), t ≥ 0, (4.3)

where sgn(x)
.
= 1(0,∞)(x) − 1(−∞,0](x), x ∈ R, is the sign function and W

is a standard one-dimensional Wiener process. Equation (4.3) corresponds
to a stochastic differential equation with d = d1 = 1 and coefficients b ≡
0, σ(x) = sgn(x). Using Lèvy’s characterization of Brownian motion [e.g.
Karatzas and Shreve, 1991, p. 157], one sees that weak uniqueness holds for
the stochastic differential equation associated with (0, sgn). Fixing an initial
distribution, for simplicity δ0, it can be shown [e.g. Karatzas and Shreve,
1991, pp. 301-302] that Equation (4.3) admits a (weak) solution, but no
strong solution; in particular, SDE(0, sgn; δ0) is non-empty but contains no
strong solution.
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Pathwise uniqueness implies uniqueness in law. Pathwise uniqueness
plus existence of (weak) solutions imply existence of strong solutions. In
this situation, any solution of SDE(b, σ) is actually a strong solution, as
Theorem 4.1 shows.

Theorem 4.1 (Yamada&Watanabe, Kallenberg). Suppose that pathwise
uniqueness holds for the stochastic differential equation associated with (b, σ)

and that SDE(b, σ; δx) is non-empty given any x ∈ Rd. Then there exists
a Borel measurable map h : Rd × C([0,∞),Rd1) → C([0,∞),Rd) which is
progressive such that, given any ((Ω,F ,P), (Ft),W (.), X(.)) ∈ SDE(b, σ), it
holds for P-almost all ω ∈ Ω,

X(t, ω) = h (X(0, ω),W (., ω)) (t) for all t ≥ 0.

Moreover, if ((Ω,F ,P), (Ft)) is a stochastic basis carrying a d1-dimensional
(Ft)-Wiener process W (.) and an Rd-valued F0-measurable random variable
ξ, then

X̃(t, ω)
.
= h (ξ(ω),W (., ω)) (t), (t, ω) ∈ [0,∞)× Ω,

defines a strong solution of SDE(b, σ) with initial condition X̃(0) = ξ P-
almost surely.

For a proof of Theorem 4.1 see Kallenberg [1996], where the measurable
dependence on the initial condition is established. Also see the original work
by Yamada and Watanabe [1971] and Section 5.3.D in Karatzas and Shreve
[1991, pp. 308-311].

Suppose that SDE(b, σ) is non-empty, and let ((Ω,F ,P), (Ft),W (.), X(.)) ∈
SDE(b, σ). Let f ∈ C2(Rd). By Itô’s formula, for t ≥ 0,

f(X(t))− f(X(0))

=
d∑
i=1

∫ t

0

∂f

∂xi
(X(s))dXi(s) +

1

2

d∑
i,j=1

∫ t

0

∂2f

∂xi∂xj
(X(s))d〈Xi(s), Xj(s)〉

=
d∑
i=1

∫ t

0

∂f

∂xi
(X(s))bi(X(s))ds+

1

2

d∑
i,j=1

∫ t

0

∂2f

∂xi∂xj
(X(s))(σσT)ij(X(s))ds

+

d∑
i=1

d1∑
k=1

∫ t

0

∂f

∂xi
(X(s))σik(X(s))dWk(s)

=

∫ t

0
A(f)(X(s))ds+

∫ t

0
∇f(X(s)) · σ(X(s))dW (s),
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where A = A(b,σ) is given by

A(f)(x)
.
=

d∑
i=1

bi(x)
∂f

∂xi
(x)︸ ︷︷ ︸

=〈b(x),∇f(x)〉

+
1

2

d∑
i,j=1

(σσT)ij(x)
∂2f

∂xi∂xj
(x)︸ ︷︷ ︸

=trace(D2f(x)(σσT)(x))

. (4.4)

Observe that A is a second-order linear partial differential operator.
The stochastic integral process

∫ .
0∇f(X(s)) · σ(X(s))dW (s) is a contin-

uous local martingale with respect to (Ft). The process

Mf (t)
.
= f(X(t))− f(X(0))−

∫ t

0
A(f)(X(s))ds, t ≥ 0, (4.5)

is therefore a continuous local martingale (starting in zero). If f is differ-
entiable with compact support and b, σ are bounded on compact sets, then∫ .

0∇f(X(s)) ·σ(X(s))dW (s) is a true martingale, hence Mf is a martingale.
Consequently, ((Ω,F ,P), (Ft), X(.)) is a solution of the local martingale
problem for (A, ν) with dom(A) = C2(Rd), where ν .

= P ◦(X(0))−1. If b, σ
are bounded on compact sets, then ((Ω,F ,P), (Ft), X(.)) is a solution of the
martingale problem for (A, ν) with dom(A) = C2

c(Rd). Actually, there is
equivalence between weak solutions of a stochastic differential equation and
solutions of the martingale problem for the associated operator provided that
only continuous solution processes are considered.

Theorem 4.2. Let A be the differential operator associated with b, σ, and
let ν ∈ P(Rd).

a) There exists a solution of SDE(b, σ; ν) if and only if there exists a solution
in C([0,∞),Rd) of the local martingale problem for (A, ν) with dom(A) =

C2(Rd).

b) If there is a solution in C([0,∞),Rd) of MP(A, ν) with dom(A) =

C2
c(Rd), then there exists a solution of SDE(b, σ; ν). If b, σ are bounded

on compacts, then equivalence holds as in a).

c) Uniqueness holds for the (local) martingale problem for A if and only if
uniqueness in law holds for SDE(b, σ).

Proof (sketch). By Itô’s formula, a solution of SDE(b, σ; ν) gives rise to a
solution in C([0,∞),Rd) of the (local) martingale problem for (A, ν). The
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difficulty in showing the converse implication lies in constructing a driving
Wiener process for the stochastic differential equation.

In order to show “local MP→ SDE,” suppose that ((Ω,F ,P), (Ft), X(.))

is a solution of the local martingale problem for (A, ν) with dom(A) =

C2(Rd). ThenMf as given by (4.5) is a local martingale for any f ∈ C2(Rd),
in particular, for functions f of the form f(x) = xi or f(x) = xi · xj ,
i, j ∈ {1, . . . , d}. Consequently,

Y (t)
.
= X(t)−X(0)−

∫ t

0
b(X(s))ds, t ≥ 0,

is a d-dimensional vector of continuous local martingales. If d = d1 and σ(x)

is invertible for every x ∈ Rd, then

W (t)
.
=

∫ t

0
σ−1(X(s))dY (s), t ≥ 0,

is well-defined. Being the stochastic integral with respect to a continuous
local martingale, W is a continuous local martingale. Using the martingale
property of Mf for the test functions f(x) = xi · xj , one computes the
quadratic covariations of W and concludes, using Lèvy’s characterization of
Brownian motion, that W is a d1-dimensional Wiener process. The proof
in the general case relies on introducing an auxiliary independent Wiener
process and the use of a martingale representation theorem [cf. Karatzas
and Shreve, 1991, pp. 315-317].

Part c) is a consequence of a) and b), respectively, since the solution
process is the same for the (local) martingale problem as for the stochastic
differential equation.

Remark 4.3. The domain of the differential operator A can be restricted
from C2(Rd) to C∞(Rd) and from C2

c(Rd) to C∞c (Rd), respectively.

Remark 4.4 (Markov property). By Theorem 3.2, uniqueness for the mar-
tingale problem implies the Markov property for its solutions. In view of
Theorem 4.2, if b, σ are bounded on compacts and such that uniqueness in
law holds for SDE(b, σ), then any solution of SDE(b, σ) possesses the strong
Markov property.

Uniqueness for the martingale problem for the differential operator A is
related to existence of a solutions for a Cauchy problem associated withA; cf.
Section 5.4.E in Karatzas and Shreve [1991, pp. 325-327]. Theorem 4.3 below
should also be compared to the general duality result given in Theorem 3.4.
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Theorem 4.3 (Stroock&Varadhan). Let A be the differential operator as-
sociated with b, σ. Suppose b, σ are such that, for every f ∈ C∞c (Rd), the
Cauchy problem∂u

∂t (t, x) = A(u)(t, x) if (t, x) ∈ (0,∞)× Rd,

u(0, x) = f(x) if (t, x) ∈ {0} × Rd,

has a solution uf ∈ C1,2((0,∞) × Rd) ∩C([0,∞) × Rd) that is bounded on
any strip of the form [0, T ]× Rd. Then, for every x ∈ Rd, uniqueness holds
in C([0,∞),Rd) for MP(A, δx) with dom(A) = C∞c (Rd).

Proof. Let x ∈ Rd. Suppose ((Ω,F ,P), (Ft), X(.)), ((Ω̃, F̃ , P̃), (F̃t), X̃(.))

are two solutions of MP(A, δx) such that X, X̃ are continuous. Fix T > 0,
let f ∈ C∞c (Rd), and set g(t, x)

.
= uf (T − t, x), (t, x) ∈ [0, T ] × Rd. Then

g ∈ C1,2((0, T )× Rd) ∩Cb([0,∞)× Rd) with

∂g

∂t
= −A(g) in (0, T )× Rd, g(T, .) = f(.).

By (the proof of) Theorem 4.2 (solution of MP yields solution of SDE),
there exists a d1-dimensional Wiener process on (an extension of) (Ω,F ,P)

such that, P-almost surely,

X(t) = X(0) +

∫ t

0
b(X(s))ds+

∫ t

0
σ(X(s))dW (s), t ≥ 0.

An analogous representation holds for X̃(.). By Itô’s formula, the processes
(g(t,X(t)))t∈[0,T ] and (g(t, X̃(t)))t∈[0,T ] are local martingales under P and P̃,
respectively; g being bounded, they are actually martingales. In particular,
since X(0) = x P-almost surely and X̃(0) = x P̃-almost surely,

EP [g(T,X(T ))] = EP [g(0, X(0))] = g(0, x),

EP̃

[
g(T, X̃(T ))

]
= EP̃

[
g(0, X̃(0))

]
= g(0, x).

Since g(T, .) = f(.), it follows that

EP [f(X(T ))] = EP̃

[
f(X̃(T ))

]
.

This equality is valid for all T ≥ 0, all f ∈ C∞c (Rd). Since C∞c (Rd) is
measure-determining, it follows that the one-dimensional distributions of
the two solution processes coincide. Thus Theorem 3.3 applies, showing that
uniqueness holds for MP(A, δx).
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Remark 4.5. A sufficient condition for the existence of (smooth) solutions
of the Cauchy problem as required in the assumptions of Theorem 4.3 is as
follows. The coefficients b, σ are bounded and Hölder continuous, and the
diffusion matrix σσT is uniformly positive definite, that is,

∃c > 0 : ∀x, ξ ∈ Rd : ξTσσT(x)ξ ≥ c|ξ|2.

A proof can be found, for instance, in Chapter 1 of Friedman [1964, pp. 1-32];
see in particular Theorems 10 and 12 there.

Existence of solutions of the martingale problem associated with the co-
efficients b, σ can be established using a discretization procedure and weak
convergence of processes; cf. Theorem 6.1.6 in Stroock and Varadhan [1979,
pp. 143-145] and Section 5.4.D in Karatzas and Shreve [1991, pp. 323-325].

Theorem 4.4 (Stroock&Varadhan). Let A be the differential operator as-
sociated with b, σ. Assume that b, σ are bounded and continuous. Let ν ∈
P(Rd). Then there exists a solution of MP(A, ν) with dom(A) ⊂ C2

c(Rd).

Proof. Let ((Ω,F ,P), (Ft)) be a stochastic basis carrying a d1-dimensional
(Ft)-Wiener process W (.) and an Rd-valued F0-measurable random variable
ξ such that P ◦ξ−1 = ν. For n ∈ N, define a process X(n) recursively by
X(n)(0)

.
= ξ and, if t ∈ (tnj , t

n
j ] for some j ∈ N0 where tnj

.
= j · 2−n,

X(n)(t)
.
= X(n)(tnj ) + b(X(n)(tnj ))

(
t− tnj

)
+ σ(X(n)(tnj ))

(
W (t)−W (tnj )

)
.

Then X(n) is (Ft)-adapted, continuous, and it solves the integral equation

X(n)(t) = ξ +

∫ t

0
b(n)(s,X(n)(.))ds+

∫ t

0
σ(n)(s,X(n)(.))dW (s),

where b(n) : [0,∞) × C([0,∞),Rd) → Rd, σ(n) : [0,∞) × C([0,∞),Rd) →
Rd×d1 are progressive functionals given by

b(n)(t, φ)
.
= b(φ(btcn)), σ(n)(t, φ)

.
= σ(φ(btcn));

here b.cn is the projection on the dyadic mesh of order n, that is, btcn
.
= tnj(t)

with j(t) ∈ N0 such that t ∈ [tnj(t), t
n
j(t)+1).

Set θn
.
= P ◦(X(n))−1. Thus θn ∈ P(C([0,∞),Rd)) is the law of X(n) un-

der P. Use Kolmogorov’s condition (Theorem A.5)2 to check that the family
2To establish relative compactness, one could directly use the characterization of The-

orem A.4 together with an estimate on the moments of the modulus of continuity of the
underlying Itô diffusions; see, for instance, Fischer & Nappo, “On the moments of the
modulus of continuity of Itô processes,” Stoch. Anal. Appl., 28(1), 103–122, 2010.
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(θn)n∈N is relatively compact in P(C([0,∞),Rd)). Consequently, (θn)n∈N

has limit points with respect to the topology of weak convergence of proba-
bility measures. Let θ ∈ P(C([0,∞),Rd)) be a limit point; we may assume
that θn

w→ θ as n → ∞, otherwise choose a convergent subsequence and
relabel the indices.

Define operators A(n) : [0,∞)×C2
c(Rd)→ Cb(C([0,∞),Rd)) by

A(n)
t (f)(φ)

.
=

d∑
i=1

b
(n)
i (t, φ)

∂f

∂xi
(φ(t))+

1

2

d∑
i,j=1

(σ(n)σ(n)T)ij(t, φ)
∂2f

∂xi∂xj
(φ(t)).

For f ∈ C2
c(Rd), define processes Mf (.), M (n)

f (.) on the canonical space
(C([0,∞),Rd),B(C([0,∞),Rd)) by

Mf (t, φ)
.
= f(φ(t))− f(φ(0))−

∫ t

0
A(f)(φ(s))ds,

M
(n)
f (t, φ)

.
= f(φ(t))− f(φ(0))−

∫ t

0
A(n)
s (f)(φ)ds.

Denote by Φ : [0,∞) × C([0,∞),Rd) → Rd the canonical process given by
Φ(t, φ)

.
= φ(t), and let (Bt) denote the canonical filtration in B(C([0,∞),Rd)),

that is, Bt
.
= σ(Φ(s) : s ≤ t), t ≥ 0. By Itô’s formula and the boundedness

of the coefficients,

f(X(n)(t))− f(X(n)(0))−
∫ t

0
As(f)(X(n)(.))ds, t ≥ 0,

is a martingale with respect to (Ft) under P. Since P ◦(X(n))−1 = θn, this
implies that M (n)

f is a martingale with respect to (the θn-augmentation of)
(Bt) under θn.

We want to show that, for every f ∈ C2
c(Rd), Mf is a (Bt)-martingale

under θ. Let t > s ≥ 0, and let G ∈ Cb(C([0,∞),Rd)) be Bs-measurable; it
is then enough to show that

Eθ [(Mf (t)−Mf (s)) ·G] = 0. (4.6)

Since Mf (r), M (n)
f (r) are in Cb(C([0,∞),Rd)) for all r ≥ 0, the mapping

theorem for weak convergence implies that

Eθn [(Mf (t)−Mf (s)) ·G]
n→∞−→ Eθ [(Mf (t)−Mf (s)) ·G] .

It is not difficult to check that M (n)
f (r)→ Mf (r) uniformly on compacts in

C([0,∞),Rd), given any r ≥ 0. Since (θn)n∈N is tight, this implies that

lim
n→∞

Eθn

[(
Mf (t)−Mf (s)−M (n)

f (t) +M
(n)
f (s)

)
·G
]

= 0.
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By the martingale property of M (n)
f under θn,

Eθn

[(
M

(n)
f (t)−M (n)

f (s)
)
·G
]

= 0,

hence

Eθn [(Mf (t)−Mf (s)) ·G]

= Eθn

[(
Mf (t)−Mf (s)−M (n)

f (t) +M
(n)
f (s)

)
·G
]
.

Consequently,

Eθ [(Mf (t)−Mf (s)) ·G] = lim
n→∞

Eθn [(Mf (t)−Mf (s)) ·G] = 0,

which establishes (4.6).

5 Two examples

5.1 Uniqueness in law for the Wright-Fisher diffusion

This example is taken from Klenke [2008, pp. 584-586]. Consider the scalar
equation (in differential form)

dX(t) = 1[0,1](X(t)) ·
√
γ(1−X(t))X(t)dW (t), (5.1)

where W is a one-dimensional Wiener process and γ > 0 a parameter. The
coefficients of the stochastic differential equation (5.1) are thus b ≡ 0 and
σ(x)

.
= 1[0,1](x) ·

√
γ(1− x)x, x ∈ R. Notice that σ is bounded and contin-

uous. The associated differential operator A is given by

A(f)(x)
.
=
γ

2
1[0,1](x) · (1− x)xf ′′(x), x ∈ R,

with dom(A) = C2
c(R). By Theorem 4.4 and part b) of Theorem 4.2, Equa-

tion (5.1) possesses a (weak) solution for any given initial distribution. It is
intuitively clear and not hard to show that, if ((Ω,F ,P), (Ft),W (.), X(.)) is
a solution of (5.1) such that X(0) ∈ [0, 1] P-almost surely, then X(t) ∈ [0, 1]

for all t ≥ 0 with probability one.
We want to show that uniqueness in law holds for (5.1) given any deter-

ministic initial condition in [0, 1]. In view of Theorem 4.2, it is enough to
show that uniqueness holds for MP(A, δx) for every x ∈ [0, 1]. We may and
will restrict the domain of A to dom(A) = C2

c([0, 1]).
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Let X(.) be the canonical process on C
.
= C([0,∞), [0, 1]), let (Bt) be the

canonical filtration. For x ∈ [0, 1], let Px be a probability measure on B(C)

such that ((C,B(C),Px), (Bt), X(.)) ∈MP(A, δx). Let Y be the canonical
process on D

.
= D([0,∞),N). For n ∈ N, let P̃n be a probability measure on

B(D) such that Y is an N-valued Markov process with Y (0) = n P̃n-almost
surely and rate matrix

q(k, l) =


γ
(
k
2

)
if l = k − 1,

−γ
(
k
2

)
if l = k,

0 otherwise.

(5.2)

Thus, under P̃n, Y starts in state n and jumps downward in steps of one
(with rates given by q(k, k−1)) until it reaches state one. Define a duality
function H : [0, 1] × N → R by H(x, n)

.
= xn. Notice that (H(., n))n∈N is

measure-determining for P([0, 1]). For x ∈ [0, 1], n ∈ N, t ≥ 0, set

mx,n(t)
.
= EPx [H(X(t), n)] = EPx [(X(t))n] ,

gx,n(t)
.
= EP̃n

[H(x, Y (t))] = EP̃n

[
xY (t)

]
,

and show that mx,n(.) = gx,n(.). As in the proof of Theorem 3.4 (considering
only Dirac distributions), this implies that uniqueness holds for MP(A, δx),
every x ∈ [0, 1].

Fix x ∈ [0, 1]. Notice that X is a martingale under Px, hence mx,1(t) =

EPx [X(0)] = x. For n ∈ N \ {1}, by Itô’s formula,

(X(t))n = (X(0))n +

∫ t

0
n(X(s))n−1

√
γ(1−X(s))X(s)dW (s)

+
γ

2

∫ t

0
n(n− 1)(X(s))n−2(1−X(s))X(s)ds.

Therefore, taking expectations with respect to Px on both sides,

mx,n(t) = xn + 0 + γ

(
n

2

)∫ t

0
(mx,n−1(s)−mx,n(s)) ds.

It follows that the functions mx,n(.), n ∈ N, solve the system of linear ordi-
nary differential equations

d

dt
mx,n(t) =

0 if n = 1,

γ
(
n
2

)
(mx,n−1(t)−mx,n(t)) if n ≥ 2,

(5.3)
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with initial condition mx,n(0) = xn, n ∈ N. Clearly, system (5.3) together
with the initial condition uniquely determines the functions mx,n(.). Notice
that gx,n(0) = xn for all n ∈ N since Y (0) = n P̃n-almost surely. It is
therefore enough to show that the functions gx,n(.) solve system (5.3). For
n = 1, since Y (t) = 1 P̃n-almost surely for all t ≥ 0, gx,1(t) = x, hence
d
dtgx,n(t) = 0 for all t ≥ 0. For n ∈ N \ {1}, t ≥ 0, h ≥ 0, using the Markov
property and the jump structure of Y ,

gx,n(t+ h) = EP̃n

[
xY (t+h)

]
= EP̃n

[
EP̃Y (h)

[
xY (t)

]]
=

n∑
m=1

P̃n (Y (h) = m)EP̃m

[
xY (t)

]
︸ ︷︷ ︸

=gx,m(t)

,

hence, recalling (5.2),

d

dt
gx,n(t) = lim

h→0+

1

h

(
n∑

m=1

P̃n (Y (h) = m) (gx,m(t)− gx,n(t))

)

=
n∑

m=1

q(n,m) (gx,m(t)− gx,n(t))

= γ

(
n

2

)
(gx,n−1(t)− gx,n(t)) .

It follows that the functions gx,n(.) satisfy (5.3) with the same initial condi-
tion as the functions mx,n(.).

5.2 Convergence to the McKean-Vlasov limit

Here we sketch a way of establishing a law of large numbers for the empirical
measures of weakly interacting Itô diffusions; an early reference is Oelschläger
[1984].

Let Wi, i ∈ N, be independent d1-dimensional Wiener processes. Let
b, σ be functions defined on Rd × P(Rd) taking values in Rd and Rd×d1 ,
respectively. Assume that b, σ are bounded and continuous, where P(Rd) is
equipped with the topology of weak convergence. For N ∈ N, consider the
system of stochastic differential equations

dXN
i (t) = b

(
XN
i (t), µN (t)

)
dt+ σ

(
XN
i (t), µN (t)

)
dWi(t), (5.4)
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where µN (t) is the empirical measure of XN
1 (t), . . . , XN

N (t), that is,

µN (t)
.
=

1

N

N∑
i=1

δXN
i (t). (5.5)

Notice that the mapping (Rd)N 3 x 7→ 1
N

∑N
i=1 δxi ∈ P(Rd) is continuous.

Define functions on (Rd)N with values in (Rd)N and (Rd×d1)N , respectively,
by

bN (x)
.
=

(
b

(
x1,

1

N

N∑
i=1

δxi

)
, . . . , b

(
xN ,

1

N

N∑
i=1

δxi

))

σN (x)
.
=

(
σ

(
x1,

1

N

N∑
i=1

δxi

)
, . . . , σ

(
xN ,

1

N

N∑
i=1

δxi

))
.

Since b, σ are assumed to be bounded and continuous, bN , σN are bounded
and continuous. Theorem 4.4 therefore guarantees that, given any initial dis-
tribution ν ∈ P(RN ·d), SDE(bN , σN ; ν) is non-empty. Consequently, given
any initial distribution, there is a (weak) solution of system (5.4) with that
initial distribution. Let ν0 ∈ P(Rd), and consider initial distributions ν = νN

of product form, that is, νN
.
= ⊗Nν0. Let XN (.) be the solution process

of a (weak) solution with initial condition νN . For simplicity, we do not
distinguish notationally between the possibly different stochastic bases and
sequences of Wiener processes. For t ≥ 0, let µN (t) be the empirical measure
of XN (t) = (XN

1 (t), . . . , XN
N (t)) as given by (5.5). Notice that µN (t) is a

P(Rd)-valued random variable.
One may ask what happens with µN (t) as N tends to infinity. Another

reasonable question is, of course, to fix N and let t tend to infinity, or to let
both parameters tend to infinity. Under certain conditions, the answer to the
first question is that µN (t) tends to a non-random limit µ(t) ∈ P(Rd) with
µ(t) = Law(X(t)), where X(.) solves the “nonlinear” stochastic differential
equation

dX(t) = b (X(t),Law(X(t))) dt+ σ (X(t),Law(X(t))) dW (t) (5.6)

with initial distribution Law(X(0)) = ν0. Here it is assumed that (weak)
existence and uniqueness in law hold for Equation (5.6). Thus, µ(.) satisfies
the Kolmogorov forward equation associated with (5.6), that is,

d

dt
µ(t) = L∗µ(t)µ(t), (5.7)
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where L∗µ is the formal adjoint of the operator Lµ given by

Lµ(f)(x)
.
=

d∑
i=1

bi(x, µ)
∂f

∂xi
(x) +

1

2

d∑
i,j=1

(σσT)ij(x, µ)
∂2f

∂xi∂xj
(x), x ∈ Rd,

with dom(L) ⊂ C2(Rd). Equation (5.7) is also called the McKean-Vlasov
equation associated with the system of weakly interacting processes given by
(5.4).

One way of establishing convergence of µN (t) to µ(t) as N → ∞ is as
follows. Fix a finite time horizon T > 0 and set

µ̂NT
.
=

1

N

N∑
i=1

δ(XN
i (.|[0,T ]),Wi(.|[0,T ]))

.

Thus µ̂NT is a random variable taking values in P(Z) withZ
.
= C([0, T ],Rd)×

C([0, T ],Rd1). Let QN denote its law, that is, QN
.
= PN ◦(µNT )−1. The

strategy is now similar to that of the proof of Theorem 4.4. First check
that (QN )N∈N is tight in P(P(Z)). Let us suppose that this is the case.
Let (QN(i)) be a convergent subsequence with limit Q. Let µ̂ be a random
variable with law Q, that is, µ̂ is a Z-valued random variable defined on some
probability space (Ω,F ,P) such that P ◦µ̂ = Q. The second step is now to
show that, P-almost surely, µ̂ is the law of a solution of (5.6). To this end, let
(X,W ) be the canonical process on Z, let (Bt) be the canonical filtration.
Then it is enough to show that for all T ≥ t > s ≥ 0, all G ∈ Cb(Z)

Bs-measurable, all f ∈ C2
c(Rd × Rd1), P-almost surely,

Eµ̂

[
f(X(t),W (t))− f(X(s),W (s))−

∫ t

s
Aµ̂(f)(X(r),W (r))dr

]
= 0,

where3

Aµ(f)(x, z)
.
=

d∑
i=1

bi(x, µ)
∂f

∂xi
(x, z) +

1

2

d∑
i,j=1

(σσT)ij(x, µ)
∂2f

∂xi∂xj
(x, z)

+
1

2

d1∑
k=1

∂2f

∂z2
k

(x, z) +

d∑
i=1

d1∑
k=1

σik(x, µ)
∂2f

∂xi∂zk
(x, z).

If uniqueness holds for the martingale problem for Aµ, µ ∈ P(Rd), then any
limit point Q is equal to the Dirac measure concentrated at the (unique) law
of the solution of Equation (5.6) with initial distribution ν0.

3Apply the Itô formula to f(X(t),W (t)) assuming that (. . . ,W,X) is a solution of
Equation (5.6).

26



A Weak convergence of probability measures

Here we collect some facts about weak convergence of probability measures;
cf. Chapter 13 and Section 21.7 in Klenke [2008] or Chapter 3 in Ethier and
Kurtz [1986]. A standard reference on the topic is Billingsley [1999].

Let X be a Polish space, that is, X is a separable topological space that
is metrizable by a complete metric. Any closed subset of Euclidean space
under the standard topology is a Polish space. If Y is a Polish space, then
the spaces of Y-valued continuous trajectories C([0, T ],Y), C([0,∞),Y) are
Polish under the topology of uniform convergence on compact time intervals,
and the spaces of Y-valued càdlàg trajectories D([0, T ],Y), D([0,∞),Y) are
Polish under the Skorohod topology; see, for instance, Chapters 2 and 3 in
Billingsley [1999]. Let B(X ) be the Borel σ-algebra over X . Denote by P(X )

the space of probability measures on B(X ).

Definition A.1. A sequence (θn)n∈N ⊂ P(X ) is said to converge weakly to
θ ∈ P(X ), in symbols θn

w−→ θ, if∫
X
f(x)θn(dx)

n→∞−→
∫
X
f(x)θn(dx) for all f ∈ Cb(X ).

The terminology weak convergence, rather than weak-∗ convergence as
in functional analysis, has historic roots. The limit of a weakly convergent
sequence in P(X ) is unique. Weak convergence induces a topology on P(X );
under this topology, X being a Polish space, P(X ) is a Polish space, too.

Let d be a complete metric compatible with the topology of X ; thus
(X , d) is a complete and separable metric space. There are different choices
for a complete metric on P(X ) that is compatible with the topology of weak
convergence. Two common choices are the Prohorov metric and the bounded
Lipschitz metric, respectively. The Prohorov metric on P(X ) is defined by

ρ(θ, ν)
.
= inf {ε > 0 : θ(G) ≤ ν(Gε) + ε for all closed G ⊂ X} , (A.1)

where Gε .
= {x ∈ X : d(x,G) < ε}. Notice that ρ is indeed a metric. The

bounded Lipschitz metric on P(X ) is defined by

ρ̃(θ, ν)
.
= sup

{∣∣∫ fdθ −
∫
fdν

∣∣ : f ∈ Cb(X ) such that ‖f‖bL ≤ 1

}
,

(A.2)
where ‖f‖bL

.
= supx∈X |f(x)|+ supx,y∈X :x 6=y

|f(x)−f(y)|
d(x,y) .

The following theorem gives a number of equivalent characterizations of
weak convergence.
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Theorem A.1 (“Portemanteau theorem”). Let (θn)n∈N ⊂ P(X ) be a se-
quence of probability measures, and let θ ∈ P(X ). Then the following are
equivalent:

(i) θn
w−→ θ as n→∞;

(ii) ρ(θn, θ)
n→∞−→ 0 (Prohorov metric);

(iii) ρ̃(θn, θ)
n→∞−→ 0 (bounded Lipschitz metric);

(iv)
∫
fdθn

n→∞−→
∫
fdθ for all uniformly continuous f ∈ Cb(X );

(v)
∫
fdθn

n→∞−→
∫
fdθ for all Lipschitz continuous f ∈ Cb(X );

(vi)
∫
fdθn

n→∞−→
∫
fdθ for all f ∈ B(X ) such that θ(Uf ) = 0 where Uf

.
=

{x ∈ X : f discontinuous at x};

(vii) lim supn→∞ θn(G) ≤ θ(G) for all closed G ⊂ X ;

(viii) lim infn→∞ θn(O) ≥ θ(O) for all open O ⊂ X ;

(ix) limn→∞ θn(B) = θ(B) for all B ∈ B(X ) such that θ(∂B) = 0, where
∂B

.
= cl(B) ∩ cl(Bc) denotes the boundary of the Borel set B.

From Definition A.1 it is clear that weak convergence is preserved under
continuous mappings. The mapping theorem for weak convergence requires
continuity only with probability one with respect to the limit measure; this
should be compared to characterizations (vi) and (ix) in Theorem A.1.

Theorem A.2 (Mapping theorem). Let (θn)n∈N ⊂ P(X ), θ ∈ P(X ). Let
Y be a second Polish space, and let ψ : X → Y be a measurable mapping. If
θn

w−→ θ and θ({x ∈ X : ψ discontinuous at x}) = 0, then ψ ◦ θn
w−→ ψ ◦ θ.

A standard method for proving that a sequence (an)n∈N of elements of
a complete metric space converges to a unique limit element a is to proceed
as follows. First show that (an)n∈N is relatively compact (i.e., its closure is
compact). Then, taking any convergent subsequence (an(j))j∈N with limit ã,
show that ã = a. This establishes an → a as n ∈ N. Relative compactness
in P(X ) with the topology of weak convergence when X is Polish can be
characterized through uniform exhaustibility by compacts.
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Definition A.2. Let I be a non-empty set. A family (θi)i∈I ⊂ P(X ) is
called tight (or uniformly tight) if for any ε > 0 there is a compact set
Kε ⊂ X such that

inf
i∈I

θi(Kε) ≥ 1− ε.

Theorem A.3 (Prohorov). Let I be a non-empty set, and let (θi)i∈I ⊂
P(X ), where X is Polish. Then (θi)i∈I ⊂ P(X ) is tight if and only if (θi)i∈I

is relatively compact in P(X ) with respect to the topology of weak convergence.

Depending on the structure of the underlying space X , conditions for
tightness or relative compactness can be derived. Let us consider here
the case X = C([0,∞),Rd) with the topology of uniform convergence on
compact time intervals. With this choice, X is the canonical path space
for (Rd-valued) continuous processes. Let X be the canonical process on
C([0,∞),Rd), that is, X(t, ω)

.
= ω(t) for t ≥ 0, ω ∈ C([0,∞),Rd).

Theorem A.4. Let I be a non-empty set, and let (θi)i∈I ⊂ P(C([0,∞),Rd)).
Then (θi)i∈I is relatively compact if and only if the following two conditions
hold:

(i) (θi ◦ (X(0))−1 is tight in P(Rd), and

(ii) for every ε > 0, every T ∈ N there is δ > 0 such that

sup
i∈I

θi

({
ω ∈ C([0,∞),Rd) : wT (ω, δ) > ε

})
≤ ε,

where wT (ω, δ)
.
= sups,t∈[0,T ]:|t−s|≤δ |ω(t) − ω(s)| is the modulus of

continuity of size δ over the time interval [0, T ].

Theorem A.4 should be compared to the Arzelà-Ascoli criterion for rel-
ative compactness in C([0,∞),Rd). The next theorem gives a sufficient
condition for relative compactness (or tightness) in P(C([0,∞),Rd)); the
result should be compared to Kolmogorov’s continuity theorem.

Theorem A.5 (Kolmogorov’s sufficient condition). Let I be a non-empty
set, and let (θi)i∈I ⊂ P(C([0,∞),Rd)). Suppose that

(i) (θi ◦ (X(0))−1 is tight in P(Rd), and

(ii) there are strictly positive numbers C, α, β such that for all t, s ∈ [0,∞),
all i ∈ I,

Eθi [|X(s)−X(t)|α] ≤ C|t− s|1+β.

Then (θi)i∈I is relatively compact in P(C([0,∞),Rd)).
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