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Abstract

In this paper we aim at defining a notion of equiva-
lence for multimedia documents which can be described
according to different models. If we consider a presen-
tation as a collection of media items and constraints
among them, the same temporal behavior can be defined
in different ways. In particular, using SMIL language,
different sequences of tags can describe the same tem-
poral behavior which can be translated in more than a
SMIL script.

In this paper, we propose the use of automata to
describe the behavior of a multimedia document inde-
pendently from the synchronization model it uses, and
we define a notion of equivalence to decide when two
documents have the same temporal evolution.

1. Introduction

Multimedia presentations are more and more
present in web pages; e.g., many web sites contain
Flash [8] introductions, and SMIL [10] documents be-
gin to be popular in the Internet.

A multimedia presentation can be defined as a col-
lection of different types of media items and a set of
spatial and temporal constraints among them. Au-
thoring such complex documents is more difficult when
they are interactive, since uncontrolled user interac-
tion can alter the correct timing relationships between
media objects. In literature, many models [1, 5, 7]
have been proposed to solve this problem. Among
them, SMIL [9, 10], Synchronized Multimedia Integra-
tion Language, is a W3C standard markup language to
describe multimedia presentations.

In this paper we aim at defining a notion of equiva-
lence for multimedia documents which can be described
according to different models. If we consider a presen-
tation as a collection of media items and constraints
among them, the same temporal behavior can be de-
fined in different ways. In particular, using SMIL lan-

guage, different sequences of tags can describe the same
temporal behavior which can be translated in more
than a SMIL script.

Consider for example, the following SMIL docu-
ment:

〈par id=“par1” dur=“60s”〉
〈video id=“intro” end=“20s”/〉 (1)

〈audio id=“artwork” begin=“intro.end” dur=“30s”/〉
〈img id=“picture” begin=“artwork.begin+5”/〉

〈/par〉

Intuitively, its temporal behavior is described in Fig-
ure 1: the video starts with the script, the audio starts
when the video ends (as specified by the value of the
begin attribute) and the image starts five seconds af-
ter the audio. After the end of media artwork, picture
is rendered until the termination of the whole script.

Figure 1. Timeline of the SMIL documents

The same behavior is also obtained in a different
way, since the use of attributes begin, end and dur can
deeply modify the behavior of the corresponding media
items, as described by the following SMIL script:

〈seq id=“seq2”〉
〈video id=“intro” dur=“20s”/〉
〈par id=“par2”〉

〈audio id=“artwork” end=“30s”/〉 (2)

〈img id=“picture” begin=“5s” dur=“35s”/〉
〈/par〉

〈/seq〉

1



In fact, at the end of the media intro, the audio
starts, followed by picture after five seconds. The im-
age ends thirty-five seconds after its begin, i.e., sixty
seconds after the begin of the whole document.

These two documents are, therefore, behaviorally
equivalent. In this paper we discuss the use of automata
to describe the temporal evolution of a multimedia doc-
ument and we define a notion of behavioral equivalence
based on the comparison of these automata.

Our notion of equivalence can be applied to multi-
media presentations described using different models as
long as their behaviors can be described by an automa-
ton; we use the language SMIL only as a case study in
the rest of the paper, since this standard allows to de-
scribe the same behavior in more than one script.

2. The SMIL language

Among several models available in literature to de-
scribe multimedia documents’ dynamics, SMIL [9, 10],
Synchronized Multimedia Integration Language, is a
W3C standard markup language, which is getting more
and more used in this field.

A SMIL file is divided in two sections: the layout
section defines the regions, i.e. rectangular areas on
the user screen in which media items are visualized,
and the body section contains the definitions of media
items involved in the presentation and the temporal
relationships among them. The language SMIL also
allows to define transitions, i.e., visual effects between
two objects, and animations, i.e., modifications to the
value of some attributes (e.g., the color, the size, the
position, etc.) of a media item.

SMIL does not define a reference model for the
data structure, but only tags for describing media ob-
jects behavior. Synchronization is achieved essentially
through two tags: seq to render two or more objects
sequentially, one after the other, and par to play them
in parallel.

As already seen in Section 1, using attributes begin
and end it is possible to change the start and the end
time of a media item. Considering a media item inside
a par block, if its attribute begin (end) is undefined, it
starts at the beginning of the par block (ends at the end
of it). Otherwise it begins (ends) a certain amount of
time after the beginning (end) par block equal to the
corresponding attribute value. In example 1, the at-
tribute begin = ‘‘intro.end’’ makes audio artwork
to start when video item intro ends. Therefore, the be-
ginning and the end of a media item can be defined with
reference to the tag in which it is contained or accord-
ing to a particular event, even completely changing the

sematic of tags par and seq, as in the case of example
1.

The attribute dur defines the duration of an object
and attributes clipBegin and clipEnd allow to play
segments inside the time span of an object.

The tag excl is used to model some user interac-
tions. It provides a list of children elements and only
one of them may play at any given time.

3. A formal description of the temporal
evolution of a multimedia document

Multimedia documents dynamics can be described
through the use of a great variety of design mod-
els, each of which provides some advantages and some
drawbacks. Sometimes, the same evolution along the
time can be represented in several manners, even using
the same model. Therefore we need a notion of equiva-
lence to decide when two multimedia documents have
the same behavior, i.e., given an event, they have the
same reaction in terms of the result perceivable by the
user.

To this end, we provide a formal description of the
evolution of a presentation which is independent from
the reference model of the document. Since the user
interaction is not always managed in the same way by
different models, in this work we consider only the nat-
ural evolution of a multimedia document.

The playout of a multimedia document can be de-
scribed in terms of media objects presented to the user,
the events which cause a media item to start or end,
the spatial and synchronization constraints which de-
scribe dynamic media behavior and their layout, and a
set of timers which represent the temporal constraints
such as offset between media objects playback or con-
straints on their durations. As an example, in the case
of SMIL documents, these constraints are defined by
the attributes begin, end and dur. Such elements pro-
vide an intensional representation of the evolution of
the presentation in time.

Since we are interested in the temporal evolution
of a multimedia document, spatial disposition of the
objects is neglected in the rest of the paper.

A formal definition of a multimedia document is as
follows:

Definition 3.1 (Multimedia Document) We can
define a multimedia document as a 4–tuple D =
〈MI, T S, E , T C〉 where

• MI is a set of media items {m0,m1, . . . ,mn};

• T S is a set of timers;
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• E is a set of events e ∈ ET ×MI ∪ T S×N, where
ET = {start, end 1} is the set of event types and
i ∈ N is the time instant in which an event occurs
and

• T C is a set of temporal constraints representing
the synchronization relationships among the ob-
jects, described according to the reference model
of the document.

For clarity we shall denote event instances by pairs
of the form 〈e(m), i〉 where e is an event type, m is
a media item or a timer, and i is the time instant in
which the event occurs.

If we observe a multimedia document evolution
along time, it can be divided into a number of time
intervals in which some conditions hold, e.g., some me-
dia are active while other are waiting for the correct
time instant. If MI is the set of media components
that play a role in a presentation, we can describe the
presentation evolution in terms of active media at any
given time instant. We assume that time is discrete,
and marked by a variable i ranging over N which is up-
dated by a clock. The actual time resolution is not im-
portant as long as it allows the capture of all the events
related to media execution and it is possible to observe
the effect of time distinct events as distinct effects. Two
or more events are contemporary if they occur at times
denoted by the same value of the variable i. In this
case, the instances with the same i are denoted by a
unique complex event in the form 〈{e(m)}, i〉, where
{e(m)} is the set of events that occur at the same time
instant i.

A timer is a dynamic media object whose length is
defined by the author at the design time and which
ends at fixed time unit, said n. A document contains
as many t(n) ∈ T S as its offsets and its temporal
constraints. We define a mapping function waiting :
T S → 2MI which returns, for each timer, the list of
media items that are waiting for it.

We introduce also the two functions begin, stop:
MI → N which return, for each element contained
in the document, the time instant in which it starts or
ends, respectively.

Considering the SMIL language as a case study,
since we are interested in the behavior of the docu-
ment, we can investigate only the section body which
contains the synchronization tags among the object: in
this case the set T C of temporal constraints is equal to
the set T ag of tags contained in the SMIL script. For
the same reason, we do not consider transition effects.

1Since we describe only the natural evolution of the docu-
ment, there is only a start event which starts of the presentation,
and then a sequence of end events of timers and media items.

Each tag tg ∈ T ag has three attributes which we de-
note by tg.begin, tg.end and tg.dur, which contain the
values of the same attributes in the SMIL documents
(zero if undefined). The function parent(tg) returns
the tag in which tg is contained and children(tg) re-
turns the list of tags defined inside the considered tag;
first(tg) returns the first child. A succ() function is
also available that, given a tag in the list of children,
gives as output the next element in that list2.

Tables 1 and 2 show how timers and functions are
applied to script 1 introduced in Section 1.

values Tags
par1 intro artwork picture

attribute intro. (artwork.
begin 0 0 end begin)+5

attribute
dur 60 0 30 0

attribute
end 0 20 0 0

parent() null par1 par1 par1

children() intro null null null
artwork
picture

first() intro null null null

succ() null artwork picture null

begin() 0 0 20 25

stop() 60 20 50 60

Table 1. Values of attributes and functions for
the tags in script 1.

timer type of waiting()
control

t1(60) termination {intro, artwork, picture}
t2(20) termination {intro}
t3(20) begin {artwork}
t4(25) begin {picture}
t5(50) termination {artwork}

Table 2. Timers and function waiting() ap-
plied to script 1.

At any time instant, the document behavior is com-
pletely described by the set of media and timers that
are active at that time. This information is captured
by the notion of state of the presentation. Before the
presentation starts, no media item or timer is active,
thus no media item is waiting for a timer expiration
and variable i = 0. When an event occurs, the state of

2The children list is ordered with the same order in which the
media items (or tags) appear in the SMIL file.
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the presentation changes: some items that were not ac-
tive become active, some active items end, some timers
expire and force the starting or the interruption of a
list of items.

Definition 3.2 (State) The state of a multimedia
presentation is a 5–tuple S = 〈AM, T , Bg, End,W〉,
where AM is the set of active media, T is the set of
timers whose expiration denotes an instant in which
some objects start or end, Bg and End are the set of
pairs 〈m, i〉 where m is a media item and i is the time
instant in which the item begins or ends, respectively,
as defined by the functions begin and stop and W is
the set of pairs 〈t,mi〉 where t is a timer and mi is a
set of media items which are waiting for the timer t as
defined by the mapping waiting above.

For clarity, in the following of the paper we shall re-
fer to the association between media items and time in-
stants with begin(m) = i if 〈m, i〉 ∈ Bg and stop(m) =
i if 〈m, i〉 ∈ End, and between timers and media items
with the functional notation waiting(t(i)) = mi if
〈t(i),mi〉 ∈ W.

If we observe the system along time, the only rel-
evant time instants are the observable time instants,
i.e., the time instants in which an event occurs, or the
effects of an event are assessed and perceivable. In-
deed, these are the time instants in which something
in the state of the presentation might change, as a con-
sequence of the occurred event.

The state of a multimedia presentation is thus a
function of observable time instants. We assume that
at any observable time instant at least one event oc-
curs, i.e., either a media item is activated or naturally
ends or a timer expires. At the same time instant other
items may be activated, according to the synchroniza-
tion rules.

All the possible evolutions along time of a multi-
media document D can be described by a finite state
automaton, defined as follows.

Definition 3.3 (Automaton) Let D = 〈MI,
T S, E , T C〉 be any multimedia document. Its associ-
ated finite state automaton is the 5–tuple AUT (D) =
〈§, E , s0, next, Final〉, where

• § is the set of possible states for the document D;

• E is the set of possible event instances in the form
〈{e(m)}, i〉, e ∈ {start, end}, m ∈ MI ∪ T S,
i ∈ N;

• s0, the initial state, is 〈AM0, T0, begin0, end0,
waiting0〉, where AM0 = T0 = ∅, begin0(el) =
end0(el) = null for all el ∈MI and waiting0(t) =
∅, for all t ∈ T S;

• the transition function next : §×E → § is the map-
ping that deterministically associates any state s
to the state s′ in which s is transformed by an
event e ∈ E ;

• Final = {sf , serr}, is the set of states which cor-
respond to the end of the presentation playback.
The state sf is 〈AMf , Tf , beginf , endf ,waitingf 〉,
where AMf = Tf = ∅ and waitingf (t) = ∅, for all
t ∈ T S. The state serr is equal to 〈AMerr, Terr,
beginerr, enderr,waitingerr〉, where AMerr = ∅,
Terr = T S, beginerr(el) = enderr(el) = null for all
el ∈ T C and waitingerr(t) = ∅, for all t ∈ T S.

The state sf corresponds to the natural termination.
If the document evolution reaches state serr, then the
presentation contains some time conflicts.

We note here that, if the sets of media itemsMI and
timers T S of the document D are finite, also AUT (D)
is finite, even if it can contain infinite paths.

4. A definition of equivalence

The automaton defined in Section 3 completely de-
scribes the behavior of a multimedia document inde-
pendently from the synchronization relationships it con-
tains. Therefore, it can be used to check if two doc-
uments have the same behavior: since, from the user
point of view, the only relevant modifications are changes
in the set of active media AM, two documents have
the same behavior when the states of the respective
automata after the events 〈{e(m)}, i〉 contain the same
set of active media. More formally:

Definition 4.1 (Behavioral Equivalence)
Let D and D′ be two multimedia documents,
D = 〈MI, T S, E , TC〉, D′ = 〈MI ′, T S ′, E ′, T C′〉 and
MI = MI ′. D and D′ are behaviorally equivalent,
denoted by D ∼ D′, iff:

• for each word w = 〈e1(el1), ist1〉 . . . 〈ei(eli),
isti〉 . . . 〈en(eln), istn〉, where ∀i isti ≤ isti+i,
accepted by AUT (D) exists a word w′ =
〈e′1(el′1), ist′1〉 . . . 〈e′i(el′i), ist′i〉 . . . 〈e′n(el′n), ist′n〉,
where ∀i ist′i ≤ ist′i+i, accepted by AUT (D′) such
that ∀i = 1 . . . n isti = ist′i and if el ∈ MI then
eli = el′i and viceversa;

• for each pair of words w,w′ accepted by the
automata if sq = s0 . . . sj . . . sn and sq′ =
s′0 . . . s′k . . . s′n are the sequences of states
reached by AUT (D) and AUT (D′), respec-
tively, and si = 〈AMi, Ti,Bgi, Endi,Wi〉 and
s′i = 〈AM′

i, T ′i ,Bg′i, End′i,W ′
i〉 then ∀i = 0 . . . n

AMi = AM′
i.
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5. A case study: behavioral equivalence
for SMIL documents

Definition 3.3 can describe the behavior of multi-
media documents designed with any synchronization
model properly defining next function. As an exam-
ple, in [4] the authors discuss the use of an automaton
to describe the behavior of a presentation designed ac-
cording to an event-based model.

In this paper we provide the definition of the next
function needed to describe the behavior of SMIL scripts.
In order to define the state transformation function we
need to define a set of auxiliary functions. First of all,
we need two functions ChkBEGIN and ChkEND
which calculate the start and the end time of an ele-
ment following the W3C specification and algorithms
for SMIL documents [10]. If any such values can be
calculated, i.e., it does not depend on a future element
which has not been considered yet, the functions acti-
vate a timer which expires at the correct time instant,
by putting it in the set of active timers T , and update
the mapping functions begin and stop. Function Chk-
BEGIN, if necessary, puts the element, or its children
if the element is a tag par, into the list of items wait-
ing for the activated timer (i.e., waiting(t) where t is
the activated timer) and it returns the value True; oth-
erwise it returns False. Function ChkEND checks if
there are some time conflicts, i.e., if different end time
values can be calculated according to the attributes de-
fined for that element or for one of its parents. In this
case, it changes the state to serr as defined in Defini-
tion 3.3 and returns the value True. Otherwise it puts
the element, or its children if the element is a tag par
or seq, into the list of items waiting for the activated
timer.

Another useful function is NextEL which, given a
tag as input, returns the next element to playback,
according to the synchronization constraints contained
in the SMIL script.

All the functions defined have as input the consid-
ered element, denoted by x, the set T S which contains
all the timers of the document, the set of active timers
T , the current time instant tcurr, the set of active me-
dia AM (see Definition 3.2) and the mapping function
begin, stop and waiting defined in Section 3.

For the sake of readability we introduce two func-
tions that take care of the two most complex actions,
i.e., activating and deactivating a media item. The
ACTIVATE function checks if a media item can start
or if it must wait for a delay. In the first case it starts
the element otherwise it simply activates a timer (func-
tion ChkBEGIN).

ACTIVATE (x: a SMIL Tag; T S, T : set of timers;

tcurr: time instant; AM: set of media
items; begin, stop: item-time mapping;
waiting: timer-media mapping)

begin
if ChkBEGIN(x, T S, T , tcurr, begin, stop, waiting)
then exit ;
else ActEL (x, T S, T , tcurr,AM, begin, stop,

waiting)
end.

The function ActEL checks if the element to be
activated is a media item, or a par or a seq block. In
the first case it adds the element to the set of active
media AM, otherwise, it starts all its children (if it is
a par block) or only its first child (if it is a sequence of
items).

ActEL (x: a SMIL Tag; T S, T : set of timers;
tcurr: time instant; AM: set of media
items; begin, stop: item-time mapping;
waiting: timer-media mapping)

begin
y = first(x);
if y = null then // x is a media item

if ChkEND(x, T S, T , tcurr,AM, begin,
stop, waiting) then exit ;

else AM = AM∪ {x};
else

begin
if x = “seq” then

if ChkEND(x, T S, T , tcurr,AM, begin,
stop, waiting) then exit ;

else ACTIVATE (y, T S, T , tcurr,AM,
begin, stop, waiting)

if x = “par” then
if ChkEND(x, T S, T , tcurr,AM, begin,

stop, waiting) then exit ;
else for all child ∈ children(x) do

ACTIVATE(child,T S, T , tcurr,AM,
begin, stop, waiting);

end
end.

The function DeACTIVATE stops a single media
object if it is contained in the set of active media AM
using the function StopMEDIA. When applied to a
par or a seq block, if this block was waiting for a
timer, the next element, according to the synchroniza-
tion rules, is started, otherwise all active elements in
the block are deactivated.

DeACTIVATE (x: a SMIL Tag; T S, T : set of timers;
tcurr: time instant; AM: set of media
items; begin, stop: item-time mapping;
waiting: timer-media mapping)

begin
if first(x) = null then // x is a media item

if x ∈ AM then
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StopMEDIA (x, T S, T , tcurrAM, begin,
stop, waiting);

else // x is a block par or seq

begin
Set = children(x) ∩ AM; // set of active media
// x was waiting for a timer
if Set = ∅ then

if stop(x) = tcurr then
begin

y =NextEL(x);
if y 6= null then
ACTIVATE(y,T S, T , tcurr,AM,

begin, stop, waiting);
end

else for all child ∈ Set do
DeACTIVATE (child, T S, T , tcurr,AM,

begin, stop, waiting);
stop(x) = tcurr;

end
end.

The function StopMEDIA deactivates a media item
removing it by the set AM. If the media item is con-
tained in a par block, the function checks if the block
ends with this media (e.g., when its attribute end is
equal to the end event of this media), and in this case
it stops the whole block and activates the next ele-
ment. If the media item is contained in a seq block,
the function starts the next element according to the
SMIL script.

StopMEDIA(x: a SMIL Tag; T S, T : set of timers;
tcurr: time instant; AM: set of media
items; begin, stop: item-time mapping;
waiting: timer-media mapping)

begin
AM = AM\ {x};
y = parent(x);
if y = null then exit ;
if y = “par” then

if y.end = “first” or y.end = x then
begin

DeACTIVATE(y,T S, T , tcurr,AM, begin,
stop, waiting);

y =NextEL(y);
if y 6= null then
ACTIVATE(y,T S, T , tcurr,AM, begin,

stop, waiting);
end

else
// check if x is the last child to terminate and
// there are no attributes end and dur or its
// timer is expired now

if children(y) ∩ AM = ∅ and (stop(y) = null
or stop(y) = tcurr) then

begin
y =NextEL(y);
if y 6= null then

ACTIVATE(y,T S, T , tcurr,AM, begin,
stop, waiting);

end
else //y = “seq”

begin
if succ(x) 6= null or (stop(y) = null

or stop(y) = tcurr) then
begin

y =NextEL(x);
if y 6= null then
ACTIVATE(y,T S, T , tcurr,AM, begin,

stop, waiting);
end

end
end.

Definition 5.1 (State transition function) The
state transition function next : § × E → §, where § is
the set of all possible states, and E is the set of events,
is the function that, given a state s and a complex
event ev(i) = 〈{ek}, i〉 at the observable time instant i,
returns the state s′ = next(s, ev(i)) at the observable
time instant i+1 where s′ = 〈AM′, T ′,Bg′, End′,W ′〉,
and AM′, T ′, Bg′, End′, W ′ are defined according
to the following process, in which ev = {ek} is set of
occurring events, el the element to which the event
applies and i is the current time instant:

for all e ∈ ev do
case e = start(el):

if el /∈ AMn then
ACTIVATE (el, T S, T , i,AM, begin, stop,

waiting);

case e = end(el):
begin

// ignore an event end(el) with el ∈ AM
// if el has an attribute dur or end
if el ∈ AM and (stop(el) = null

or stop(el) = i) then
begin

StopMEDIA (el, T S, T , i,AM, begin,
stop, waiting);

stop(el) = i;
end

if el ∈ T then
begin

if stop(m) = i for some m ∈ T ag3 then
for all item ∈ waiting(el) do

begin
DeACTIVATE (item, T S, T , i,

AM, begin, stop, waiting);
stop(item) = i;

end
if begin(m) = i for some m ∈ T ag3 then

for all item ∈ waiting(el)
such that begin(item) = i do
ActEL (item, T S, T , i,AM,
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begin, stop, waiting);
waiting(el) = ∅;
T = T \ {el};

end

Consider as an example, a multimedia presentation
about an artwork: an initial video (intro) introduces
the history period related to it and the artist who made
it. At its end, an audio (artwork) starts to describe the
particular of the artwork, that is rendered (picture) un-
til the end of the script. The SMIL scripts 1 and 2, in-
troduced in Section 1, model this situation, in different
ways. Therefore we can apply our definition of behav-
ioral equivalence and construct the two automata to
verify that the documents have the same behavior.

If D is the document corresponding to script 1 and
D′ corresponds to script 2, they both contain the fol-
lowing media: MI = MI ′ = {intro, artwork, picture}.

The evolution of D is represented in Figure 2: from
the initial state, in which neither media nor timers are
active, the activation of the par block causes the ac-
tivation of the video intro, while the other media are
not activated because of their begin attributes. Four
timers are inserted in T (see Table 2): t1 controls the
termination of par1, t2 the termination of media intro,
t3 and t4 the beginning of artwork and picture, respec-
tively. At time instant 20, timers t2 and t3 expire: as a
consequence, media intro ends and media artwork be-
comes active (adding in T timer t5 that controls its
termination). After five seconds, the expiration of t4
forces the beginning of media picture. At time instant
50, when corresponding timer t5 expires, media art-
work ends and, finally, the expiration of the last timer
t1 forces the termination of all active media contained
in the par block and then of the whole script.

The evolution of D′ is represented in Figure 3: the
activation of the presentation forces the activation of
media intro and timer t′1, that controls its termination,
is inserted in T . At time instant 20, this timer expires:
media artwork becomes active, while media picture is
not activated because of its begin attribute (the corre-
sponding timers t′2 and t′3, that control the termination
and the beginning of artwork and picture, respectively,
are inserted in T ). After five seconds, the expiration
of timer t′3 forces the activation of media picture and
timer t′4 for its termination is inserted in T . At time
instant 50, timer t′2 expires and artwork ends; finally,
the last timer t′4 expires and forces the termination of
picture and of the whole document.

3Since in SMIL language also media items are defined using
appropriate tags (img, video, or audio according to the object’s
type), media items are contained also in T ag and MI ⊂ T ag.

Figure 2. The evolution of script D

Figure 3. The evolution of script D’

Figures 2 and 3 represent the finite state automata
AUT (D) and AUT (D′) where the word w = 〈 {
start(par1)}, 0 〉, 〈 {end(t2(20)), end(t3(20))}, 20 〉,
〈{end(t4(25))}, 25〉, 〈{end(t5(50))}, 50〉, 〈{end(t1(60))},
60〉 is accepted by AUT (D) with ist1 = 0, ist2 = 20,
ist3 = 25, ist4 = 50 and ist5 = 60 and the word w′ =
〈{start(seq2)}, 0〉, 〈{end(t′1(20))}, 20〉,〈{ end(t′3(25))},
25〉, 〈{end(t′2(50))}, 50〉, 〈{end(t′4(60))}, 60〉 is accepted
by AUT (D′) with ist′1 = 0, ist′2 = 20, ist′3 = 25,
ist′4 = 50 and ist′5 = 60.

Therefore we have ∀i = 1...5, isti = ist′i and at every
instant the events do not involve any element in MI;
moreover, does not exist a word accepted by AUT (D′)
such that there is no corresponding word accepted by
AUT (D): then the first step of Definition 4.1 is verified.

Given w and w′ accepted by the automata, we ob-
tain the sequences of states sq = sos1s2s3s4s5 and
sq′ = s′os

′
1s
′
2s
′
3s
′
4s
′
5 reached by AUT (D) and AUT (D′)
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(detailed in Figure 2 and 3) such that ∀i = 0...5, AMi =
AM′

i: the second step is verified and the two SMIL
documents are behaviorally equivalent w.r.t. Definition
4.1.

6. Related work

Other works use the concept of equivalence in dif-
ferent contexts and with different purposes.

In [3], Boll et al define a notion of equivalence deal-
ing with the problem of adaptation for multimedia pre-
sentation: a multimedia information system must adapt
the delivery and the rendering of a presentation to
the current user context, i.e., his/her preference, the
system environment and other resources. In order to
adapt and reuse multimedia information to user con-
text, media elements can be adapted/replaced by me-
dia elements of different quality and type but that are
semantic equivalent alternatives. Different from our
approach, the authors define a equivalence only with re-
spect to certain aspects of media elements and not with
respect to the structure of the document and its compo-
nents. Moreover, this notion considers also the seman-
tic and the content of items: two media are equivalent
if they are equal in specified discriminating aspects,
like duration and subject.

Another work [6] focuses its attention on the tem-
poral evolution of multimedia applications and pro-
poses an extension of Dynamic Meta Modeling (a graph
transformation-based approach introduced for the spec-
ification of UML’s semantics) to specify the semantics
of time-dependent dynamic behavior of UML models.
Instead of our use of the automata, the authors de-
fine a timed graph in which all vertices are attributed
with a special attribute that represents the state of the
local clock of the object. Then they discuss the equiva-
lence of graph transformation rules with respect to time
specification: if it is not possible to distinguish differ-
ent interleavings of concurrent action, the sequences of
transformation steps are equivalent.

Other works in literature study the behavior of a
multimedia presentation described using different mod-
els, but they do not provide an abstract representation
of the dynamics of a multimedia document, indepen-
dent from the model it adopts.

In particular, Yang [12] focus on the study of the
SMIL language to find out possible errors, resulting
in temporal conflicts, in the definition of the docu-
ment. He proposes a conversion of SMIL 1.0 documents
[9] in the Real Time Synchronization Model (RTSM)
This model, based on Petri Nets, provides two kinds
of places (regular places and enforced places) and the
firing rule specifies that, when the action related with

the enforced place is completed, the following transi-
tion will be immediately fired, regardless the state of
other places. The synchronization elements in SMIL
are converted in transitions and the related attributes
are associated with places. Our approach is more gen-
eral, because it does not apply only to SMIL document
and our purpose is not necessary to convert every sin-
gle SMIL element, but we focus our attention on the
overall document behavior, captured by the notion of
state in an automaton.

In [11] Sampaio et al. present a formal approach
to design an Interactive Multimedia Document (IMD)
and to perform the schedule of a presentation, if the
temporal constraints are satisfied. Through different
steps, a document is translated into a scheduling graph,
called Time Labeled Automaton (TLA): at every state
in the automaton is associated a clock (timer), that
measures the time during which the automaton re-
mains in that state. The timers defined in our work
are different: they do not represent the time elapsed in
a state, but they represent temporal constraints on the
media in the presentation; this approach is more flexi-
ble, e.g., to describe user interactions which are events
without a predefined occurred time.

Automata with temporal characteristics to model
the behavior of real-time systems are also used in [2]:
the authors define timed automata which are able to
express timing delay in real-time systems. A timed
automaton has a set of real-valued clocks: they can be
reset with a transition and constraints over the clocks
control the firing transition, that is, a transition takes
place if the associated clocks constraints are satisfied.
In this case, the clocks control if an event occurs in the
right time instant; once again, our approach is more
flexible since the timer itself can generate events for
their expiration.

7. Conclusion

The paper proposes a notion of behavioral equiva-
lence for multimedia documents based on the compar-
ison of the automata which describe the temporal be-
havior of each presentation in the absence of user in-
teractions.

Although other works in literature address similar
problems, our approach is interesting since the final
representation of automaton is independent from the
design model, therefore it can be also used to com-
pare documents with different reference models, sim-
ply defining the transition function of the automaton
for the reference model used by the document.

In this paper we adopt the SMIL language as a case
study and we provide the algorithms for the state tran-
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sition function to build up the automaton of a SMIL
document.

The use of automata to represent multimedia doc-
ument evolution can also be applied to determine if
two documents have a common component or if one of
them is included in the other one. In this case, it is
sufficient to find out equivalent paths, in the automata
representing the temporal evolution of the documents.
I.e., given the automata of the two documents, two
equivalent paths are substrings of the same length of
two words, accepted by the two automata respectively,
in which events occurs after the same interval of time
and the media active, after each step, are the same in
both the automata. In other words, a multimedia doc-
ument is included into another one if its automaton
is a subgraph of the automaton corresponding to the
bigger document.

In the future, we plan to better investigate this pos-
sibility together with the problem of finding time con-
flicts in a multimedia document’s definition.
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