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ABSTRACT 
Nowadays, interactive online games and mobile devices have 
reached such a popularity they are obviously going to be a major 
success if combined. This can produce, for instance, Augmented 
Reality games played with real interactions among players 
connected as wireless nodes in an ad-hoc network. To enable this 
scenario, we propose a hybrid architecture that allows client-
server games to be played in ad-hoc mode. In our architecture, 
one of the players is also the server of the game, whereas other 
backup server nodes are ready to become active servers in case of 
disconnection of the network or in case of low energy level of the 
currently active server. This allows player to be engaged in the 
game for longer time even with limited energy and continuous 
mobility. In this paper we discuss our idea and show preliminary 
experimental results that demonstrate its effectiveness  

Categories and Subject Descriptors 
C.2.1 [Computer-Communication Networks]: Network 
Architecture and Design – distributed networks, network 
communications, wireless networks. 

General Terms 
Measurement, Performance, Design. 
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1. INTRODUCTION 
Multiplayer online games have become a major success among 
Internet users, generating revenues that surpass even those of 
movie industry. This success and the challenging technical issues 

related to their effective deployment, have attracted the interest 
of researchers and practitioners all around the world. Indeed, 
although this class of applications requires only a little amount of 
bandwidth, its performance is subject to strict per-packet delay 
requirements and to scalability issues that can be solved only 
through specific solutions and architectures. 

Nowadays, the endemic diffusion of connectivity-enabled mobile 
devices (e.g., smart phones) fosters new gaming scenarios. For 
instance, think of a multiplayer game based on users' position 
and proximity: a game that is played outside, on the street or in 
courtyards. Players may gather around a certain spot and start 
there a gaming session  based on their mobile phones' features 
(connectivity, GPS, gyroscope, etc.). 

Another interesting and new gaming scenario is represented by 
the possibility to engage in Augmented Reality (AR) games 
through helmets and wireless connectivity so as to have players 
able to interact with the AR world and with each other [1, 2]. 

In both these simple but representative examples, players may 
increase their fun by engaging in an outdoor, connectivity- and 
proximity-based game. Indeed, players would be interested in 
extending their favorite games with the possibility to be played 
outdoor. It comes hence straightforward to imagine players 
exploiting ad-hoc connectivity among their devices to support 
game interactivity. However, this is not as simple as it may seem; 
in particular, we can identify the following three major issues. 

First, the main gaming model today is client-server, with the 
client run by the player's PC and the server located remotely in 
the Internet [3-5]. If we want to ease the adaptation of existing 
successful online games, we need to project the client-server 
model on the scenario we are considering. Unfortunately, this is 
not simple since an ad-hoc network is general not connected to 
the Internet. Therefore, conversely from existing online games 
for home users, one of the players' devices has also to act as the 
server. 

Second, mobile ad-hoc networks (MANETs) are prone to 
disconnections. Due to mobility, one or more nodes may get out 
of range of the original ad-hoc network, becoming unable to 
reach the game server node and continue playing. Even worse, 
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the server node itself may get out of range for the rest of the 
network, thus interrupting the game session for everybody. 

Third, whereas energy consumption is not an issue for home 
players, it certainly becomes a major concern when considering 
outdoor games based on the connectivity of small devices since 
the limited amount of energy stored in their batteries. This 
limited energy can be quickly consumed by game-related 
computation, visualization, and communication. Clearly, the 
worst energy consumption is experienced by the node that is also 
the server of the game session; that player's device will 
experience a much faster decrease of its energy reserve as it will 
be a central node for the whole MANET. In fact, it will have to 
receive all game events from other players, compute game state 
updates, and transmit these updates back to the other players. 

In summary, popular online games could be even more fun if 
introducing some real world action through the adoption of 
mobile devices and ad-hoc network connectivity. However, the 
client-server communication model has to be adapted in a smart 
way to meet the MANET scenario. Furthermore, disconnection 
and energy consumption may impede long gaming session for 
some or many players. 

We propose here a hybrid architecture, where some popular 
online game is adapted to be played on the street through mobile 
devices and ad-hoc connectivity. To solve the aforementioned 
issues, we propose to have one active server and some backup 
servers ready to substitute the former if experiencing low energy 
level or disconnections. The idea takes inspiration from the fact 
that distributing a process may increase its efficiency [6]. In our 
solution all the servers collect game events sent by other players 
and update their game state view. However, only the active 
server forwards the current game state to all the players 
(including the backup servers); this limits the energy 
consumption of backup servers until they are called to become 
active. 

In this paper we present our solution and preliminary 
experimental results that confirms the benefits of the idea. Our 
results are preliminary since they focus just on energy 
consumption without quantitative measurements of connectivity 
improvements. Moreover, our simulations consider only 
transmission-related energy consumption without including the 
energy used for game actions and updates. These limitations will 
be addressed in a future version of this work. However, current 
results already permits to intuit the advantages brought by our 
solution, as they can be seen as a lower bound of the actual 
performance benefits. 

The rest of the paper is organized as follows. In Section 2 we 
discuss our solution within the considered multiplayer game 
scenario. Section 3 reports on how we modeled this scenario in 
NS-2, whereas Section 4 specifies all the parameters chosen. We 
present experimental results in Section 5. Finally, in Section 6, 
we conclude this paper and suggest future extensions. 

2. BACKUP SERVERS IN MANETS 
We are considering a multiplayer, interactive game played by 
wireless nodes in an outdoor environment and connected through 
ad-hoc connectivity. Nodes could be smart phones, PDAs, tiny 

laptops, or other portable devices customized for this kind of 
application (e.g., helmets for AR). 

Exploiting ad-hoc connectivity frees the users for the need of 
Access Points (APs), thus facilitating the emergence of a gaming 
session whenever a group of players gather around a certain 
location. This kind of connectivity could seem to be directly 
linked with having a peer-to-peer (P2P) game architecture. Yet, 
current online games generally adopt a client-server architecture. 
Therefore, to ease a direct porting of existing games of success it 
is better to adopt a client-server paradigm even in our ad-hoc 
network. 

A client-server architecture is a straightforward solution with a 
fixed infrastructure and dedicated game servers. Unfortunately, 
in the considered MANET scenario, one of the nodes must also 
act as server and, by doing so, it will drain battery more quickly 
than the other players: it receives and sends more packets than 
any client and also need to compute the updated game state. This 
will result in shorter gaming sessions: once the server is out of 
energy, the game will be interrupted. Furthermore, due to 
mobility, the network may become disconnected, splitting in two 
or more groups and having just the group of players still 
connected to the server-player able to continue the gaming 
session. 

In order to avoid this, we have more than one server: at each time 
only one is active, while the others are kept synchronized. The 
active server is periodically selected among all servers in a round 
robin way, thus distributing the battery consumption over all 
servers. Note that a node that acts as a server is also a client and 
thus participate in the game. 

Because of node movements, most of the time a node will not 
able to reach all other the nodes but only a few ones. We can see 
each node as a member of a partition - a subset of nodes that 
reach each other. A partition could change at any time: for 
example a node could go out of its partition and enter another 
partition; or an isolated client can join a partition and begin to 
play. We note that we allow at most one active server in each 
partition. 

Communications between nodes are made in unicast, like actual 
games; in particular, when the active server has to send a packet 
to other nodes, it sends a copy for each destination, without 
relying on broadcast or multicast. Clearly, broadcast/multicast 
solutions can be added later; their integration with our solution 
can generate even better performance. 

For the sake of clarity, now we summarize node types in the 
simulation: 

 active server: a node that holds game status, 
communicates with all nodes in its partition and keeps 
synchronized backup servers; 

 backup server: a server that plays and can be chosen 
as active server in the future; 

 client: a node that only plays the game. 



3. SIMULATION ASSESSMENT 
During the development of this work we have utilized the 
following software: 

 NS-2 version 2.33 with modified DSDV code [7, 8]; 

 BonnMotion version 1.3a with some fixes [9]; 

3.1 Partition Management 
The management of the connectivity in the simulated MANET is 
done through a specific Tcl class we implemented to contain 
active and backup server identifiers, scheduled time for active 
server change, identifiers of clients that are reachable by the 
active server. Furthermore, this class also creates a server CBR 
flow for each active server UDP agent and a client CBR flow for 
each of the other nodes.  

Backup servers can become active servers in case of: 

 active server rotation: another active server must be 
chosen because the current one has been active for its 
quantum; 

 topology variation: some nodes are not reachable 
anymore by the active server thus needing to elect their 
own active server. 

Among these two cases, the second one is more complex. If a 
group of clients is not reachable anymore by the current active 
server, they could generate a MANET on their own and continue 
playing. Even better, if within this new MANET there is also a 
backup server, that seamlessly becomes the new active server, 
thus avoiding the need to interrupt the ongoing game session 
(clearly, the number of players will be reduced with respect to 
pre-partition, unless introducing artificial players). 

For backup servers the situation is the same as previous one, but 
we have also to understand how to create new partitions when 
backup servers cannot reach their active servers. The solution we 
come up with is reported in the following. 

1. A reachability matrix is created. In this matrix, 
component [i, j] is 1 if node i can communicate with 
node j and 0 otherwise. To compute this matrix we 
exploit the fact that, if G is an adjacency matrix for a 
graph and we consider each node adjacent to itself, Gr 
is a matrix in which entry gr[i, j] is greater than 0 if 
there is at least a path from i to j of length at most r. In 
our case g[i, j] = 1 if j is in the transmission range of i 
and the reachability matrix is simply Gr, where r is the 
number of nodes minus 1. Indeed, if a node wants to 
communicate with another it will hop through almost 
all other nodes. Note that the matrix is symmetric. 

2. Periodically, the system checks whether the backup 
servers can communicate with their active server; if 
not, a backup server can become an active server of a 
new partition. 

3. In case of two backup servers that no more reach the 
active one but reach each other, only one becomes the 
active server for that partition. Similar, if two active 

servers can reach each other then the partitions they 
belong to are merged. 

4. For each active server we create a new partition, using 
the reachability matrix. Note that this way some nodes 
can change partition and others can become isolated. In 
case an active server was in a old partition, we carry on 
the time in which it ceases to be active and the order of 
backup servers (if they are still reachable). We can 
have partitions with only the active server: we have to 
create them for the correctness of the algorithms that 
manage the partitions. 

5. At this point old partitions are deallocated from 
memory. 

3.2 Movement Generation 
We have considered two main movement scenarios for our 
MANET: 

 Grid model: a simple model in which nodes do not 
move but stand still forming a grid. 

 Reference Point Group Mobility (RPGMM) model: 
nodes are distributed in groups; the motion of the group 
center completely characterizes the movement of its 
components. 

The first one is a grid of nodes, as depicted in Fig. 1, with no 
movements at all; this configuration allows us to clearly 
understand properties of tested solutions without having them 
affected by mobility and routing algorithms. Instead, the second 
one is a mobility model that is known to be more realistic in the 
real world with respect to a pure random mobility model. With 
RPGM, nodes are distributed in groups and the motion of the 
group center influences the movement of its nodes as would 
happen in a team-based game or in a game where certain players 
have to catch other players. To add the RPGM to NS-2 we have 
utilized a tool called BonnMotion [9]. 

 

 
Figure 1. Nodes’ position in Grid model. 

 



Table 1. Simulative parameters 

Initial MANET size 100 × 50 m2 
Number of nodes 20 

Number of servers 8 
Movement models Grid, RPGM 

Antenna height 1.5 m 
MAC protocol IEEE 802.11g 

Routing algorithms AODV, DSDV 
Transmission Range 20 m 

Server-generated flow 200 bytes every 50 ms 
Client-generated flow 40 bytes every 300 ms 

Server hold time 5 min, 10 min, no hold time 
Simulation time 2 hours 

 

4. SIMULATIVE PARAMETERS 
We summarize in Table I the most significant parameters and 
variables that we have used in our simulations; for the sake of 
clarity, we comment some of them. 

The MANET is composed of 20 nodes that represents 
participants to the gaming session. Among them, 8 embodies also 
potential game servers: in any connected group, 1 will be the 
active server and the others are backup server. Initially the 
MANET topology can be represented as a regular 5 × 4 grid with 
adjacent nodes at 10 m from each other. 

Gaming traffic is composed of game actions generated by clients 
and game updates transmitted by servers. As inspired by existing 
literature of online games, server CBR flows are composed by 
packets of 200 bytes (i.e., game state updates) sent every 50 ms, 
whereas client CBR flows are composed by packets of 40 bytes 
(i.e., game events generated by the user) sent every 300 ms [10]. 

Mobility is achieved by moving the nodes at walking speeds in 
the range from 1 to 2 m/s. As said, two different movement 
models have been considered : Grid model and RPGM model. 

The Grid model is a very simple scenario useful to clearly 
understand the energy and networking dynamics. 

Instead, the RPGM model is more realistic for representing the 
mobility of players with the considered outdoor game [11]. It can 
represent a gaming paradigm where a player is chased by others 
or where players are grouped in teams and move together. In our 
simulations we created 3 groups, one with 6 components (with 2 
potential servers) and two with 7 components each (with 3 
potential servers each); every group component resides in a circle 
of 30 m of radius and centered at the group center. Each group 
stops for at most 60 s in a place and moves again toward a new 
attraction point. 

We have placed the antenna height of each node at 1.5 m above 
the ground, i.e., a smart phone held in the players’ hands, and a 
transmission range oscillating around 20 m, which represents a 
realistic value for an IEEE 802.11g Wi-Fi handheld device 
running on battery [12, 13]. 

Routing algorithms have an important role in MANETs as they 
can have an impact on transmission performance and, in 
particular, on energy consumption. Therefore, our experiments 
were run exploiting both DSDV and AODV, which are the main 
routing algorithms for ad-hoc networks. Before running the 
experiments, we have corrected the default DSDV module as 
suggested in [8]. 

Our solution promises to ensure longer gaming sessions in 
MANETs thanks to the use of backup servers, which allow a 
more fair distribution of energy consumption, rather than being 
the burden of just one server. Therefore, we focus on the study of 
server energy consumption with respect to the time a server 
remains active before passing the task on a backup server. From 
here on, we refer to this time as the hold time; in this paper we 
present the outcomes when adopting our solution with a hold 
time of 5 or 10 minutes, comparing them with a default solution 
of having a fixed game server. 

5. EXPERIMENTAL RESULTS 
We evaluate the benefits of our solution in ensuring longer 
gaming session through the evaluation of energy consumed by 
nodes in the MANET.  

First, we start with the simple Grid model and compare a 
traditional, single server solution with our solution exploiting 
backup servers. In the latter case, the hold time of the active 
server has been set equal to 5 and 10 minutes in two different 
experiments. 

Results corresponding to the use of AODV and DSDV as routing 
algorithms are shown in Fig. 2 and Fig. 3, respectively. In both 
figures, the starting active server is represented by node 0. With 
the traditional scheme (i.e., No hold time in the figure), node 0 
remains the game server for the whole duration of the gaming 
session. As it is evident, this results in a much higher energy 
consumption for that node with respect to the others. The server 
node will hence run out of energy sooner than the other nodes 
interrupting the game session. This outcome is similar regardless 
of employing AODV or DSDV. 

Moreover, we considered the worst case scenario, i.e., the 
configuration where the server is located at one corner of the 
MANET grid, thus having packets traversing the whole MANET 
to reach the opposite corner. This higher number of 
transmissions involves higher energy consumption. If, thanks to 
our solution, after the hold time the server is changed, it may 
happen that the new active server is closer to the center of the 
MANET thus reducing the average number of hops/transmissions 
required to propagate messages over the whole network. This is 
confirmed if we look again at Fig. 2 and Fig. 3. In fact, not only 
is the energy consumption more fairly distributed among the 
nodes when employing our backup server solution, but also the 
total energy consumed by each node is reduced. This happens 
because the selection of a new active servers creates a network 
where the active server is closer to the center of the MANET; the 
nodes of the network will hence be requested to perform less 
packet forwarding thus reducing their energy consumption. 

 



 
Figure 2. Energy consumption with AODV and Grid model. 

 

 
Figure 3. Energy consumption with DSDV and Grid model. 

 

When nodes move, the consumption due to routing algorithms 
and hop routing becomes significant, even much higher than the 
one caused by transmission/reception of game packets. It is hence 
interesting to evaluate the benefits of our solution considering 
realistic mobility by including the RPGM model in our 
simulations and random initial position of the game server(s). 

To this aim, Fig. 4 and Fig. 5 reports on the energy saved when 
utilizing our backup server solution in place of a traditional 
scheme. As can be seen, our solution improves the battery usage 
in all situations, saving from about 5 to 10 % of energy. The 
energy efficiency seems better when considering 5 minutes as a 
hold time instead of 10 minutes since having smaller hold times 
foster a more fair utilization of backup server resources. 

Presented tests embody only a preliminary evaluation of our 
solution and achieved results are actually a lower bound for the 
factual improvement that can be achieved through backup 
servers. Indeed, with the traditional scheme, it frequently 
happens that some group of nodes gets disconnected from the 
server, thus interrupting their gaming session and packet 
transmissions. Instead, with our scheme this almost never 

happens thanks to the presence of backup servers that can 
become active servers in case a group of nodes disconnects from 
the MANET. However, since disconnected nodes stop 
transmitting and receiving packets, they also stop consuming 
energy; therefore, a side effect of these disconnections is that 
they significantly lower the total amount of energy consumed by 
the traditional scheme. Therefore, the energy improvement 
showed by Fig. 4 and Fig. 5 is currently affected by the energy 
spared by these disconnected nodes. By considering only nodes 
that are able to continue playing for the whole game session and 
taking their average energy consumption, our solution should 
show a better, even much better, energy efficiency with respect to 
a traditional scheme. 

Consequently, we are now working on eliminating this bias. 
Furthermore, we are adding computational energy cost to our 
simulation as this element is an important factor affecting server 
nodes. We are also quantitatively evaluating the connectivity 
degree of the MANET expressed in terms of nodes able to 
seamlessly play to the same game session regardless of mobility. 
Finally, we plan to perform a rigorous evaluation of backup 
server election and hold time setting. All these new results 
require additions to our simulative code and will be shown in a 
future extension of this work. 

 
Figure 4. Energy improvement of backup server solution 

with respect to a traditional scheme; Grid model. 
 

 
Figure 5. Energy improvement of backup server solution 

with respect to a traditional scheme; RPGM model. 
 



6. CONCLUSION AND FUTURE WORK 
The combination between interactive online games and mobile 
devices represents a match made in heaven that fosters a new 
generation of games played through real interactions among 
players connected as wireless nodes in a MANET. To enable this 
scenario, we have proposed a hybrid architecture that allows 
client-server games to be played in a MANET. In each group of 
players, one node is also the server of the game, whereas other 
backup server nodes are ready to become active servers in case of 
disconnection of the group. Furthermore, to avoid unfair energy 
consumption, a backup server substitute the active server after a 
certain quantum of time. Our solution allows player to be 
engaged in the game for longer time, even with limited energy 
and continuous mobility. 

In this paper, we have discussed our idea and shown 
experimental outcomes that demonstrate its effectiveness. As 
preliminary results, we have focused on energy consumption 
achieving encouraging feedback; we are currently performing 
quantitative evaluation of connectivity improvement and 
interactivity degree. Other possible extensions of our work 
include the combination with new routing and MAC layer 
protocols, multicast/broadcast solutions, vehicular ad-hoc 
network (VANET) scenarios, and different applications such as 
participative learning and digital adventures brought on the 
streets [14-17]. It would be particularly interesting to compare 
our solution with others borrowed from sensor network literature 
related to energy consumption [18]. Moreover, we also plan to 
refine our simulations by varying the number of clients and 
servers, evaluating the impact of servers' position with respect of 
the MANET topology. 
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