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On the convergence of rational Ritz values, with applications to rational interpolation of rational functions

Bernhard Beckermann$^1$, Stefan Güttel$^2$, Raf Vandebril$^3$
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Abstract

We are interested in the question which poles of a (large degree) rational function with real poles and positive residuals (a Markov function) are well detected by a small degree rational interpolant, and how we can monitor by the choice of the real interpolation points such approximation properties, especially in the more delicate situation where interpolation points lie within the convex hull of the poles. Using classical orthogonality relations related to rational interpolation, we may rephrase this question as how well the zeros of a rational orthogonal function for a discrete scalar product approach the support of orthogonality. Initially, this question was motivated by the mathematically equivalent question of how well rational Ritz values approach the spectrum of a hermitian matrix [1].

In the present talk we suggest some asymptotic answer in terms of logarithmic potential theory, by generalizing work of Kuijlaars [2] (for Padé approximants at $\infty$ or polynomial Ritz values).
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Abstract

Magnetic resonance spectroscopy (MRS) is a key diagnostic modality in oncology due to detection of early changes in biomolecules as a salient feature of cancer. However, progress in MRS is hampered by the lack of mathematically reliable spectral analysis for extraction of quantifiable information from scanned tissue. A number of fitting algorithms are available, but they are all inadequate because of subjectivity, non-uniqueness and inability to separate physical (genuine) from unphysical (spurious, noisy) information. The fast Padé transform (FPT), which is a non-linear, polynomial quotient from the Padé approximant, bridges this gap by unambiguously resolving and quantifying tightly overlapped and nearly degenerate resonances [1-3]. The FPT uses pole-zero cancellation (Froissart doublets) to unequivocally distinguish true from spurious resonances. Spurious resonances are recognized by their twofold signature: (i) coincidence of the zeros of the numerator and denominator polynomials, (ii) the zero-valued amplitudes. The task is to identify and discard spurious resonances from the final results of spectral analysis. The computation is carried out by gradually and systematically increasing the degree of the Padé polynomials. As this degree changes, the reconstructed spectral parameters and spectra fluctuate until all the physical resonances stabilize. We will thoroughly illustrate the signal-noise separation by means of the general concept of Froissart doublets for noise-corrupted magnetic resonance time signals reminiscent of clinically encoded data employed for cancer diagnostics.
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Abstract

The average quantum physicist on the street believes that a quantum-mechanical Hamiltonian must be Dirac Hermitian (symmetric under combined matrix transposition and complex conjugation) in order that the energy eigenvalues are real and that time evolution is unitary. However, the Hamiltonian $H = p^2 + ix^3$, for example, which is clearly not Dirac Hermitian, has a real positive discrete spectrum and generates unitary time evolution, and thus it defines a fully consistent quantum mechanics. Evidently, the axiom of Dirac Hermiticity is too restrictive. The Hamiltonian $H = p^2 + ix^3$ is not Dirac Hermitian, but it is PT symmetric; that is, it is symmetric under combined space reflection $P$ and time reversal $T$. In general, if a Hamiltonian $H$ is not Dirac Hermitian but has an unbroken PT symmetry, there is a procedure for determining the adjoint operation under which $H$ is Hermitian. (One should not assume that the adjoint operation that interchanges bra and ket vectors in the Hilbert space of states is the Dirac adjoint. This would be like postulating a priori what the metric $g^{\mu\nu}$ in curved space is before solving Einstein’s equations.)

In the past year, new table-top experiments have been performed that allow one to observe the transition between theories having a broken and an unbroken PT symmetry.

In the past a number of interesting quantum theories, such as the Lee model and the Pais-Uhlenbeck model, were abandoned because they were thought to have an incurable disease. The symptom of the disease was the appearance of ghost states (states of negative norm). The cause of the disease was that the Hamiltonians for these models were inappropriately treated as if they were Dirac Hermitian. The disease can be cured because the Hamiltonians for these models are PT symmetric, and one can calculate exactly and in closed form the appropriate adjoint operation under which each Hamiltonian is Hermitian. When this is done, one can see immediately that there are no ghost states and that these models are perfectly acceptable quantum theories. Thus, generalizing the requirement of Dirac Hermiticity to PT symmetry allows for the possibility of new kinds of quantum theories.

PT-symmetric quantum theories may be viewed as extensions of ordinary quantum theories into the complex domain. PT quantum theories can be better understood when the associated conventional classical-mechanical theories are extended into the complex domain as well. We will show that by extending classical mechanics into the complex domain, the classical-mechanical theories that one obtains share many of the features of ordinary quantum mechanics.

*Work supported by U.S. Department of Energy*
From numerical quadrature to Padé approximation

C. Brezinski

Laboratoire Paul Painlevé, UMR CNRS 8524, UFR de Mathématiques Pures et Appliquées
Université des Sciences et Technologies de Lille, 59655–Villeneuve d’Ascq cedex, France.
email: claude.brezinski@univ-lille1.fr

Abstract

The paper reviews the relation between Padé-type approximants of a power series and interpolatory quadrature formulas with free nodes, and that between Padé approximants and Gaussian quadrature methods.

Quadrature methods are well-known. They are used for obtaining an approximate value of a definite integral, and are described in any book of numerical analysis. In this talk, we will show that Padé–type approximants could be interpreted as quadrature formulas with free nodes for the special function $g(x) = 1/(1 - xt)$, and that Padé approximants are, in fact, Gaussian quadratures for the same function $g$. Thus Kronrod procedure and anti-Gaussian quadrature formulas could be used for estimating their accuracy. Then, Padé approximation for series of functions will be discussed. The talk will end by some perspectives for future researches.
The convergence of Fourier-Takenaka-Malmquist series∗

Adhemar Bultheel

Dept. Computer Science, K.U.Leuven, Belgium
email: adhemar.bultheel@cs.kuleuven.be

Abstract

The Takenaka-Malmquist basis is defined as

\[ B_0 = 1, \quad B_n(z) = \frac{1 - |\alpha_n|^2}{1 - \bar{\alpha}_n z} \prod_{k=1}^{n-1} \frac{z - \alpha_k}{1 - \bar{\alpha}_k z} \quad n = 1, 2, \ldots, \quad z \in \mathbb{C} \]

where \( \{\alpha_k\}_1^\infty \) is a sequence of points in the open unit disk \( \mathbb{D} = \{z \in \mathbb{C} : |z| < 1\} \). These form an orthogonal system with respect to the Lebesgue measure on the unit circle \( \mathbb{T} = \{z \in \mathbb{C} : |z| = 1\} \). See for example [2].

If \( f(\omega) \) is a 2\( \pi \)-periodic function, we discuss the convergence of the truncated Fourier series

\[ f_n(\omega) = \sum_{k<|n|} a_k B_k(e^{i\omega}) \]

to \( f(\omega) \) as \( n \to \infty \).

Some of this work is published in [1].
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Padé approximants and the prediction of non-perturbative parameters in particle physics ∗

Oscar Catà

INFN, Laboratori Nazionali di Frascati, Via E. Fermi 40 I-00044 Frascati, Italy
email: ocata@lnf.infn.it

Abstract

The theory of the strong interactions in particle physics is a gauge theory based on the $SU(3)$ group, for which a Lagrangian formulation exists in terms of quarks and gluons. However, at ordinary energies the theory is strongly coupled and the observable states are hadrons, composite states of quarks and gluons. Only at very high energies the coupling gets small enough such that one can use perturbative methods. This very limited amount of information makes it very difficult to make predictions on the parameters of the theory, which typically depend on the full range of energies. There is however an approximation to the theory based on a generic $SU(N)$ gauge group taking the limit $N \to \infty$. Interestingly, in the $SU(N \to \infty)$ theory one can prove that correlators are meromorphic [1]. This fact makes the theory of Padé approximants especially suited to extract information on the physical parameters of the $SU(N \to \infty)$ theory. I will discuss some applications (with different degrees of rigorousness) of the theory of Padé approximants in the determination of non-perturbative parameters in particle physics [2, 3]. I will make special emphasis on the open problems and present limitations of the approach.
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Positive rational interpolatory quadrature formulas on the unit circle and the interval
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Abstract

In this talk we present a relation between rational Gauss-type (Gaussian, Gauss-Radau and Gauss-Lobatto) quadrature formulas that approximate integrals of the form

\[ J_\sigma(F) = \int_{-1}^{1} F(x)\sigma(x)dx, \]

and rational Szegő quadrature formulas that approximate integrals of the form

\[ I_\omega(F) = \int_{-\pi}^{\pi} F(e^{i\theta})\omega(\theta)d\theta. \]

The functions \(\sigma\) and \(\omega\) are assumed to be weight functions on \([-1, 1]\) and \([-\pi, \pi]\), respectively, and are related by

\[ \omega(\theta) = \sigma(\cos \theta)|\sin \theta|. \]

Part of the content of this talk extend to the rational case some of the results obtained in [1]-[2]. We finally include some illustrative numerical examples.
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Accelerating the convergence of 
continued fraction representations

Annie Cuyt

University of Antwerp, Department of Mathematics and Computer Science, Middelheimlaan 1, B-2020, Antwerp, Belgium
email: annie.cuyt@ua.ac.be

Abstract

A lot of well-known constants as well as elementary and special functions in mathematics, physics and engineering enjoy very nice continued fraction representations [9, 7, 10]. In addition, most of these fractions are limit-periodic. There is a lot of literature describing algorithms for the evaluation of these constants or functions making use of their continued fraction representations [8, 6, 4, 5, 3, 2].

The tail or remainder term of a convergent series representation converges to zero. But remarkably, the tail of a convergent continued fraction representation does itself not need to converge at all. A suitable approximation of the usually disregarded continued fraction tail may speed up the convergence of the continued fraction approximants. This idea is further elaborated in this talk [1].
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Abstract

The LR algorithm applied to a \( n \times n \) tridiagonal matrix \( A \) and the qd algorithm are closely connected (see [1]). The LU decomposition of \( A \) is recursively used after having multiplied \( U \) by \( L \) at the previous step. If \( A \) is a positive definite symmetric matrix, if \( E^{(k)} Q^{(k)} \) denotes the \( k \)th decomposition and if \( q_i^{(k)} \) denotes the diagonal entry in row \( i \) in \( Q^{(k)} \), then it was proved (see [2]) that

\[
q_1^{(k)} < q_1^{(k+1)}, \quad \forall k,
\]

\[
q_n^{(k)} > q_n^{(k+1)}, \quad \forall k.
\]

This result was extended to the case of a positive definite symmetric band matrix of half width \( \ell \) (that is to say \( A_{i,j} = 0 \) if \( |i-j| > \ell \) such that \( A_{i,j} \neq 0 \) \( \forall i, j \) such that \( |i-j| = \ell \) (see [3]).

When \( \ell = 2 \), the characteristic determinant of \( A \) can be written as a six term recurrence relation. But, when \( \ell > 2 \), the expansion of the characteristic determinant as a recurrence relation is inextricable. On the other hand any \( n\ell \times n\ell \) symmetric band matrix \( A \) with a half width \( \ell \) can always be considered as a \( n \times n \) tridiagonal block matrix whose the size of the blocks are \( \ell \times \ell \). Then it corresponds to a Jacobi block matrix for some matrix orthogonal polynomials. The block LR (or block qd) algorithm can be applied to such a matrix if \( A_{i,j} \neq 0 \) if \( |i-j| = \ell \). Then we prove that the eigenvalues \( \lambda_i^{(k)} \), \( i = 1, \ldots, \ell, \) of the first diagonal block \( Q_1^{(k)} \) and those \( \lambda_i^{(k)} \), \( i = (n-1)\ell + 1, \ldots, n\ell, \) of the last diagonal block \( Q_n^{(k)} \) are such that

\[
\lambda_i^{(k)} < \lambda_i^{(k+1)}, \quad i = 1, \ldots, \ell, \quad \forall k,
\]

\[
\lambda_i^{(k)} > \lambda_i^{(k+1)}, \quad i = (n-1)\ell + 1, \ldots, n\ell, \quad \forall k.
\]
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The ambiguities in the determination of field correlators represented by asymptotic perturbation series

Irinel Caprini\textsuperscript{1}, Jan Fischer\textsuperscript{2}, Ivo Vrkoc\textsuperscript{3}

\textsuperscript{1}National Institute of Physics and Nuclear Engineering, Bucharest POB MG-6, R-077125 Romania
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Abstract

Starting from the divergence pattern of perturbation expansions in Quantum Field Theory and the (assumed) asymptotic character of the series, we address the problem of ambiguity of a function determined by the perturbation expansion. We consider functions represented by an integral of the Laplace-Borel type along a general contour in the Borel complex plane. Proving a modified form of the Watson lemma (called Lemma 2 in the following), we obtain a large class of functions having the same asymptotic perturbation expansion, differing from each other by the angle of validity of the expansion. Remarkable correlations between the strength of the bounds on the remainder and the size of the angles of validity are obtained. Imposing weak conditions both on the Borel transform $B(u)$ of the expanded function and on the integration contour, our Lemma 2 reveals a great ambiguity of the resummation procedures having the same asymptotic expansion. The form and length of the contour do not affect the expansion, contributing only to the exponentially suppressed remainder. Applications to perturbative QCD are discussed, using the particular case of the Adler function.

\textsuperscript{*}Work supported by CNCSIS in the frame of the Program Idei, Contract Nr. 464/2009, and by the Projects No. LA08015 of the Ministry of Education and AV0Z-10100502 of the Academy of Sciences of the Czech Republic. 12.38.Bx, 12.38.Cy
Abstract

This story starts from from the Stieltjes work at the end of 19th century. In his work T.J.Stieltjes introduced the functions defined as follows

$$ f(z) = \int_0^{1/R} \frac{d\mu(t)}{1+tz}, \ d\mu \geq 0 $$

(1)

now called Stieltjes functions. At the same time H.Padé studied the rational approximations

$$ \frac{P_m}{Q_n}(z) = [m/n](z) $$

now called Padé approximants. Because the convergents (or approximants) of continued fractions are, in fact, the Padé approximants, then the convergence of continued fractions can be equivalently called convergence of Padé approximants. To prove this convergence to the functions (1) Stieltjes used the following inequalities:

$$ x \in ]R, 0[ : 0 \leq 0/0 \leq 0/1 \leq \ldots \leq [1/1] \leq \ldots \leq [n/0] \leq \ldots \leq [0/0] $$

(2)

Inequality (2) can be rewritten as follows:

$$ x \in ]R, 0[ : 0 \leq f(z) \leq f(0) \leq \ldots \leq f(1) \ldots \leq \ldots \leq [n/0] \leq \ldots \leq [0/0] $$

becoming inequality between the errors of contiguous Padé approximants to Stieltjes function. In 1979 J.G. and Alphonse Ph.Magnus remarked that the orders of the left hand side of the inequality (3) and of the right hand side are different: (2n + 1) for the first and 2n for the second. Finally, after about ten years of different tentatives to prove it (with A.Ph. Magnus and also Jaime Vinuesa), the method of continued fractions appeared as the best tool to study the Padé approximant errors. The inequality (3) was optimized as follows:

$$ x \in ]R, 0[ : 0 \leq f(z) - [n/0] \leq f - [n - 1/n] $$

(3)

and the similar order equilibrated inequalities between the contiguous entries were proved in the full Padé error table.

The discovered method being very efficient, the optimal inequalities between the errors of two-point (0 and ∞) Padé approximant errors for the Stieltjes functions were proved in 2002, and for the N-point (N ≥ 2) Padé approximant errors in 2004 by J.G. with the polish team (M.Pindor, St.Tokarzewski, J.J.Telega). The two-sided bounds of Stieltjes functions, from top and from below, by N-point Padé approximants were also obtained. We hope then the same method can be succesfuly applied to obtain the inequalities for the approximants of the new type of continued fractions, U-fractions, introduced recently (OPSFA9, 2007) by A.Ph. Magnus, S. Tokarzewski and J.G.
Computing of Rational Szegő-Lobatto Quadrature Formulas *
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Abstract

Szegő quadrature formulas are analogs of Gauss quadrature rules when dealing with the approximate integration of periodic functions, since they exactly integrate trigonometric polynomials of as high degree as possible, or more generally Laurent polynomials which can be viewed as rational functions with poles at the origin and infinity. When more general rational functions with prescribed poles on the extended complex plane not on the unit circle are considered to be exactly integrated, the so-called “Rational Szegő Quadrature Formulas” appear. In this talk, and as a continuation of earlier papers ([1], [2]), some computational aspects concerning these quadratures are analyzed when one or two nodes are previously fixed on the unit circle.
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Asymptotic expansions and Mellin-Barnes representation
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Abstract

The Mellin-Barnes (MB) representation of integrals is a powerful tool in asymptotic analysis. We show here a few of its applications, basing our presentation on quantum field theory examples. Perturbative approaches of quantum field theory imply the evaluation of Feynman diagrams, which are in general complicated multidimensional integrals. We first show how the MB representation of Feynman diagrams with one scale, when combined with the converse mapping theorem, allows the simplification of the analytic evaluation, to an arbitrary order, of their asymptotic expansions in powers and in logs of this scale [1]. Then, we present the extension of the method to Feynman diagrams containing several scales [2]. For this, we need multidimensional complex analysis and especially multidimensional residues theory. This is illustrated by evaluating analytically a specific class of 5-loop quantum electrodynamics contributions to the anomalous magnetic moment of the muon. The MB representation may also deal with non-perturbative aspects of quantum field theory. Using a method mixing MB representation and Borel resummation, we show that is possible to rewrite, in terms of non-perturbative series, the tail of the (divergent) formal power series which constitutes the perturbative expansion of an arbitrary $N$-point function for the simple case of zero-dimensional $\phi^4$ field theory [3]. An exponentially improved asymptotic expansion is first obtained, but one may then go further and we show that a structure of interwoven subleading nonperturbative series emerges (a hyperasymptotic expansion) whose coefficients are related to the perturbative ones by an interesting resurgence phenomenon. The MB representation allows our results to be automatically valid for a wide range of the phase of the complex coupling constant, including values for which the perturbative expansion is not Borel summable.
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Some results on integrable algorithms *
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Abstract

It is known that the discrete integrable systems have played an important role in the field of numerical analysis, especially in convergence acceleration methods and matrix eigenvalue algorithms. The connection between convergence acceleration algorithms and discrete integrable systems is a subject whose interest is rapidly growing among workers in the field. In this talk, several known facts on integrable systems are briefly reviewed and some results on integrable numerical algorithms are reported.

*Work supported by Hong Kong Research Grant Council (grant number HKBU202209), National Natural Science Foundation of China (Grant no. 10771207) and the knowledge innovation program of the Institute of Computational Math., AMSS.
Bender-Wu formulas and generalized nonanalytic expansions for odd anharmonic oscillators
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Abstract

Since the seminal investigations of Bender and Wu in the 1970s [1], there has been one unresolved problem in the theory of anharmonic oscillators: What is the leading-order factorial growth of perturbative coefficients, for an arbitrary energy level of an arbitrary odd anharmonic oscillator? This very question has been answered by Bender and Wu for even oscillators, but the same basic question had been left unanswered for the odd case. We present results for dispersion relations and for generalized nonanalytic expansions that describe the energy levels, thereby answering a few of the remaining questions, and sustain the results by numerical verification [2].
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Convergence of ray sequences of Padé approximants for $\,_{2}F_{1}(a, 1; c; z)$, for $c > a > 0$*
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Abstract

The Padé table of $\,_{2}F_{1}(a, 1; c; z)$ is normal for $c > a > 0$ (cf. [2]). For $m \geq n - 1$ and $c \not\in \mathbb{Z}^-$, the denominator polynomial $Q_{mn}(z)$ in the $\left[\frac{m}{n}\right]$ Padé approximant $P_{mn}(z)/Q_{mn}(z)$ for $\,_{2}F_{1}(a, 1; c; z)$ and the remainder term $Q_{mn}(z)\,_{2}F_{1}(a, 1; c; z) - P_{mn}(z)$ were explicitly evaluated by Padé (cf. [1], [3] or [4]). We show that for $c > a > 0$ and $m \geq n - 1$, the poles of $P_{mn}(z)/Q_{mn}(z)$ lie on the cut $(1, \infty)$. We deduce that the sequence of approximants $P_{mn}(z)/Q_{mn}(z)$ converges to $\,_{2}F_{1}(a, 1; c; z)$ as $m \to \infty$, $n/m \to \rho$ with $0 < \rho \leq 1$, uniformly on compact subsets of the unit disc $|z| < 1$ for $c > a > 0$.
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Converting divergent weak-coupling expansions into exponentially fast convergent strong-coupling expansions

Hagen Kleinert

FU Berlin, Germany
email: kleinert@physik.fu-berlin.de

Abstract

With the help of a variational method developed in the textbooks [1, 2] we convert the partial sums of order \( N \) of divergent series expansions \( \sum_{n=0}^{N} a_n g^n \) of a function \( f(g) \) into partial sums \( \sum_{n=0}^{N} b_n g^{-\omega n} \) with some \( \omega > 0 \). The results of the latter partial sums converge against the exact value of \( f(g) \) for \( g \) larger than some \( g_0 \), with an error that decreases like \( e^{-\text{const.} \times N} \).
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Exact computation of Simultaneous Rational Approximants

Bernhard Beckermann\(^1\), George Labahn\(^2\)

\(^1\)Laboratoire Painlevé UMR 8524 (ANO-EDP), UFR Mathématiques – M3
Université des Sciences et Technologies de Lille, F-59655 Villeneuve d’Ascq CEDEX, France
email: bbecker@math.univ-lille1.fr

\(^2\)Cheriton School of Computer Science, University of Waterloo, Waterloo, Ontario, Canada
email: glabahn@cs.uwaterloo.ca

Abstract

In exact computing environments such as Maple and Mathematica problems often have symbolic parameters. As such a typical domain for computation is an integral domain (such as \(\mathbb{Q}[a_1, \ldots, a_k]\)) rather than a field. In such environments growth of coefficients in intermediate computations are a central concern. For methods that involve elimination intermediate growth can be controlled by removing greatest common divisors at each step. Fraction-free computation is an elimination process which controls coefficient growth in intermediate computations while at the same time avoids expensive greatest common divisor computations.

In this talk we give a new, fast algorithm for solving the simultaneous Padé approximation problem. The algorithm is fraction-free and is intended for computation in exact arithmetic. The algorithm gives significant improvement on previous fraction-free methods, in particular when solved via the use of vector Hermite-Padé approximation using the FFFG order basis algorithm previously done by the authors. The improvements are both in terms of bit complexity and in reduced size of the intermediate quantities. The primary technique takes advantage of certain duality properties of Hermite-Padé and Simultaneous-Padé approximation problems.
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Acceleration of convergence of series via orthogonal polynomials
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Abstract

The proposed method is a variation of the summation method of [Cohen et al.(2000)] which is included in Pari-GP. The method is based on assuming the existence of an integral representation of the terms to be summed.

We wish to sum a series $a_1, a_2, a_3, \ldots$. Suppose that there exists $r \in (-1, 1)$ and a weight function $w$, non-negative over $(0, r)$, such that $a_k = \int_0^r t^{k-1}w(t) \, dt$, $k = 1, 2, \ldots$. This is true if $r^k a_k$ is totally monotonic, i.e. the $j$-th difference $\Delta^j(r^k a_k)$, $j = 0, 1, 2, \ldots$, has the constant sign $(-1)^j$.

The sum of the series is then given by $s = \int_0^r (1 - t)^{-1}w(t) \, dt$. This integral can be approximated as

$$s_{k,n} = \int_0^r \frac{(1 - t^k p_n(t))w(t)}{1 - t} \, dt,$$

which can be evaluated exactly as a linear combination of the terms $a_1, a_2, a_3, \ldots$, with coefficients obtained by polynomial division. The exact error is

$$s_{k,n} = \int_0^r \frac{t^k p_n(t)w(t)}{1 - t} \, dt.$$

[Cohen et al.(2000)] have several suggestions for the polynomials $p_n$, including shifted Chebyshev polynomials. The proposed method is to reverse-engineer $w$ from what is known about the terms $a_k$, and then to use polynomials orthogonal over $(0, r)$ with respect to $w$. Even the crude approximation $w = 1$, giving the Legendre polynomials, often gives better results than using the Chebyshev polynomials. The three-term recursion formula for the polynomials translates to a rhombus algorithm for the $s_{k,n}$.

A particularly favourable example occurs when the terms have geometric-harmonic behaviour, i.e. $a_k = \left(\frac{r}{k+r}\right)^k$, with $r$ very close but not equal to $-1$. Such a series is usually quite troublesome to general-purpose convergence acceleration methods, e.g. the epsilon, Levin and theta algorithms. We do better because the proposed method can utilize our knowledge of $\beta$ and $r$. The appropriate polynomials are the shifted Jacobi polynomials $p_n(t) = J_n^{(0,\beta-1)}(x)$, where $x = 2t/r - 1$. When $r = -0.94$, $\beta = 0.125$, we get 15 correct digits from 11 terms.
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Abstract

In 1980, E.M. Nikishin introduced general systems of Markov type functions which are called Nikishin systems. They have attracted great attention in connection with the study of the convergence of their simultaneous Hermite-Padé approximation and the asymptotic properties of the common denominator of these rational approximants. Multi-indices for which the common denominator of the corresponding Hermite-Padé approximation has maximum degree are called normal. The concept of normal index for general systems of functions was introduced by K. Mahler. Systems for which all multi-indices are normal receive the name of perfect systems. We prove that Nikishin systems are perfect and give some applications of this result.
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Convergence of sequences of linear fractional transformations

Lisa Lorentzen

Norwegian University of Science and Technology, Trondheim, Norway
e-mail: lisa@math.ntnu.no

Abstract

Linear fractional transformations occur in a number of mathematical areas. Many of these applications depend on convergence properties for sequences of such transformations. Therefore we can find convergence criteria for such sequences in many different settings, such as for instance operator theory, group theory, continued fractions, orthogonal polynomials and similar recurrence theory, dynamical systems, moment problems etc. It is therefore no surprise that convergence theorems are discovered and rediscovered throughout the literature.

In this talk we try to unify some of these results and even extend some of them, in order to give a better picture of what is actually known.
Numerical evaluation of Oscillatory Integrals
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Abstract

Asymptotic expansions of the form

\[ \int_a^b F(x)e^{iG(x)}dx \sim e^{ika} \sum \alpha_n k^{-\mu_n} + e^{ikb} \sum \beta_n k^{-\nu_n} \]

are derived. \( F \) and \( G \) are of the form \( \tilde{F}(x)(x-a)^\lambda \) and \( \tilde{G}(x)(x-a)^s \), respectively, where \( \tilde{F} \) and \( \tilde{G} \) are real and analytic on \([a, b]\), \( \{\mu_n\} \) and \( \{\nu_n\} \) are monotonic increasing sequences and \( \alpha_n \) and \( \beta_n \) depend on the local behavior of \( F \) and \( G \) at \( a \) and at \( b \).

This derivation is based on inverse functions and does not involve steepest descent or stationary phase.

*The authors were supported by the Office of Advanced Scientific Computing Research, Office of Science, U.S. Department of Energy, under Contract DE-AC02-06CH11357.
Smoothing the Gibbs phenomenon using Padé-Hermite approximants
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Abstract

In order to reduce the Gibbs phenomenon exhibited by the partial Fourier sums of a periodic function $f$, defined on $[-\pi, \pi]$, discontinuous at 0, Driscoll and Fornberg [1] suggested the construction of a class of approximants which incorporate the knowledge of that singularity. More precisely, their approach is the following one: let $g_2$ denote the series such that $f(t) = \Re(g_2(e^{it}))$. Then, the goal is to approach $g_2$ on the unit circle (and more precisely its real part). It is typical that the singularity of the function $f$, located at 0 say, corresponds to a logarithmic singularity for $g_2$, then located at 1, and that this function $g_2$ is analytic in the complex plane, with a branch cut that can be taken as the interval $[1, \infty)$. Defining $g_1(z) = \log(1 - z)$, we may consider the problem of determining polynomials $p_0, p_1, p_2$ such that

$$p_0(z) + p_1(z)g_1(z) + p_2(z)g_2(z) = O(z^{n_0+n_1+n_2+2}) \quad (z \to 0)$$

where $n_j$ denotes the degree of $p_j$, $j = 0, 1, 2$. We can then propose the Hermite-Padé approximant

$$\Pi_\beta(z) = -\frac{p_0(z) + p_1(z)g_1(z)}{p_2(z)}, \quad (1)$$

to approximate $g_2$. Note that when $p_1(z) = 0$ (or formally $n_1 = -1$) we recover the usual Padé approximant of $g_2$ of type $(n_0, n_2)$.

Convincing numerical experiments have been obtained by Driscoll and Fornberg, but no error estimates have been proven so far. In this talk we obtain rates of convergence of sequences of Hermite–Padé approximants for a class of functions known as Nikishin systems. Our theoretical findings and numerical experiments confirm that particular sequences of Hermite-Padé approximants (diagonal and row sequences, as well as linear HP approximants) are more efficient than the more elementary Padé approximants, particularly around the discontinuity of the goal function $f$.

References

Method of summation of some slowly convergent series

Paweł Woźny¹, Rafał Nowak²

Institute of Computer Science, University of Wrocław, ul. Joliot-Curie 15, 50-383 Wrocław, Poland
¹email: pwo@ii.uni.wroc.pl
²email: rno@ii.uni.wroc.pl

Abstract

A new method of summation of slowly convergent series is proposed. It may be successfully applied to the summation of generalized and basic hypergeometric series, as well as some classical orthogonal polynomial series expansions. In some special cases, our algorithm is equivalent to Wynn’s epsilon algorithm, Weniger transformation [3, §8.2] or the technique recently introduced by Čížek, Zamastil and Skála [1]. In the case of trigonometric series, our method is very similar to the Homeier’s $\mathbb{H}$ transformation, while in the case of orthogonal series — to the $\mathcal{K}$ transformation; see [2, §4.2.9, §4.2.11]. Two iterated methods related to the proposed method are considered. Some theoretical results and several illustrative numerical examples are given.
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Abstract

It is well known that analytic properties of functions of complex variables are tightly connected to the asymptotic behavior of the Taylor or Fourier coefficients. Thus, one approach to studying the analytic properties of solutions of partial differential equations (e.g. of the ones encountered in hydrodynamics) consists of determining the asymptotic structure of their Fourier or Taylor coefficients.

We have applied the so called asymptotic extrapolation method developed by van der Hoeven [1], after testing it on the example of the inviscid Burgers (or Riemann) equation [2], to determine the asymptotic structure of the Fourier coefficients of solutions of the two-dimensional Euler equation

\[
\partial_t \vec{v} + \vec{v} \cdot \nabla \vec{v} = -\nabla p, \quad \nabla \cdot \vec{v} = 0,
\]

and of the one-dimensional Burgers equation with modified dissipation

\[
\partial_t u + u \partial_x u = -\mu \mathcal{D} u,
\]

where the dissipation term \( \mu \mathcal{D} u \) is given in the Fourier representation by \( k^{2\alpha} \hat{u} \) or \( e^{k \hat{u}} \).

In the case of the Euler equation [3] as well as in the case of the Burgers equation we were able to determine the asymptotic structure of the solutions using high precision arithmetics. Our numerical findings are partially supported by theory [4, 5].
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Abstract

Quantum Chromodynamics is the fundamental theory of the interactions of quarks and gluons which underlies, among other things, Nuclear Physics. Mathematically, this is a gauge theory based on the “color” quantum number, $N_c$, following the structure of the $SU(N_c)$ Lie group. Although in the real world $N_c = 3$, ever since the pioneering work of Ref. [1], it has been widely appreciated that it is very useful to study this theory in a power series in $1/N_c$ around $N_c = \infty$. This expansion is similar to an expansion in the number of components of a field, like e.g. in the $CP^N$ theories. In the limit $N_c \to \infty$, QCD is described in terms of Green’s functions which are meromorphic, with infinite isolated poles located on the real axis. The position of these poles corresponds to the value of the mass of the physical particle present in the spectrum of the Hamiltonian. Despite continuous efforts, no solution to QCD at $N_c = \infty$ has been found. On the other hand, in recent years, it has been proposed that saturating these infinite sums with just one term could be a reasonable approximation, leading to a significant phenomenological success[2] which encompasses the old and celebrated Vector Meson Dominance approximation from the 60’s. I would like to point out with the help of model calculations [3] that this saturation with a finite number of poles can be best understood within the theory of Pade Approximants, explaining different results which have appeared in the recent literature.
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Implementations of the Levin-Weniger convergence accelerator and applications to problems in physics
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Abstract

Levin sequence transformations [1] as generalized in [2], are useful tools for the summation of slowly convergent series appearing in atomic variational calculations (as an example, see [3]). The necessity of high precision results for the upper bound estimates has the consequence of dealing with a high number of summations that have to be done accurately. Therefore, special care must be paid in the balance between precision and computational time.

For the numerical series that appear in the evaluation of the multi-electron integrals required, it is not known a general expansion for large \( n \) of the difference between the infinite and the partial sum up to \( n \). The generalized Levin formula for the convergence acceleration requires a choice for the remainder estimates \( \omega_n \). In this work we will propose an additional choice of \( \omega_n \) which comes from the use of the Euler-McLaurin formula for series for which the general term behaves asymptotically as \( n^{-\alpha} \) and compare to the Levin \( u \)-transform for different types of series of physical interest. In particular, we will find some examples where the present choice is exact.

In addition to this, two strategies will also be presented in this work for reducing the well known unstabilities of the convergence accelerators due to precision losses: (i) using a rearrangement of terms for the numerical evaluation and (ii) by means of an arbitrary precision implementation of the Levin sequence transformation in C++ using a free multi-precision library (MPFR). Some numerical tests will be shown.
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Abstract

In this talk, a new procedure for the extrapolation to the limit of slowly convergent sequences, and the summation of convergent and divergent series is proposed. It is a generalization of the \( E \)-algorithm which is the most general extrapolation algorithm known so far. Some properties of the kernel of this transformation are given. Particular cases, such as Drummond’s transform and extensions are given. These transformations are related to Padé and Padé-type approximants.
Abstract

The prolate spheroidal wave functions, \( \{ \varphi_{n,\sigma,\tau} \} \), constitute an orthonormal basis of the space of \( \sigma \)-bandlimited functions on the real line, i.e. functions whose Fourier transforms have support on the interval \( [-\sigma, \sigma] \). They can be characterized as the eigenfunctions of a differential operator of order 2:

\[
(\tau^2 - t^2)\varphi''_{n,\sigma,\tau} - 2t\varphi'_{n,\sigma,\tau} - \sigma^2 t^2 \varphi_{n,\sigma,\tau} = \mu_{n,\sigma,\tau} \varphi_{n,\sigma,\tau}.
\]

In this talk we will present some new results obtained on the formal solutions of this equation. For this purpose, we specialize to particular values of the two parameters: \( \sigma = \tau = 1 \). We use the MAPLE package DESIR to compute the formal solutions in the neighborhood of the singularities (the regular ones \( \pm 1 \), and the irregular one, infinity) and to do some numerical experiments: computation of Stokes matrices [1] and of monodromy. This leads to the conjecture that the following properties are equivalent:

- \( \mu \) is an eigenvalue of the differential operator \( L = (t^2 - 1) \frac{d^2}{dt^2} + 2t \frac{d}{dt} + t^2 \);
- the series solutions near \( \pm 1 \) of the equation \( L(y) = \mu y \) are entire functions (and so, eigenfunctions);
- the series appearing in the solutions near infinity of the equation \( L(y) = \mu y \) are convergent;
- the Stokes phenomenon of the operator \( L - \mu \) at infinity is trivial;
- the monodromy around \( [-1, 1] \) of the operator \( L - \mu \) is trivial.

The second part of the talk will give the proof of the conjecture.
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Abstract

I will show how to obtain sequences of rational approximations that rapidly converge to any value $\Gamma(a/b)$, $a/b \in \mathbb{Q} \setminus \mathbb{Z}$ by means of Padé approximants applied to divergent power series similar to Euler’s series $\sum_{n=0}^{\infty} n!x^n$. A similar method enables me to obtain rational approximations to any of the numbers $\gamma + \log(x)$, where $\gamma$ is Euler’s constant and $x \in \mathbb{Q}$, $x > 0$.

References

Generalized techniques in numerical integration

Richard M. Slevinsky¹, Hassan Safouhi²

¹Mathematical section, Campus Saint-Jean, University of Alberta, Canada
e-mail: rms8@ualberta.ca
²Mathematical section, Campus Saint-Jean, University of Alberta, Canada
e-mail: hassan.safouhi@ualberta.ca

Abstract

Integration by parts is one of the most popular techniques in the analysis of integrals. The product of the technique is usually a divergent series formed from evaluating boundary terms [1]; however, sometimes the remaining integral is also evaluated [2].

Due to the successive differentiation and antidifferentiation required to form the series or the remaining integral, the technique in its raw form is difficult to apply to problems more complicated than the simplest. In this talk, we explore a generalized and formalized integration by parts to create equivalent representations to some challenging integrals. Coupled with sequence transformations and/or extrapolation methods, we assess each of the different methods that can be formed from our formalized integration by parts.

As a demonstrative archetype, we examine the infinite-range Fresnel integrals. We also examine some peculiarities with the methods applied to the Twisted Tail. And lastly, we examine the most challenging molecular integrals that arise in molecular structure calculation using exponential type functions as a basis set of atomic orbitals.
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Abstract

We use Padé approximants for the description of hadronic matrix elements. We analyze resonant amplitudes in the elastic region. By means of the Montessus de Ballore’s theorem we are able to extract properties of the amplitude in a model independent way. For instance, we will show how it is possible to obtain the resonance pole mass and width without relying in any particular hadronic model.

*Work supported by CICYT-FEDER-FPA2008-01430, SGR2005-00916, the Spanish Consolider-Ingenio 2010 Program CPAN (CSD2007-00042), the Juan de la Cierva program and the EU Contract No. MRTN-CT-2006-035482 (FLAVIAnet).
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Abstract

A cardinal issue that arises in application of convergence acceleration (extrapolation) methods is that of numerical stability (rather lack of it) in floating-point arithmetic. This issue turns out to be critical because numerical instability is inherent, even built in, when convergence acceleration methods are applied to many sequences that occur commonly in practice. It is encountered, for example, when summing power series, Fourier series, or orthogonal polynomial expansions near points of singularity of the limit functions. If extrapolation methods are applied without taking this issue into account, the numerical accuracy they can attain is limited, and eventually destroyed completely, as more terms are added in the process. Therefore, it is important to understand the origin of the problem and to propose practical ways to solve it effectively. For a detailed discussion, see [1, Introduction].

A brief qualitative description of the subject follows:

Let \( \{A_m\} \) be a sequence with limit \( A \), and let \( E_n \) be approximations that are produced by some extrapolation method applied to \( \{A_m\} \). Then, in almost all cases, \( E_n \) can be shown to be of the form \( E_n = \sum_{i=0}^{K_n} \theta_{ni} A_i \), with \( \sum_{i=0}^{K_n} \theta_{ni} = 1 \). (Of course, the \( \theta_{ni} \) depend on the \( A_i \) nonlinearly.) In case the \( A_i \) have been computed with absolute errors bounded by \( \epsilon \), the quantity \( \Gamma_n = \sum_{i=0}^{K_n} |\theta_{ni}| \geq 1 \) controls the propagation of these errors into \( E_n \), in that, it can be argued that the error in the (computed) \( E_n \) is bounded by \( \Gamma_n \epsilon \). Now, \( \Gamma_n \) may be unbounded as \( n \to \infty \), in which case the error in the computed \( E_n \) tends to infinity. Even when \( \sup_n \Gamma_n < \infty \), \( \Gamma_n \) may be very large and the accuracy attainable by the computed \( E_n \) may be quite limited. By a detailed study of the structure of \( \Gamma_n \) and its asymptotic behavior as \( n \to \infty \), it becomes possible to design effective ways of applying the extrapolation methods to make \( \Gamma_n \) bounded or smaller, hence improving the quality of the computed \( E_n \) substantially.

In this survey, we discuss this issue within the context of several known extrapolation methods and show strategies of improving the performance of these extrapolation methods in the presence of built-in instabilities.
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Abstract

The JWKB method is generally characterized as an asymptotic expansion for the logarithm of the wave function in powers of $\hbar$. In applications to the radial Schrödinger equation, retention of $\hbar$ in the centrifugal potential leads to ambiguity. Kramers [1] himself implicitly took advantage of the ambiguity by modifying the potential, replacing $\hbar^2(l + 1)/2mr^2$ by $\hbar^2(l + 1/2)^2/2mr^2$, to get better results. Following Kramers, many modifications of the centrifugal potential have been proposed, which can best be understood in terms of a two-$\hbar$ analysis, one $\hbar$ for expansion, the other for the centrifugal potential, to be set equal at the end to recover the physical problem [2].

When provable, Borel summability greatly enhances the significance of a JWKB expansion, making it equivalent to an exact solution and providing a method for obtaining accurate numerical results. Proof of Borel summability of the some of the two-$\hbar$ JWKB expansions for the radial Coulomb problem will given.
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Strong coupling asymptotics of the $\beta$-function in $\phi^4$ theory and QED
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Abstract

The well-known algorithm for summing of divergent series is based on the Borel transformation in combination with the conformal mapping (Le Guillou and Zinn-Justin, 1977). Modification of this algorithm allows to determine a strong coupling asymptotics of the sum of the series through the values of the expansion coefficients. Application of the algorithm to the $\beta$-function of $\phi^4$ theory leads to the asymptotics $\beta(g) = \beta_{\infty} g^\alpha$ at $g \to \infty$, where $\alpha \approx 1$ for space dimensions $d = 2, 3, 4$. The natural hypothesis arises, that asymptotic behavior is $\beta(g) \sim g$ for all $d$. Consideration of the ”toy” zero-dimensional model confirms the hypothesis and reveals the origin of this result: it is related with a zero of a certain functional integral. Generalization of this mechanism to the arbitrary space dimensionality leads to the linear asymptotics of $\beta(g)$ for all $d$. The same idea can be applied for QED and gives asymptotics $\beta(g) = g$, where $g$ is the running fine structure constant. Relation to the ”zero charge” problem is discussed.
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Abstract

In this presentation, we will consider expressions of the form

\[ S(\delta) = \sum_{s=0}^{\infty} (s + x)^n E(s, \delta), \quad n \in \mathbb{N}, \]

where \( x \) is a fixed real parameter, and the function \( E \) is such that the series converges for \( \delta > 0 \), but \( E(s, 0) = E_0 \) (a constant). Series of this type are of great importance in the study of wave scattering by periodic structures [1, 2], and it is often necessary to determine the nature of the singularity of the function \( S(\delta) \) at the point \( \delta = 0 \). For the case where \( E(s, \delta) = e^{-s\delta} \), Nørlund [3, p. 53] used Euler–Maclaurin summation [4] to obtain

\[ \lim_{\delta \to 0^+} \left[ \sum_{s=0}^{\infty} (s + x)^n e^{-(s+x)\delta} - \int_0^\infty s^n e^{-s\delta} \, ds \right] = -\frac{B_{n+1}(x)}{(n+1)}, \]

where \( B_n(\cdot) \) is the Bernoulli polynomial of order \( n \). This can be used as a means of expanding the series on the left-hand side in negative powers of \( \delta \), because the integral can be evaluated exactly in terms of the gamma function.

We will show how (2) can be generalised to account for other forms of the function \( E \). The resulting formula is remarkably robust, in the sense that there are many cases where it is valid, despite the fact that the Euler–Maclaurin formula, from which it is derived, is not.
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Unusual convergence behaviour of certain rational interpolants
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Abstract

In [2, 3, 5] we discuss a rational interpolation procedure that generalises near-best polynomial interpolation in Chebyshev points. For a given (fixed) sequence of (real or complex) poles \{\alpha_1, \alpha_2, \ldots\} outside \([-1, 1]\), the corresponding interpolation points are zeros or maxima of so-called Chebyshev rational functions that were introduced in [1, 4].

Underlying these interpolation points are certain conformal maps \(g(x)\) defined implicitly by

\[
g^{-1}(y) = (J \circ B_N^{1/N} \circ J^{-1})(y),
\]

where \(J(x) = (x + x^{-1})/2\) is the Joukowski map, \(B_N(x)\) is the finite Blaschke product

\[
B_N(x) = \prod_{k=1}^{N} \frac{x - \beta_k}{1 - \beta_k x},
\]

and \(\beta_k = J^{-1}(\alpha_k)\).

In this talk we discuss a different interpolation procedure based on these maps, which exhibits very unusual convergence behaviour.
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Inverse factorial series: a little known tool for the summation of divergent series

Ernst Joachim Weniger

Institut für Physikalische und Theoretische Chemie, Universität Regensburg, D-93040 Regensburg, Germany
email: joachim.weniger@chemie.uni-regensburg.de

Abstract

Let \( \Omega : \mathbb{C} \to \mathbb{C} \) be a function which vanishes as \( z \to +\infty \). A factorial series for \( \Omega(z) \) is an expansion involving Pochhammer symbols:

\[
\Omega(z) = \frac{a_0}{z} + \frac{a_1!}{z(z+1)} + \frac{a_2!}{z(z+1)(z+2)} + \cdots = \sum_{\nu=0}^{\infty} \frac{a_{\nu+1}!}{(z)_{\nu+1}}.
\]

(1)

Factorial series were already used in Stirling’s classic book *Methodus Differentialis* (1730). Later, they were used quite a lot in the context of finite difference equations. But in recent years, factorial series have largely been neglected, which in my opinion is not justified: Factorial series have many interesting features which have not yet been exploited properly.

Factorial series occur in the theory of Stirling numbers. By means of these Stirling numbers, it is possible to transform inverse power series and factorial series into each other by means of comparatively simple algebraic operations. In particular, it is often possible to convert a factorially divergent inverse power series into a convergent factorial series.

By a simple change of argument, we obtain in this way a somewhat unusual expansion for a function \( f(z) \) defined by a formal and thus possibly divergent power series:

\[
f(z) = \sum_{n=0}^{\infty} \gamma_n z^n = \sum_{m=0}^{\infty} \frac{(-1)^m}{m!} \frac{z}{(\frac{1}{z}+1)^{m+1}} \sum_{\mu=0}^{m} (-1)^\mu S^{(1)}(m, \mu) \gamma_\mu.
\]

(2)

Here, \( S^{(1)}(m, \mu) \) is a Stirling number of the first kind. If the power series coefficients \( \gamma_n \) have strictly alternating signs, then the value of the inner sum \( \sum_{\mu=0}^{m} (-1)^\mu S^{(1)}(m, \mu) \gamma_\mu \) is usually much smaller than the values of its terms, and (2) can be used for the summation of factorially divergent alternating power series.

Alternatively, a function \( \Omega(z) \) represented by a factorial series can also be computed via the following integral representation:

\[
\Omega(z) = \int_{\gamma}^{1} t^{z-1} \varphi_\Omega(t) \, dt, \quad \Re(z) > 0,
\]

(3a)

\[
\varphi_\Omega(t) = \sum_{n=0}^{\infty} a_n (1-t)^n.
\]

(3b)

If approximations to \( \varphi_\Omega(t) \) are converted to Padé approximants, we obtain something resembling the well known Borel-Padé summation method.
Efficient algorithm for summation of some slowly convergent series
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Abstract

The $Q$ transformation, introduced recently in [1], may serve us a good tool for summation of slowly convergence series. As was shown in the mentioned paper, this approach can be easily applied to the case of generalized and basic hypergeometric series, as well as some orthogonal polynomial expansions. It is closely related to the famous Wynn’s epsilon algorithm, Weniger’s or Homeier’s transformations, and the method introduced by Čiček, Zamastil and Skála.

However, it is difficult to use the algorithm proposed in [1]—because of its high complexity, and some other restrictions—in the case of arbitrary series. In this talk, we propose another realization of the $Q$ transformation, resulting in obtaining a simpler and faster algorithm. Notice that it can implemented in a symbolic or numerical version.
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Abstract

This talk is concerned with two themes: how to obtain the large-order behavior of the divergent series (LOBDS) and how to use it for the summation of the series.

As shown explicitly for the first time in [1] the large-order behavior of the perturbation coefficients for wide class of the eigenvalue problems can be through dispersion relations reduced to the WKB calculation of the tunneling through potential barrier. Several recent improvements in constructing the WKB approximation will be described, namely the following.

First, it is not necessary to deal with inadequacy of the WKB approximation at the classical turning points [2]. Second, the WKB approximation can be formulated directly as an expansion in pertinent coupling constant without any reference to quantum-classical correspondence [2]. Third, for multidimensional problems the WKB approximation can be formulated in such a way that the calculation can be reduced to the quadratures and at the same time the method yields systematic approximation to the probability flux [3]. Applying this method to Zeeman effect in hydrogen we were able for the first time to carry out the multidimensional WKB approximation explicitly beyond the leading order [4].

The use of LOBDS for the summation of the series will be discussed next. We show that first LOBDS naturally leads to the form of the sequence transformation [5]. Second LOBDS yields the singularities of the Borel transform [6], third it improves the summation to the smallest term and Padé summation for Stieltjes series.
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Abstract

Order-dependent mapping has been proposed in [1] as a simple method to sum some class of divergent series that appear frequently in physics. The method has found since many applications and I shall review a few.
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Abstract

By using the approach recently proposed by Weniger [1], an asymptotic analysis of the remainder obtained by truncating the Euler series (ES henceforth) to the $n$th-order term is presented. In particular, closed-form expansions of the remainder, both in inverse powers and in inverse rising factorials of $n$, are found. Such expansions involve the Bell polynomials[2], well known in combinatorics[3], and two families of polynomials closely related to them. Recurrence rules are derived for these polynomials, as well as the closed-form expressions of the corresponding generating functions.
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Abstract

In this poster, we present a chronological summary of the results we have obtained in modelling economic and financial time-series data by using numerical methods associated with the rational approximation. In economics, the systematic treatment of data to obtain specific properties from long (or short) data series is a main objective. Therefore, the use of rational models and related numerical methods can be useful to help to predict the behaviour of relevant economic variables with a certain degree of certainty. Some numerical methods, closely related to theoretical research in Pad approximation, have been proposed to identify some type of rational structure associated with economic data in different contexts (financial, marketing, farming, energy and water consumption). First, considering the causal theory in time domain we present two alternatives to improve the fit and forecasting of classic time series models: The matrix theory and the non-causal theory. Finally, we contribute with some recent results in scale domain (wavelets) to suitable economic data.
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Abstract

It is "well known" that the interlaced zeros and poles of Padé approximants describe the position of cuts of considered function \(f\). More, the Padé approximants choose automatically this position, "in principal" in the direction joining the point of development of \(f\) and its ramification point. The "well known" property was studied by J.S.R.Chisholm and A.C.Genz et M.Pusterla forhy years ago for \(\ln(1-z)\) function at the complex points, but the "well known" results produced by the authors are false. A number of numerical examples show that the positions of zeros and poles deviate from the supposed "well known" position. We show also, that only N-point Padé approximants computed with pairs of points, complex and complex conjugate, leads to the traditional position of cuts.
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Abstract

The study of the polynomials defined by the General recurrence relations of the form

\[ P_{-1}(z) \equiv 0, \; P_0(z) \equiv 1 \text{ and} \]

\[ \forall k \geq 0 \quad P_{k+1}(z) = (z - a_k)P_k(z) - \sum_{i=\max(-1,k-q)}^{k-1} b_i^{[k]} P_i(z), \]

where \( a_k, b_j^{[k]} \) are complex numbers and \( q \) the order of the recurrence, is an important thing for the applications - see already the wide literature on the subject when \( q = 1 \) (the Three-term recurrence relation case); some authors have also obtained some interesting results for \( q > 1 \).

The aim of this talk is the presentation of some asymptotic behaviours for the polynomials generated by some higher recurrence relations (e.g. \( q > 1 \)). We have already given some results in [1,2,3].
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Abstract

The multiple orthogonal polynomials (multiple OPS) are historically much related to simultaneous Padé approximations. Nowadays it is tried to find many properties of multiple OPS considering as a natural extension of ordinary orthogonal polynomials [3,4]. For example, differential equations for classical multiple OPS such as Jacobi-Piñeiro polynomials, multiple Bessel polynomial, multiple Laguerre I and II polynomials, and multiple Hermite polynomials are given [1].

For the multiple Hermite polynomials, the multiple Laguerre I and multiple Laguerre II polynomials, the author found the generating functions by Cauchy integral formula in order to get properties such as recurrence relations and differential equations. See [2] and references therein for details.

In this presentation we introduce a method to find a generating function for classical multiple OPS including Jacobi-Piñeiro polynomials and the multiple Bessel polynomials, and then obtain new recurrence relations.
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Abstract

By performing the quadratic decomposition of $H_q$-Appell sequences, where $H_q$ is the lowering (or annihilating) operator defined by $H_q f(x) = \frac{f(qx) - f(x)}{(q - 1)x}$, another lowering operator $L_{q;\varepsilon}$ (with $\varepsilon^2 = 1$) arises, since the two polynomial sequences lying in the principal diagonal are $L_{q;\varepsilon}$-Appell. Triggered by this result, after developing the concept of the $L_{q;\varepsilon}$-Appell sequences, all the orthogonal $L_{q;\varepsilon}$-Appell sequences are sought, which outcome was the Little $q$-Laguerre polynomial sequences - they are indeed the unique ones fulfilling both properties. These latter are not only $H_q$ but also $L_{q;\varepsilon}$-classical sequences in Hahn’s sense, which opens up the problem of finding all the orthogonal sequences $\{P_n\}_{n \geq 0}$ such that their orthogonality is preserved by the operator $L_{q;\varepsilon}$.
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Abstract

The mathematical model $\mathcal{P}$ of a real life problem is, typically, a set of complicated non-linear differential equations. The corresponding numerical solution is obtained solving iteratively a, possible, infinite sequence of simpler non linear problems $\mathcal{P}_i$, $i = 1, 2, \ldots$ which approximate better and better the original one. The idea of this iterative process is well known: problem $\mathcal{P}_i$ uses the solution produced by problem $\mathcal{P}_{i-1}$ to generate the next approximation of the final solution of the original problem. This algorithm proceeds until some convergence criterion is satisfied.

From a computational point of view, each step of this iterative step may be time consuming and the entire process may require a high number of steps. Thus, it is interesting to investigate the possibility to accelerate the convergence process. In this paper we show the improvements gained using some acceleration techniques in three engineering fields.

First, we show the acceleration improvement obtained applying the behavior of the convergence process of the steady state Navier-Stokes equations. Second, we show the behavior of the convergence process in the simulation of a MOSFET, one of the most important electronic devices, with and without the application of some kind of polynomial acceleration on the Gummel map. Third, we study the solution of a simple non-linear passive electronic net consisting of some diodes and resistors both using Aitken and a polynomial acceleration.
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