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Abstract Consistency with the formal Church’s thesis, for short CT, and the
axiom of choice, for short AC, was one of the requirements asked to be satisfied
by the intensional level of a two-level foundation for constructive mathematics
as proposed by the second author and G. Sambin in 2005.

Here we show that this is the case for the intensional level of the two-
level Minimalist Foundation, for short MF, completed in 2009 by the second
author. The intensional level of MF consists of an intensional type theory a
la Martin-Lof, called mTT.

The consistency of mTT with CT and AC is obtained by showing the con-
sistency with the formal Church’s thesis of a fragment of intensional Martin-
Lof’s type theory, called MLtt;, where mTT can be easily interpreted. Then
to show the consistency of MLtt; with CT we interpret it within Feferman’s
predicative theory of non-iterative fixpoints I D; by extending the well known
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Kleene’s realizability semantics of intuitionistic arithmetics so that CT is triv-
ially validated.

More in detail the fragment MLtt; we interpret consists of first order in-
tensional Martin-Lof’s type theory with one universe and with explicit substi-
tution rules in place of usual equality rules preserving type constructors (hence
without the so called &-rule which is not valid in our realizability semantics).

A key difficulty encountered in our interpretation was to use the right
interpretation of lambda abstraction in the applicative structure of natural
numbers in order to model all the equality rules of MLtt; correctly. In partic-
ular the universe of MLtt; is modelled by means of I D;-fixpoints following a
technique due first to Aczel and used by Feferman and Beeson.

Keywords realizability - type theory - formal Church’s Thesis

1 Introduction

Constructive mathematics can be informally defined as mathematics developed
with constructive proofs, namely proofs admitting a computational interpre-
tation. Usually a formal definition of constructive proof is given by referring
to proofs formalizable in a suitable set-theoretic foundation admitting a com-
putational model. Indeed there is no standard referential foundation for con-
structive mathematics to which the majority of constructive mathematicians
refers to, as it happens for classical mathematics with Zermelo-Fraenkel set
theory possibly with the addition of the axiom of choice. Many different foun-
dations for constructive mathematics are available in the literature both in
axiomatic set theory a la Zermelo-Fraenkel, such as Aczel’'s CZF [5,2-4] or
Friedman’s IZF [7], or in category theory, such as topoi or pretopoi [17,16,18],
or in type theory such as Martin-Lo6f’s type theory [26] or Coquand’s Calculus
of Inductive Constructions [9,10].

In [23] the second author and G. Sambin embarked on the project of build-
ing a minimalist foundation among the most relevant foundations of construc-
tive mathematics. Motivated by this purpose the authors of [23] also argued
that a foundation for constructive mathematics should consists of two lev-
els: an intensional level based on an intensional type theory a la Martin-Lof
where to make evident the computational contents of mathematical proofs and
an extensional level formulated in a language as close as possible to that of
present day mathematics and interpreted in the intensional level by means of
a quotient model. In particular in [23] it was required that the intensional level
should be consistent with the axiom of choice (AC) and the formal Church’s
thesis (CT) [31] via a realizability model & la Kleene where to extract the
computational contents of proofs. From the well-known fact that AC+CT
is inconsistent with extensionality of functions over Heyting arithmetics ex-
tended with finite types [31] it was argued that one single theory can not serve
to all the mentioned purposes and that the presence of an extensional level
including extensionality of functions as normally assumed in mathematics, is
then necessary.
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In [19] the second author formulated a two-level system for the Minimalist
Foundation, here called MF. Both the intensional and the extensional levels
of MF consist of type systems based on Martin-Lof’s type theory [26] but
with a primitive notion of propositions in order to avoid the validity of choice
principles: the first is called mTT and the latter emTT.

Here we show that the intensional level mTT is consistent with AC+CT
as advocated in [23].

This result is obtained by producing a realizability model for a fragment of
Martin-Lof’s type theory [26], called MLtt;, where mTT+AC can be easily
interpreted and where CT holds.

Our MLtt; is very similar to first order intensional Martin-Lof’s type
theory with one universe but it differs from Martin-Lof’s type theory in the
following respects: we drop all congruence laws, in particular the &-rule, and
instead we postulate the explicit substitution equality rules. Since the main dif-
ference between mTT and MLtt; is the distinction between propositions and
sets, to interpret mTT in MLtt; it sufficies to interpret mTT-propositions
as MLtt;-sets according to the well-known Curry-Howard isomorphism and
the mTT-collection of small propositions as the first universe of MLtt;.

We then interpret MLtt;+CT by extending Kleene’s realizability inter-
pretation of intuitionistic connectives [31] within Feferman’s predicative theory
of non-iterative fixpoints I/D\l in [12,7]. This means in particular that we in-
terpret the set of functions between natural numbers as the I/D\l—subset of
natural numbers containing their program codes without quotienting them
under extensionality so that CT turns out to be easily validated.

A key difficulty encountered in producing our realizability interpretation
was to use the right interpretation of lambda abstraction in the applicative
structure of natural numbers in order to model all the equality rules of MLtt,
correctly.

Then to interpret the universe of MLtt; we adopt the technique of using
fixpoints of suitable positive operators due first to Aczel [1] and used by Fefer-
man [12] and Beeson [7] to interpret first order extensional Martin-Lof’s type
theory with one universe within I/\Dl

It is worth noting that Beeson’s interpretation of first order extensional
Martin-Lo6f’s type theory with one universe in [7] does not model MLtt;+CT
because it falsifies CT since it validates both AC and extensionality of func-
tions which both are theorems of extensional Martin-Lof’s type theory. There-
fore in order to get a version of Martin-Lo6f’s type theory that is consistent
with CT one has to pass to a version where extensionality of functions is not
valid. This can be achieved by dropping the £-rule while keeping the other con-
gruence rules as is done in MLtt; below. Another option would be to consider
the original intensional version of Martin-Lof’s type theory in [26] which does
not validate extensionality of functions but only a weak form of it expressed by
the so-called &-rule of lambda terms. But consistency of this version with CT
is still an open problem. Indeed, the realizability semantics of MLtt,;+CT
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presented here does not work for it, since such a semantics, being based on
original Kleene’s realizability, does not validate the &-rule.

Finally, we want to emphasize, as noticed in [19], that the interpretation
of the extensional level of MF', including extensionality of function, can be
performed within the intensional level mTT without the £-rule. This is no
surprise because partial combinatorial algebras give rise to extensional models
and also they do not validate the &-rule.

2 The Minimalist Foundation

In [19] a two-level formal system, called Minimalist Foundation, for short MF,
is completed following the design advocated in [23]. The two levels of MF
are both given by a type theory a la Martin-Lof: the intensional level, called
mTT, is an intensional type theory including aspects of Martin-Lo6f’s one in
[26] (and extending the set-theoretic version in [23] with collections), and its
extensional level, called emT'T, is an extensional type theory including aspects
of extensional Martin-Lo6f’s one in [25]. Both type theories include a notion of
primitive propositions. The type theory mTT of the intensional level can be
considered a predicative version of Coquand’s Calculus of Constructions in [9].
Then a quotient model of setoids & la Bishop [8,13,6,28] over the intensional
level is used in [19] to interpret the extensional level in the intensional one. A
categorical study of this quotient model has been carried on in [21,20,22] and
related to the construction of Hyland’s effective topos [14,15].

MF has been designed to be constructive and to be minimalist, that is
compatible with (or interpretable in) most relevant constructive and classical
foundations for mathematics in the literature. According to these desiderata
it has the following features as described in [24]:

— MF has two types of entities: sets and collections. A minimalist

foundation which is compatible with most of predicative constructive theo-
ries in the literature, including Martin-Lof’s one in [26], should be certainly
predicative and based on intuitionistic predicate logic, including at least
the axioms of Heyting arithmetic. For instance it could be a many-sorted
logic, such as Heyting arithmetic of finite types [31], where sorts, that we
call types, include the basic sets we need to represent our mathematical
entities.
However, if we want to develop topology in an intuitionistic and predicative
way, we need to equip our foundation with two kinds of entities: sets and
collections. The main reason is that the power of a non-empty set, namely
the discrete topology over a non-empty set, fails to be a set in a predicative
foundation, and it is only a collection.

— MF has two types of propositions. If a predicative theory is equipped
with sets and collections, where the latter include the representation of
power-collections of subsets, then, it should also distinguish two types of
propositions to remain predicative: those closed under quantifications on
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sets, called small propositions in [19], from those closed under any kind of
quantification, called propositions in [19].

— MF has two types of functions. It is a well-known phenomenon that

the addition of the principle of excluded middle can turn a predicative
theory, as Aczel’s CZF or Martin-Lof’s type theory, into an impredicative
one where power-collections become sets. For such theories this happens
because the collection of functions from a set A to the boolean set {0,1},
i.e. the exponentiation of the boolean set over A, forms a set, too. Hence,
a predicative theory compatible with classical theories where the power of
a non-empty set is not a set as in Feferman’s predicative theories [11], can
not validate exponentiation of functions. A drastic solution is to avoid any
form of exponentiation in the predicative theory. The solution adopted in
MF as well as in Feferman’s theories [11], is to allow exponentiation of
certain functions, called operations in [24], which are defined primitively
as functional terms f(x) € B [z € A] in a set B with a free variable in the
set A. These operations can be defined as type-theoretic functions of a type
theory, like in Martin-Lof’s type theories [26,25]. Clearly any type theoretic
function f(x) € B [x € A] gives rise to a functional relation f(z) =p y [z €
A,y € B]. But we do not postulate the aziom of unique choice which would
allow us to identify functional relations with type theoretic functions.
A proof that mTT does not validate the axiom of unique choice can be
obtained by interpreting mTT in Coquand’s Calculus of Constructions
which has a model not validating the axiom of unique choice even for
natural numbers (see [29]).

2.1 The intensional level of the Minimalist Foundation

Here we describe the intensional level of MF in [19], which is represented
by a dependent type theory called mTT. This type theory is written in the
style of Martin-Lof’s type theory [26] by means of the following four kinds of
judgements:

Atype Il A=Bitype Il acA[ll a=beA[Il]

that is the type judgement (expressing that something is a specific type),
the type equality judgement (expressing when two types are equal), the term
judgement (expressing that something is a term of a certain type) and the
term equality judgement (expressing the definitional equality between terms
of the same type), respectively, all under a context I'.

The word type is used as a meta-variable to indicate four kinds of entities:
collections, sets, propositions and small propositions, namely

type € {coll, set, prop, props }

Therefore, in mTT types are actually formed by using the following judge-
ments:
A set [T B coll [I] ¢ prop [I'] Y props [
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saying that A is a set, that B is a collection, that ¢ is a proposition and that
1 is a small proposition.

Here, contrary to [19] where we use only capital latin letters as meta-
variables for all types, we use greek letters 1, ¢ as meta-variables for propo-
sitions and capital latin letters A, B as meta-variables for set or collections,
and small latin letters a, b, ¢ as meta-variables for terms, i.e. elements of the
various types.

Observe that for a set A, when we say that

acAll

is derivable in mTT, we actually mean that the term a is an element of the set
A under the context I' and hence the symbol € stands for a set membership.

In mTT as well as in intensional Martin-Lof type theory, one distinguishes
between judgemental equality which is decidable and propositional equality
which in general is not.

We now proceed by briefly describing the various kinds of types in mTT.
There is a most general notion of type called collection and there is a more re-
strictive notion called set. Propositions are particular collections. Those propo-
sitions which are sets are called small propositions. Sets are closed under the
usual type-forming operations in Martin-Lof type theory without universes.
Propositions are closed under usual connectives, quantification over collec-
tions and a propositional equality type with an elimination rule which is more
restrictive than Martin-Lof’s one. Small propositions form a collection propg
and are closed under the same operations as propositions with the exception of
quantifiers and propositional equality type which are admissible only for sets.
Collections are closed under Martin-Lof’s dependent sum types and the collec-
tion of small propositional functions on a set, besides of course the collection
Props.

For a precise formulation containing all the rules see [19].

mTT distinguishes between sets and collections in a way similar to the
distinction between set and class in axiomatic set theory. However, all types of
mTT, i.e. small propositions, propositions, sets and collections, are predica-
tive entities. Indeed, mTT can be interpreted into Martin-Lof’s type theory
(see [26]) by simply identifying mTT-collections with Martin-Lof’s sets, the
collection of small propositions with the first universe, mTT-sets with the
sets in Martin-Lof’s first universe, and propositions are interpreted following
Curry-Howard isomorphism.

It is worth noting that, whilst all mTT-types are inductively generated by
a finite number of rules, the corresponding induction principle is available as
an elimination only for all mTT-sets with the single exception of dependent
product sets where we just have application.

As explained in [23] the distinction between propositions and sets is crucial
to avoid the validity of choice principles.

Finally, it is worth noting that in mTT usual congruence rules preserving
term constructors are restricted to explicit substitution equality rules, called
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here replacement rules, of the form

c(x1y. .y xn) €C(T1,... ) [21 €A, ooy 2n € Ap(T1,. ..y 2p—1)]
a1:b1€A1 an:bnGAn(al,...,an_l)
c(al,...,an)zc(b1,...,bn)EC(al,...,an)

repl)

This restriction is crucial to prove consistency of mTT with AC+CT -
where CT is the usual formulation of formal Church’s thesis in first order
arithmetics (see [31]) and AC is the following form of aziom of choice

(AC) (Vz € A) (Jy € B) p(x,y) — (3f € (IIzx € A) B) (Y € A) p(z, Ap(f, 7))

with A and B generic collections and p(x,y) any relation - by means of a
realizability semantics we present in the next sections. Indeed, such a seman-
tics, being based on original Kleene realizability in [31], does not validate the
&-rule! of lambda-terms

¢ c=d eC [z € B|
MeB.c = 2B . € (ITx € B)C

which is instead valid in [26]. However, this restriction does not affect the
possibility of adopting mTT as the intensional level of a two-level constructive
foundation as intended in [23], since its term equality rules suffice to interpret
an extensional level including extensionality of functions, as that represented
by emTT, by means of the quotient model as introduced in [19] and studied
abstractly in [20-22].

3 The version MLtt; of Martin-Lo6f’s type theory

We here briefly describe the fragment of intensional Martin-Lof’s type the-
ory in [26] that we call MLtt;. In MLtt;, as in all versions of Martin-Lof’s
type theory, all entities are sets and the system is described by just using the
judgements

Aset[Il A=DBset[I'| acA[l] a=becA[l]

MLtt;-sets include first order sets with the addition of a single universe U
(formulated & la Russell):

Aset = No | Ny | List(A) | YpeaB(x) | A+ B | Hyena B(z) |1d(4,a,b) | U

where U is the first universe of first order (or small) sets. We call MLtty the
first order set-theoretic part without U.

Then, as for mTT, in MLtt, we postulate just the replacement rule repl)
in place of the usual congruence rules which would include the &-rule.

1 Notice that a trivial instance of the &-rule is derivable from repl) when ¢ and ¢’ don’t

depend on zB.
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This restriction is crucial to get consistency of MLtt; with CT. Indeed,
it is still an open problem whether the original intensional version of Martin-
Lof’s type theory in [26], including the &-rule of lambda terms, is consistent
with CT.

4 The interpretation of mTT in MLtt,

The translation of mTT into MLtt; is almost the identity, as first observed
n [19]. We interpret collections of mTT as sets of MLtt; and sets of mTT
as sets in the universe U. Propositions of mTT are interpreted as particular
sets of MLtt; and small propositions of mTT are interpreted as particular
sets in U. The collection of small propositions is interpreted as U.

Notice that this translation is not conservative as it validates the axiom of
choice which is not derivable in mTT.

5 The theory I/\Dl

Consider the language of second-order arithmetic given by a countable list of
individual variables x1, ..., Z,..., a countable list of set variables X1, ..., X,,..., a
constant 0, a unary successor functional symbol succ, an n-ary functional sym-
bol for every n-ary (definition of a) primitive recursive function, the equality
predicate = between individuals, the membership predicate € between individ-
uals and sets, connectives A, V,—, = and quantifiers 3 and V.

In particular atomic formulas of this language are ¢t = s and te X for
individual terms ¢ and s and set variables X.

Let X be a set variable, its occurrence in the atomic formula t € X is posi-
tive, while an occurrence of X in a non-atomic formula ¢ is positive (negative
resp. ) if one of the following conditions holds (see [7]):

1. ¢is Y Apor ¢V pand the occurrence is positive (negative) in ¢ or in p;
2. p is ¥ — p and the occurrence is positive (negative) in p or it is negative
(positive) in 9;

© is ) and the occurrence is negative (positive) in 1;

4. ¢ is ) or Vap and the occurrence is positive (negative) in ;

@

A second-order formula ¢(x, X) is positive if it does not contain set quan-
tifiers and it has at most one free individual variable z and at most one free
set variable X and all the occurrences of the variable X are positive.

Let’s now define the system /D; introduced in [12] and here called theory
of non-iterative fixpoints. It is a first-order classical theory whose language
has a countable list of individual variables x1, ..., ..., a constant 0, a unary
successor functional symbol sucec, an n-ary functional symbol for every n-
ary (definition of a) primitive recursive function, a unary predicate symbol
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P, for every positive second-order formula ¢(x, X), the equality predicate =,
connectives A, V,—, - and quantifiers 3 and V. ?

The axioms of I D; include the axioms of Peano arithmetic (presented with
symbols for primitive recursive functions) plus the following axioms schemas:

1. Induction principle for every formula of the language of I/D\l;
2. Fizpoint schema: for every positive second-order formula ¢(z, X) we have

Pp(z) < o(z, Pp)

where ¢(z, P,) is the formula of ID; obtained by substituting in o(z, X) all
the subformulas t e X for some ¢ with P,(t).

Applicative terms ofI/\Dl and interpretation of A-abstraction

Recall that numerals are defined to be the terms of the form succ(....(suce(0))...).

Definition 1 Applicative terms of I/D\l are defined according to the following
clauses (see [30]):

1. every variable z of I/\Dl and every numeral n is an applicative term;
2. if 7 and o are applicative terms, then {7}(o) is an applicative term.

Definition 2 It 7 is an applicative term and @ is a list of applicative terms,
then {7} (o) is the applicative term defined according to the following clauses:

{r}()is 7 and {7}(01, ..., ont1) is {{7}(0o1, ..c.on) HOnt1)-

Definition 3 Free variables in applicative terms are defined as follows:

1. A variable 2’ is free in z if and only if it coincides with x;
2. every numeral has no free variables;
3. a variable is free in {7}(o) if and only if it is free in 7 or in o.

It is well known that in HA (and so a fortiori in I/\Dl) one can encode Kleene
application through the so called Kleene predicate T(z,y, z) and the primitive
recursive function U.

Definition 4 For every proposition P(z) if we write P({7}(c)) for 7 and o
applicative terms (that is the result of formally substituting {7}(o) instead of
2 in P), this is an abbreviation for the proposition Jy(T(7,0,y) A P(U(y)))
where y is a fresh variable.

This definition is well given as one can pedantically show by defining an
adequate rank for formulas. For example the expression suce({n}({m}(0))) =
0 stands for Jy(T(n,{m}(0),y) A succ(U(y)) = 0) which in turn stands for
F2(T(m, 0, z) A Jy(T(n,U(z),y) A succ(U(y)) = 0)).

Definition 5 Definedness of applicative terms is specified as follows:

2 We define L and T as abbreviations for 0 = succ(0) and 0 = 0 respectively.
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1. z)land n | are T
2. {o}(0’) L is T (0,0’ )

If 7 and 7’ are applicative terms, then 7 ~ 7/ is an abbreviation for 7 | V7’ |—
/
T=1".

The following lemma is an immediate consequence of the s-m-n lemma (see
e.g.[27])

Lemma 1 There are numerals k and s such that in I/\Dl the following hold

1 Ak}(z,y) =
2. {s}(z,y) I and {s}(z,y, 2) = {x}(z,{y}(2))

Definition 6 If x is a variable and 7 is an applicative term, then we define
the applicative term Ax.7 as follows:

1. if 7 is x, then Az.7 is {s}(k, k);

2. if 7 does not contain x as free variable, then Ax.7 is {k}(7);

3. otherwise if 7 is {o}(0’) for some applicative terms o, ¢, then Az.7 is
{s}(Az.0, Ax.0").

Notice that in general Ax.7 | does not hold; however this will not be a problem
as it will hold for the interpretations of terms of MLtt;.

Definition 7 Suppose 7 and o are applicative terms and z is a variable, then
we define 7[o/x] according to the following clauses:

1. if 7 is z, then 7[o/x] is o
2. if 7 is a variable 2’ different from x or a numeral, then 7[o/z] is T
3. if 7is {7'}(7") for some applicative terms, then 7{o/x] is {7'[0/z]} (7" [0 /x])

Notice that the abstraction algorithm defined on p.475 in [31] is differ-
ent from the one given above. Our choice is motivated by the fact that the
abstraction algorithm on p.475 of [31] does not® validate the following two
lemmas which later turn out as crucial for verifying the correctness of our
interpretation of MLtt;.

Lemma 2 Let x,2’ be two distinct variables and let 7 and o be applicative
terms with x not free in o. The applicative terms (Azx.7)[o/x'] and Az.(T[o/2'])
coincide.

Lemma 3 If 7 and o are applicative terms and x is a variable, then

IDiFo |~ {Az.7}(0) ~ 7[o/x].

3 When employing the abstraction algorithm on p.475 of [31] (as suggested on p.609 of
loc.cit.), one cannot prove Prop. 6.5 on p. 611 of loc.cit. because it does not validate the
judgement Ap(Az.\y.z, A2.0) = Ay.Az.0 € N — (N — N) which is derivable in MLtto by
B-equality. In order to validate the unrestricted S-rule as required by MLttg one has to use
our abstraction algorithm which is a mild variation of the one on p.449 of loc.cit.
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Notice that in I/\Dl one can encode pairs of natural numbers through a
bijective binary primitive recursive function p with primitive recursive projec-
tions p; and ps. Moreover lists of natural numbers can be encoded in such a
way that 0 encodes the empty list and the append function cons, the length
function lh and the component function (—)_ are primitive recursive.

Lemma 4 There are numerals p, p1, P2, case, cons, rec such that in ID:

L Ap}(z,y) = p(x,y), {P1}(2) = p1(2) and {p2}(z) = p2(2);

2. {case}(0,z,y) = x and {case}(1,z,y) = y;

3. {cons}(z,y) = cons(z,y);

4. {rec}(x,y,0) = x and {rec}(x,y, {cons}(z,u)) ~ {y}(z,u, {rec}(x,y, 2)).

5.1 A universe of sets in ﬁ

In order to encode a universe of codes of sets closed under standard type
constructors of type theory in 1D;, we proceed as follows. Codes of sets will
be particular natural numbers while a family of sets depending on a set will
be encoded by a Gddel number for a recursive function sending elements of
the indexing set to codes of sets. The set of codes, the set of families of codes
indexed by a set, the membership predicate €y and its auxiliary formal
negation x # y (needed to keep the clauses positive) are specified by a fixpoint
in ID; given by the subsequent clauses (1)—(21).

In order to make the formulation of these clauses more readable we write
ng for p(1,0), ny for p(1,1), o(a,b) for p(2,p(a,b)), w(a,b) for p(3, p(a, b)), adb
for p(4, p(a,b)), list(a) for p(5,a) and i(a, b, ¢) for p(6,p(a,p(b,c))).

Fam(b, a) if and only if Set(a) AV (z Z a V Set({b}(x)))
Set(ng) and Set(ny) always hold
Set( (a,b)) if and only if Fam(b, a)
Set(7(a, b)) if and only if Fam(b, a)
Set(a @ b) if and only if Set(a) A Set(b)
Set(list(a)) if and only if Set(a)
Set(i(a,b,c)) if and only if Set(a) AbZa AcEa
T € ng never holds
z€nq if and only if x =0
xZo(a,b) if and only if Fam(b,a) A p1(z)Ea A p2(z)E{b}(a)
. x€m(a,b) if and only if Fam(b,a) AVy (y Z a V {z}(y) E{b}(v))
. xZa + b if and only if
Set(a) A Set(b) A ((p1(z) =0 A po(x)Ea) V (p1(x) =1 A pa(x)ED))
13. zZlist(a) if and only if Set(a) A Vn (n > lh(z) V (x), Ea)
14. zZi(a, b, c) if and only if Set(a) AbEaAcEahz=bAb=c
15. = # ng always holds
16. = Z ny if and only if z > 0
17. 2 # o(a,b) if and only if Fam(b,a) A (p1(z) Z a V p2(x) Z {b}(a))
18. = # 7(a, b) if and only if Fam(b, a)ATy (y an(—{z}(y) 4 V{z}(v) Z {b}(v)))

90.\‘.@9"'.“9"!\9&“

— =
N O ©
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19. z # a + b if and only if

Set(a) A Set(b) A (—p1(x) = 0V pa(x) £ a) A (=p1(x) = 1V pa(z) £ b)
20. z Z list(a) if and only if Set(a) A In (n < lh(x) A (z), F a)
21. z Zi(a,b,c) if and only if Set(a) AbEaAcEaA(-z=bV-b=c)

Since I/D\l allows one only to formulate (not necessarily least) fixpoints we
can not prove that the auxiliary formal negation # coincides with the negation
of g, i.e.

Set(y) VI/\Dl TEY < wEY

Hence for interpreting the first universe we will restrict to those y in Set for
which Vz(x Z y +» -2 Zy) holds since this collection will turn out to satisfy
the required closure properties.

6 Partial interpretation of MLtt; syntax

We will interpret types as sets of natural numbers given in terms of predicates
formulated in ID;. Types A in a context of length n will be interpreted as sets
AT depending on n-tuples of natural numbers again given by formulas of I D; in
n+1 variables. Terms ¢t will be interpreted as applicative terms ¢! representing
partially defined Godel numbers for recursive functions between such subsets.
A judgement t € A[rq € Ay, ...,xx € Ag] holds if t![n/7] is in AL for allmin I'L.
A judgement t = s € Az € Ay, ...,x1, € Ay holds if t/[n/z] = s'[n/z] € Af
for all @ in I'T. Thus equality judgements are interpreted in an extensional
way. It will turn out later that functional abstraction is not validated by our
interpretation.

Notice that we will give a partial interpretation of raw terms and types
expressions. Interpretation of types expressions will always be defined whereas
interpretation of raw terms will be defined whenever they are well-formed.

Since we have a substitution lemma for applicative terms (see section 5)
we also have a substitution lemma for interpretation of raw terms.

6.1 Raw syntax of Martin-Lof type theory

In this section we are going to present the raw syntax of MLtt;.

Definition 8 Suppose A, B are presets, a, b, ¢, d, e are preterms and x, y, z are
variables then

z is a term;

Np is a preset and empg(c) is a preterm;

N; is a preset, x and Ely, (¢, e) are preterms;

(Xz € A)B is a preset, (a,b) and Els(c, (x,y) e) are preterms;

(IIz € A)B is a preset, Az.b and Ap(c,a) are preterms;

A+ B is a preset, inl(a), inr(b) and Ely(c, (z)d, (y) e) are preterms;
List(A) is a preset, €, cons(b,a) and Ely (¢, d, (x,y, z)e) are preterms;

N ot e
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Id(A, a,b) is a preset, id( ) and Elyy(a, (z )d) are preterms;

9. U is a preset, No, Ny, (Zz € a)b, (IIz € a)b, a +b, Llst( ) and I?i(a,b, ¢)
are preterms;

10. T(a) is a preset.

A precontext I' is a list [x1 € Ay, ...,x, € A, where x1,...,2, are pairwise
distinct variables and Aq, ..., A, are presets.
Prejudgements of MILtt; are expressions of one of the following forms:

Aset[I)
A= Bset[I
a€ Al
a=be Al

N

6.2 The partial interpretation of preterms of MLtt;

Definition 9 Every preterm of MLtt; is interpreted as an applicative term
of ID, D1 as follows:

z! is defined as z

(empy(c))! is defined as 0

x! is defined as 0 and (Ely, (c, )) is defined as e’
b))! is defined as {p}(a’,b?) and

((a, )
(Els(c, (z.y)e))! is defined as ! [{p1}(c )/l‘a {p2}(c")/y]
(Az.b)! is defined as Az.b! and (Ap(c,a))! is defined as {c}(af)
6. (inl
(E

{c

e

o

I
(a))! is defined as {p}(0,a’) and (inr(b))! is defined as {p}(1,b’) and
I+ (e, (z)d, (y)e)) is defined as

ase} ({p1}(c )dl[{pz}(cf)/fff]a61[{p2}(61)/y])

7. €l is defined as 0, (cons(b,a))! is defined as {cons}(b!,a’) and
Elust(c, d, (x, 9, 2)e))! is defined as {rec}(d!, Azx.Ay.Az.e!, cl)

8. (id(a))! is defined as a! and (Eli4(a, (x)d))! is defined as d![a!/z]

9. (No)!, (Ny)! are defined as {p}(1,0) and {p}(1,1) respectively,

a)b)! is defined as {p}(2, {p}(a’, Az.bT))
a)b)! is defined as {p}(3, {p}(a’, Az.bT)),
a+b)! is defined as {p}(4, {p}(a’, b)),

—

Ilist( a))! is defined as {p}(5,a’) and
Id(a, b, c))! is defined as {p}(6, {p}(a’, {p}(b’,c")))

(
(id(a
(No)
(Xz e
(I €
(
(
(

Thanks to our coding of lambda-abstraction in terms of applicative terms
(see lemma 2), one can easily prove by means of a straightforward verification
the following substitution lemma.

Lemma 5 If a and b are terms and x is a variable which is not bounded in
a, then the terms (a[b/z])! and a'[b! /2] coincide.
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6.3 The interpretation of presets and precontexts of MLtt

Now we give the interpretation of presets of MLtt;. -
We will interpret presets of MLtt; as definable classes of I D, i.e. formal
expressions

A= {z| ¢}

where ¢ is a formula of I/\Dl and z is a variable. If 7 is an applicative term of
ID;, we will define 7¢ A as an abbreviation for ¢[7/x].

Definition 10 We will interpret presets of MLtt; as follows:

Ng := {z| L}

NI = {z|z =0}

((Zy € A)B)" = {z|{p1}(x) e A" A ({p2}(2) e B")[{p1}(z)/y]}

(UTy € A)B )= {a|Vy (ye AT — {z}(y) e B")}

(A+B)" == {z| ({p1}(z) = OA{p1}(2) e A )V({p1 }(z) = IA{p1}(z) e BY)}
(List(A)) := {z| Vi (i < lh(z) — (x);e AT)}

(1d(A, a,b))! == {x|z=al Nal =bl A aleAl}

Ul .= {:r| Set(z) AVy(yzz < ~yZFx)}

T(a)! = {z|xEa’}

© X NSO WD

Precontextb of MLtt; will be interpreted as conjunctions of formulas of
1D, D; as follows.

Definition 11 We define the interpretation of precontexts according to the
following clauses:

1. []! is the formula T;
2. [Ix € A)! is the formula I'T A 2! ¢ AL,

6.4 Validity of judgements

Definition 12 We now define validity of judgements J of MLtt; in our
model:

. Aset [I'] always holds
. A= Bset[I'] holds if I'’ I—I/D\ Vz (ze Al «» ze BY)
1

1
2
3. a € Aset[I'] holds if I'f }—I/b\ ale Al
4

1
.a=>be Aset[I] holdsifFIFI/D\ ale AT Nal =b!
1

7 Validity theorem

Theorem 1 If J is a derivable judgement in MLtty, then J holds in our
model.
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Proof The proof proceeds by induction of the structure of derivations in MLtt; .
Most of the cases are trivial. The S-equality judgment follows from lemmas 2
and 3. Generally, equality judgements are immediate from properties of Godel
numbers since equality judgements for terms hold precisely if the denoted
numbers are equal. Type equality judgements are verified by showing that the
corresponding sets contain the same elements. For working with the universe
it is useful to reformulate fixpoint formulas in terms of implications which is
possible because —a Vb is equivalent to a — b due to classical logic in ID; and
Vy(ygz <> -y Z x) for all x in U'.

Theorem 2 There exists a numeral n such that I/\Dl FneCT!.

Proof This follows from the fact that (the interpretation of) first-order arith-
metic in MLtt; gets essentially interpreted in our semantics as in Kleene
realizability (up to a primitive recursive bijection between different encod-

ings of natural numbers, since natural numbers in MLtt; are identified with
List(Ny)).

From these results our main theorem follows immediately.

Theorem 3 Consistency ofﬁ implies the consistency of MLtt;+CT and
of mTT+AC+CT.

Notice that, unfortunately, our realizability model for MLtt;+CT can
not be understood as a categorical model although one might think that it
correspond to the category of partitioned assemblies (see e. g. [32]). That this is
not the case follows from the fact that the operation of A-abstraction does not
preserves equality since {n}(z) = {m}(x) might hold for all natural numbers
x even if n and m are different natural numbers.

8 Conclusions

We have given an interpretation of mTT+AC+CT in I/\Dl in two steps. First,
we translate mTT+AC+CT to Martin-Lof’s type theory MLtt; without
the §-rule but with Formal Church’s thesis CT. Then, we interpret the latter
within 7Dy which amounts to a version of a number realizability interpretation
formalized in ID;.

This realizability is very similar to the one in [31] but there is a new contri-
bution. After making clear that the interpretation of A-abstraction validating
the unrestricted S-rule is essentially that on pag. 449 in [31], we have added
the interpretation of one universe using the fixpoints provided by I/\Dl in a way
similar to what Beeson did in [7] for an extensional version of Martin-Lof’s
type theory which, however, is inconsistent with CT.

But notice that our interpretation actually validates the equality reflec-
tion rule equating propositional and judgemental equality which, however, is
weaker than extensional type theory due to the absence of the £-rule. Unfor-
tunately, the consistency of Church’s Thesis with full Martin-Lof’s is still an
open problem which to answer presumably is quite difficult.
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Other open issues related to this work are the following.

From [7] we are confident that MLtt; and ID; have the same proof-
theoretic strength, since the absence of the £-rule should not have an impact
on this. However it is open whether the strength of mTT is weaker and what
it precisely is.

Presumably our model of mTT+AC+CT can be extended to an impred-
icative version, i.e. Inductive Calculus of Constructions+AC+CT (see [10]),
by interpreting collections as partitioned assemblies instead of as subsets of
natural numbers.
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