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Abstract

In the earlier paper [6], a Galerkin method was proposed and analyzed for the numerical solution
of a Dirichlet problem for a semi-linear elliptic boundary value problem of the form
�DU ¼ F ð�;UÞ. This was converted to a problem on a standard domain and then converted to an
equivalent integral equation. Galerkin’s method was used to solve the integral equation, with the
eigenfunctions of the Laplacian operator on the standard domain D as the basis functions. In
this paper we consider the implementing of this scheme, and we illustrate it for some standard
domains D.

AMS Subject Classifications: 65R20, 65N99, 35J65.

Keywords: Elliptic, nonlinear, integral equation, Galerkin method.

1. Introduction

In the earlier paper [6], a Galerkin method is proposed and analyzed for the
numerical solution of a Dirichlet problem for a semi-linear elliptic boundary
value problem of the form

�DU ¼ F ð�;UÞ on X;

U ¼ G on @X;
ð1Þ

where X � R2 is a simply-connected open domain with a boundary @X. We as-
sume that there is a known conformal mapping from a standard open domain D
to X, and we then reduce the problem (1) to an equivalent problem on D,

�Du ¼ f ð�; uÞ on D;

u ¼ g on @D:
ð2Þ

This equation is converted to an equivalent integral equation. We use Galerkin’s
method to solve the integral equation, with the eigenfunctions of the Laplacian
operator on the standard domain D as the basis functions. In this paper, we
consider the implementing of this scheme, and we illustrate it for some standard
domains D.
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In Sect. 2, we give some of the background from [6] that is needed here. We
consider only the case of homogeneous boundary conditions, u ¼ 0 on @D. The
more general non-homogeneous condition can be treated by means of solving the
Dirichlet problem for Laplace’s equation,

�Dv ¼ 0 on D;

v ¼ g on @D;

perhaps by means of a boundary integral equation. The solution v can then be
used to modify the original problem (2) to one in which the boundary condition is
simply zero; cf. [6]. In Sect. 3, we present theoretical results on the rate of
convergence of the Galerkin method based on the eigenvalues of the associated
potential theory problem on D. In Sects. 4, 5 and 6, we discuss and illustrate
numerically the specific cases of D the unit square, the unit disk, and the upper
half of the unit disk, respectively.

2. Galerkin’s Method

Let Gðx; y; n; gÞ be the Green’s function for the problem

�Du ¼ w in D;

u ¼ 0 on @D

assuming that w is known. Then the solution u to (2) satisfies

uðx; yÞ ¼
Z

D
Gðx; y; n; gÞ f ðn; g; uðn; gÞÞdn dg; ðx; yÞ 2 D: ð3Þ

As in [13], we introduce vðx; yÞ ¼ f ðx; y; uðx; yÞÞ. The function v is a solution of

vðx; yÞ ¼ f x; y;
Z

D
Gðx; y; n; gÞ vðn; gÞdn dg

� �
; ðx; yÞ 2 D: ð4Þ

Note also the discussion in [9]. After finding vðx; yÞ, we can calculate

uðx; yÞ ¼
Z

D
Gðx; y; n; gÞ vðn; gÞdn dg; ðx; yÞ 2 D:

A formula for the actual calculation of our approximations to uðx; yÞ is given
below in (10).

We use Galerkin’s method to solve (4). To do this, we consider the eigenvalue
problem for the Laplacian operator:

�D/ ¼ k/ in D;

/ ¼ 0 on @D:
ð5Þ
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Let 0 < k1 � k2 � . . .!1 be the sequence of the eigenvalues, and /1;/2; . . . be
corresponding eigenfunctions. The existence of the eigenpair sequence is guar-
anteed, and the eigenfunctions can be chosen to form an orthogonal basis of
L2ðDÞ; cf. [14]. Then we have

�D/j ¼ kj/j in D;

/j ¼ 0 on @D;
ð6Þ

or,

Z
D

Gðx; y; n; gÞ/jðn; gÞ dndg ¼ 1

kj
/jðx; yÞ; ðx; yÞ 2 D; j ¼ 1; 2; . . . : ð7Þ

Let

Xn ¼ spanf/1; . . . ;/ng:

The Galerkin method for (4) is to find

vn ¼
Xn

j¼1
aj/j 2 Xn

such that

ðvn;/iÞ ¼ f ðx; y;
Z

D
Gðx; y; n; gÞvnðn; gÞdn dgÞ;/i

� �
; 1 � i � n; ð8Þ

i.e., upon using the orthogonality of f/igi,

aið/i;/iÞ ¼
Z

D
/iðx; yÞf x; y;

Xn

j¼1

aj

kj
/jðx; yÞ

 !
dxdy; 1 � i � n: ð9Þ

The advantage of applying the Galerkin method to solve the auxiliary problem (4)
is that the integral

Z
D

Gðx; y; n; gÞ vnðn; gÞdn dg ¼
Xn

j¼1

aj

kj
/jðx; yÞ

is available and has been computed exactly. If we apply the Galerkin method
directly to the problem (3), in each iteration for solving the resulting nonlinear
algebraic system we would have to evaluate double integrals

Z
D

Z
D

Gðx; y; n; gÞf ðn; g; uðkÞn ðn; gÞÞ/iðx; yÞdn dg dx dy; 1 � i � n;
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where, the superscript ðkÞ is the iteration index. Another advantage of the method
is that the left side of the system (9) is diagonal; this may bring in some conve-
nience in solving (9) numerically.

After we compute the Galerkin solution vn ¼
Xn

j¼1
að�Þj /j, we can generate an

approximation of u using

unðx; yÞ ¼
Z

D
Gðx; y; n; gÞvnðn; gÞdn dg

¼
Xn

j¼1

að�Þj

kj
/jðx; yÞ; ðx; yÞ 2 D:

ð10Þ

2.1. Convergence Analysis

Introduce the Nemyckii operator

ðFðuÞÞðx; yÞ ¼ f ðx; y; uðx; yÞÞ; ð11Þ

and the linear integral operator

ðGðvÞÞðx; yÞ ¼
Z

D
Gðx; y; n; gÞvðn; gÞdn dg: ð12Þ

Equations (3) and (4) are written symbolically as

u ¼ GFðuÞ; ð13Þ
v ¼F uð Þ;
v ¼F Gvð Þ: ð14Þ

Let Pn be the L2ðDÞ orthogonal projection of L2ðDÞ onto Xn, where the eigen-
functions /j have unit norm. Then the Galerkin solution vn 2 Xn of (8) satisfies
the operator equation

vn ¼ PnFðGvnÞ: ð15Þ

Also, (10) is written symbolically by

un ¼ Gvn: ð16Þ

Natural assumptions on F and G are given in [6], together with an error analysis.
In particular, denote an isolated solution (13) by u� and let v� ¼F u�ð Þ. Then for
n sufficiently large, say n � N , the approximating Eq. (15) has a solution vn that is
unique in some neighborhood of v� that is independent of n. Moreover,

v� � vnk k � ð1þ dnÞkv� �Pnv�k; n � N ð17Þ
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with dn ! 0. Also,

ku� � unk2 �
1

k21
dnð2þ dnÞkv� �Pnv�k2 þ ku� �Pnu�k2: ð18Þ

The norm is that of L2ðDÞ. Additional error analysis results are given in [6].

3. Speed of Convergence

In order to discuss the speed of convergence, we need to bound the Fourier error
ku� �Pnu�k for u� 2 H2

0 ðDÞ. Again, assume that the eigenvalues satisfy

0 < k1 � k2 � . . . � km � . . .

and also assume that the corresponding eigenfunctions /j

� �
are orthonormal.

We give an error bound for u� � unk k based on the speed with which the eigen-
values increase in size. We begin with some preliminary extensions of the theory
presented in the preceding Sect. 2.

Recall that

u� ¼ Gv�;

un ¼ Gvn:

Subtracting,

u� � un ¼ G v� � vnð Þ: ð19Þ

Applying Pn to (14) and manipulating,

v� ¼ v� �Pnv� þPnFðGv�Þ:

Subtracting (15),

v� � vn ¼ v� �Pnv� þPnF Gv�ð Þ �PnFðGvnÞ:

Using (19),

u� � un ¼ G v� �Pnv�ð Þ þ GPn F u�ð Þ �F unð Þ½ �:

As mappings on L2ðDÞ it is easily checked that

PnG ¼ GPn

and therefore,

u� � un ¼ u� �Pnu� þPnG F u�ð Þ �F unð Þ½ � : ð20Þ
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Using the Frechét differentiability of F at u�,

F u�ð Þ �F unð Þ ¼F0ðu�Þ u� � unð Þ þ O u� � unk k2
� �

:

Substituting this into (20) and then rearranging terms,

I �PnGF
0ðu�Þ½ � u� � unð Þ ¼ u� �Pnu� þ O u� � unk k2

� �
: ð21Þ

The operator GF0ðu�Þ is compact on L2ðDÞ to L2ðDÞ. We assume that 1 is not an
eigenvalue of GF0ðu�Þ; it follows, therefore, that

I � GF0ðu�Þ : L2ðDÞ�!1�1
onto

L2ðDÞ: ð22Þ

In [6, theorem 6] it is assumed that 1 is not an eigenvalue of the compact operator
F0ðu�ÞG, and the rationale for this is discussed there. It is straightforward to
show that 1 is not an eigenvalue ofF0ðu�ÞG if and only if 1 is not an eigenvalue of
GF0ðu�Þ; and thus our assumption is equivalent to that already discussed in the
cited reference.

Since Pn converges pointwise to I on L2ðDÞ, it follows that

I �Pnð ÞGF0ðu�Þk k ! 0 as n!1:

Combining this with (22), and applying the geometric series theorem, we have
that I �PnGF

0ðu�Þ½ ��1 exists for all sufficiently large n, say n � N , and these
inverses are uniformly bounded in n,

I �PnGF
0ðu�Þ½ ��1

���
��� � B <1; n � N :

Applying this to (21), we obtain

u� � unk k � O u� �Pnu�k kð Þ: ð23Þ

A more detailed derivation of these results can be carried out in the manner of [7].

Since u 2 L2ðDÞ,

u�ðP Þ ¼
X1
j¼1

u�;uj

� 	
ujðP Þ; P 2 D

u�k kL2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX1
j¼1

u�;uj

� 	�� ��2
vuut <1:

ð24Þ

Introduce

g ¼ �Du�;

u� ¼ Gg:
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Then using the symmetry of the operator G,

u�k kL2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX1
j¼1

u�;uj

� 	�� ��2
vuut ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX1
j¼1

Gg;uj

� 	�� ��2
vuut ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX1
j¼1

g;Guj

� 	�� ��2
vuut

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X1
j¼1

g;uj

� 	�� ��2
k2j

:

vuut ð25Þ

Similarly,

u�ðP Þ �Pnu�ðP Þ ¼
X1

j¼nþ1
u�;uj

� 	
ujðP Þ;

u� �Pnu�k k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX1
j¼nþ1

u�;uj

� 	�� ��2
vuut ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X1

j¼nþ1

g;uj

� 	�� ��2
k2j

vuut

� 1

knþ1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX1
j¼nþ1

g;uj

� 	�� ��2
vuut ¼ 1

knþ1
g�Pngk k: ð26Þ

Combining with (23),

u� � unk k ¼ o k�1nþ1
� 	

as n!1: ð27Þ

We can also analyze the speed of uniform convergence of Pnu� to u�, but for this
we need additional information on the size of /j

�� ��
1. We omit such a discussion

here.

Example 1: When the domain is the square D ¼ 0; pð Þ � 0; pð Þ, the eigenvalues and
associated orthonormal eigenfunctions are

km;n ¼ m2 þ n2; um;nðx; yÞ ¼
2

p
sinðmxÞ sinðnyÞ; m; n ¼ 1; 2; . . . : ð28Þ

It makes sense to replace the subspaces Xn with the following approximating sub-
spaces:

X‘ ¼ um;n j m2 þ n2 < ‘
� �

ð29Þ

for ‘ ¼ 1; 2; 3; . . . The dimension of X‘ is of size O ‘ð Þ. The bound (27) becomes

g�P‘gk k � o ‘�1
� 	

: ð30Þ
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4. Calculations on the Square

We begin by discussing our computational framework for the numerical examples
of this and the following sections. We must set up and then solve the nonlinear
system (9). We solve the system using a version of Broyden’s iteration method.
The setup and iteration requires numerical integration over the region D. In
practice, a fixed tolerance TOL is provided by the user, and we want to find n for
which

kun � u�k � TOL ð31Þ

for some norm �k k. We discuss later the approximation of kun � u�k.

Let mk ¼ 2k and consider the first mk distinct eigenvalues of �D (not repeated
even when multiple),

k1 < � � � < kmk ð32Þ

and an orthogonal basis f/i j i ¼ 1; _s; nkg of the associated eigenfunctions,
nk � mk. Using the iterative method to solve the nonlinear system (9), we begin

with the case n ¼ n1. Denote the solution to this system by að�Þn1 ¼ fa
ð�Þ
i;n1g

n1
i¼1. When

a sufficiently good approximation ~an1 ¼ f~ai;n1g
n1
i¼1 of að�Þn1 is computed, we check

whether

~En1 :¼
Xn1
j¼1

~aj;n1

kj
/j � u�

�����
����� � TOL: ð33Þ

(This, of course, requires some more accurate way of estimating u�, a point we

return to later.) If not, we use að0Þn2 ¼ ð~an1 ; 0; . . . ; 0Þ 2 Rn2 as a starting point for the

system (9) in which n ¼ n2. When ~an2 is computed, check whether ~En2 � TOL. If

yes, then computation is completed. Otherwise we begin another level and use the

initial guess að0Þn3 ¼ ð~an2 ; 0; . . . ; 0Þ 2 Rn3 , and we repeat the process until for a

certain nk.we have ~Enk � TOL.

We observe that in view of the convergence of the Fourier series for v� 2 L2ðDÞ,
the coefficients of v� tend to 0; and the same is therefore true for those of u�, as is
implied also by (25). This fact implies that at larger levels, the starting point is

usually a rather good approximation of the solution að�Þnk and in general few
iterations of the iterative method are necessary to compute unk . Moreover, for
k > 1, the result provided by the nonlinear scheme at the first iteration at level k,

say að1Þnk is such that

~Enk�1 	
Xnk

j¼1
ðað1Þj;nk

� að0Þj;nk
Þ
/j

kj

�����
�����:

Hence, a good a posteriori estimate of the error at the previous level is available.
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We implemented our algorithm in Matlab, using Broyden’s method as the non-
linear solver (see also [3], [11]). In particular, we adopted the ‘‘limited memory’’
routine brsol of [10]. We did not observe any particular benefit to using the more
advanced procedures brsola (a clever implementation of the Broyden-Armijo
algorithm) since the convergence of brsol was already quite fast.

Some observations are necessary:

(1) Depending on the domain D, the integrals in (9) have been computed by a
suitable quadrature rule, generally with some type of Gaussian quadrature
with a high degree of precision.. On the square we used the Matlab program
dblquad. On the disk we used a product rule based upon the trapezoidal rule
for the angular variable and Gauss-Legendre quadrature for the radial vari-
able; and on the upper half of the unit disk, we use a product rule based on
Gauss-Legendre in both the angular and radial variables.

(2) We modified the stopping criterion of brsol, since we are more interested in
computing an approximation un of the solution u� than we are in the coeffi-
cients að�Þn : Consequently, instead of the weighted test on the residual origi-
nally present in the code, we use at the i-th iteration of the nonlinear scheme
the test

kuðiþ1Þn � uðiÞn k2;w :¼ 1ffiffiffi
n
p uðiþ1Þn � uðiÞn

�� ��
2

¼ 1ffiffiffi
n
p

ðaðiþ1Þj;n � aðiÞj;nÞk/jk2
kj

( )n

j¼1

������

������
2

� enk ;

where enkþ1 ¼ c ~Enk with c ¼ 10�3, i.e., the tolerance of Broyden method at
level k þ 1 is a fraction of the error ~Enk at the previous level.

(3) For solving (9) we calculate the zeros of F ¼ fFign
i¼1; where

FiðzÞ ¼zi �
1

ð/i;/iÞ

Z
D

/iðx; yÞ

� f x; y;
Xn

j¼1

zj;n

kj
/jðx; yÞ

 !
edxdy; i ¼ 1; . . . ; n: ð34Þ

In our numerical tests, this formulation results in far fewer iterations than
when F is defined directly using (9). This is primarily of significance for the
cases of the disk and semi-disk. Of course, if we had normalized all of
the eigenfunctions /i to length 1, the formulations of Fi would have been the
same; but the most convenient definitions of /i were not so normalized.

4.1. Numerical Example on Square

In the case of a rectangle D ¼ ½0; a� � ½0; b� with a; b > 0, it is well known that the
eigenvalues of �D are
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km;n ¼ p2 m2

a2
þ n2

b2

� �
; m; n ¼ 1; 2; . . . ð35Þ

and the corresponding eigenfunctions are

um;nðx; yÞ ¼ sin
mpx

a

� �
sin

npy
b

� �
; m; n ¼ 1; 2; . . . ð36Þ

To simplify the computations, and without any loss of generality, we work on the
square D ¼ ½0; p� � ½0; p�. In our numerical experiments, as in [6], we choose as a
basis for L2ðDÞ the orthonormal set

um;nðx; yÞ ¼
2

p
sinðmxÞ sinðnpyÞ; m; n ¼ 1; 2: ð37Þ

The only point to be discussed is the ordering of the eigenvalues kj
� �

and the

definition of the associated eigenfunctions /j

� �
. Although there are several

ways to order the eigenvalues km;n ¼ m2 þ n2, we opted for the natural one
based on their magnitude, as in (32). In passing we observe that if ki ¼ km;n for
some m; nð Þ, we also have ki ¼ kn;m. This fact implies that, except for the
case in which is m ¼ n, any eigenvalue has (at least!) two distinct eigenfunc-
tions.

As a numerical example for this paper, we consider the elliptic semilinear equa-
tion

�Duðx; yÞ ¼ e�uðx;yÞ þ gðx; yÞ; ðx; yÞ 2 D
uðx; yÞ ¼ 0; ðx; yÞ 2 @D

�
; ð38Þ

where, for

uðx; yÞ ¼ xðp� xÞyðp� yÞex cosðyÞ; ð39Þ

we have set gðx; yÞ ¼ �e�uðx;yÞ � Duðx; yÞ. The solution of (38) is u. This solution
was chosen to ensure there was no favorable numerical behavior due to
symmetry in the solution u. Figure 1 shows the first 512 Fourier coefficients
cj ¼ u;/j

� 	
, j � 1, of u; most are nonzero and they are decreasing fairly slowly.

In the numerical experiments, we need to evaluate the approximate solution ~uN on
some grid in D. We have fixed in the square ½0; p� � ½0; p� the points
ðxj; ykÞ ¼ jp

10;
kp
10

� 	
; for j; k ¼ 0; . . . ; 10, and then computed

~EðN/Þ
2w :¼ 1

11

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX10
j;k¼0

~uN/ðxj; ykÞ�uðxj; ykÞ

 �2

;

vuut

~EðN/Þ
G2w :¼ 1

11

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX512
j;k¼N/

~cj � �cj
� 	2

:

vuut ð40Þ
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In this N/ is the number of eigenfunctions, and ~uN/ is the solution to the boundary

value problem relative to the problem of dimension N/. The quantity f~cjg512j¼1
denotes the vector of the first N/ Galerkin coefficients of ~uN/ computed by the

method, followed by 0 components; and f�cjg512j¼1 are the first 512 Fourier coeffi-

cients of �u. Finally, Ratio denotes the quotient between two successive ~EðN/Þ
2w , and

Nk denotes the number of eigenvalues.

As seen in the table, the behaviour of the error in the method is almost linear in
N�1k . Figure 2 shows more clearly that there is a uniform behavior to the error;
and it is linear with respect to N�1/ . There is numerical evidence that the solution

~vN/ of the integral equation in Kumar-Sloan form is a much rougher approxi-
mation of v than is ~uN/ when compared to �u. For example, with the notation

already introduced, 1
11

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP10
j;k¼0 ~v64ðxj; ykÞ � �vðxj; ykÞ


 �2q
	 1:15� 101 while

~Eð64Þ2w 	 5:37� 10�2 from the above table (Nk ¼ 32).

0 100 200 300 400 500 600
10–6

10–5

10–4

10–3

10–2

10–1

100

101

102

Fig. 1. Fourier coefficients for u defined by (39)

Table 1. The Galerkin method applied to Eq. (38) on the square

Nk N/ ~E2w ~EG2w Ratio Iterations

2 3 3.03E+0 9.68E+0 – 5
4 6 1.71E+0 5.47E+0 1.77 4
8 13 5.66E)1 1.81E+0 3.05 3
16 28 1.67E)1 5.63E)1 3.38 2
32 64 5.37E)2 1.73E)1 3.25 2
64 135 2.20E)2 7.21E)2 2.44 2
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5. Numerical Examples on the Unit Disk

In the case of the unit disk it is well known (cf. [14]) that if jm;n is the n-th positive
zero of the Bessel function Jm, then the eigenvalues of �D are

km;n ¼ j2m;n;m ¼ 0; 1; 2; . . . ; n ¼ 1; 2; . . . ð41Þ

and a set of corresponding orthogonal eigenfunctions are

u0;nðx; yÞ ¼ J0ðj0;nrÞ; n ¼ 1; 2; . . .

uð1Þm;nðx; yÞ ¼ Jmðjm;nrÞ cosðmhÞ;m ¼ 1; 2; . . . ; n ¼ 1; 2; . . .

uð2Þm;nðx; yÞ ¼ Jmðjm;nrÞ sinðmhÞ;m ¼ 1; 2; . . . ; n ¼ 1; 2; . . .

8>><
>>:

ð42Þ

In particular,

ðuð1Þm;n; u
ð2Þ
k;l Þ ¼ 0

ðuð1Þm;n; u
ð1Þ
k;l Þ ¼ p

2½J 0mðjm;nÞ�dm;kdn;l

ðuð2Þm;n; u
ð2Þ
k;l Þ ¼ p

2½J 0mðjm;nÞ�dm;kdn;l

8>>><
>>>:

: ð43Þ

The vectors fu0;ng1n¼1, fu
ð1Þ
m;ng1n¼1, fu

ð2Þ
m;ng1n¼1, form an orthogonal basis of L2ðDÞ.

Here, as usual, ð�; �Þ is the scalar product in L2ðDÞ and dm;k the Kronecker operator.

In the implementation, we need to order the jm;n in increasing order. To this end
we have used Mathematica to list the zeros jm;n for m ¼ 0; 1; . . . ; 70, n ¼ 1; . . . ; 20,
and we then sorted them within Matlab. Knowing some basic properties about
the distribution of jm;n, namely

100 101 102 103
10–2

10–1

100

101

Nφ

E2w
~

Fig. 2. Error over the square
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jm;n 
 nþ m
2
� 1

4

� �
p as n!1:

We can guarantee that the first 512 numbers in the sorted list are exactly the first
512 positive Bessel zeros. At this point, by (41) and (42), it is straightforward to
compute the eigenvalues and, using the Matlab routine besselj, the value of the
eigenfunctions at any point ðx; yÞ. Notice that the scalar products in (43) involve
the derivative of Bessel functions. Since

xJ
0

mðxÞ � mJmðxÞ ¼ �xJmþ1ðxÞ

and Jmðjm;nÞ ¼ 0 we have J
0
mðjm;nÞ ¼ �Jmþ1ðjm;nÞ, i.e. J

0
mðjm;nÞ can be directly

computed using besselj.

Finally, to approximate numerically the integrals on the right-hand side of (8), we
used the product formula by Stroud [15]Z

D
f ðx; yÞdxdy 	 IN :¼ h

XN

j¼0

X2N

k¼0
wkf ðrjeihk Þ; ð44Þ

where h ¼ 2p
2Nþ1 and rj

� �
; wj
� �

are, respectively, the nodes and the weights of the

Gauss-Legendre rule on ½0; 1�. This formula has degree of precision 2N for
polynomials f ðx; yÞ. We increase the parameter N until jIN � I2N j is less that or
equal to 1=10 of the Broyden method error tolerance.

As a particular example here, we consider the semi-linear elliptic Eq. (38) where
g ¼ �Du� e�u. We choose

uðx; yÞ ¼ ð1� x2 � y2Þqex cosðyÞ ð45Þ

for this unit disk case. The solution of the problem is of course u. Figure 3 shows
the first 1004 Fourier coefficients cj ¼ u;/j

� 	
, j � 1, of u. The pattern is quite

different than that for the square, with many of the coefficients being zero and the
others converging to zero fairly rapidly. We tested the behavior of our code in the
case of varying q � 1. Here we give results for only q ¼ 1. We considered
2; 4; 8; 16; 32; 64; 128 eigenvalues; note that the number of eigenfunctions is
approximately double this number.

We have fixed in the disk Bð0; 1Þ the points

ðxj; ykÞ ¼
j
10

cos
2kp
10

� �
;

j
10

sin
2kp
10

� �� �
j; k ¼ 0; . . . ; 10

and then computed as in the case of the square the quantities ~EðN/Þ
2w , ~EðN/Þ

G2w and

Ratio: Figure 4 contains the graph of N/ vs. ~E2w, and it indicates that the error
behavior is tending towards a linear dependence of ~E2w on N�1/ .

On the Numerical Solution of Some Semilinear Elliptic Problems – II 171



Table 2. The Galerkin method applied to Eq. (38) on the unit disk

Nk N/ ~E2w ~EG2w Ratio Iterations

2 3 1.07E)1 3.29 E)1 – 4
4 6 2.89E)2 2.07 E)1 3.70 2
8 14 2.92E)2 1.14 E)1 0.98 2
16 29 1.25E)2 5.93 E)2 2.33 2
32 59 3.31E)3 3.08 E)2 3.77 2
64 121 1.13E)3 1.35 E)2 2.92 2
128 246 6.22E)4 6.74 E)3 1.81 2
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Fig. 3. Fourier coefficients for u defined by (45) with q ¼ 1
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6. Numerical Examples on the Upper Half of the Unit Disk

In the case of the upper half of the unit disk, the eigenvalues of �D are

km;n ¼ j2m;n;m ¼ 0; 1; 2; . . . ; n ¼ 1; 2; . . . ð46Þ

and a set of corresponding eigenfunctions is composed by

um;nðx; yÞ ¼ Jmðjm;nrÞ sinðmhÞ;m ¼ 0; 1; 2; . . . ; : n ¼ 1; 2; . . . ; ð47Þ

where xþ iy ¼ reih. In this case

ðum;n; uk;lÞ ¼
p
4
½J 0mðjm;nÞ�dm;kdn;l: ð48Þ

Again the vectors fum;ng1n¼1, form an orthogonal basis of L2ðDÞ. Here we used the
procedure previously introduced for the disk, to compute the zeros of the Bessel
functions and evaluate their derivatives. Notice that here the number of eigen-
values and eigenfunctions is the same, making the implementation a little easier.

For the upper half of the unit disk, we are missing the typical periodicity argu-
ments that are important for building cubature rules on the unit disk. Conse-
quently we use the tensorial Gauss-Legendre rule to compute an approximation
of the integral in the right-hand side of (34). More precisely

Z
D

f ðx; yÞdxdy 	
XN

j¼1
w½0;1�j rj

XN

k¼1
w½0;p�k f ðrjeihk Þrj; ð49Þ

where w½0;1�j , rj, w½0;p�k , hk are, respectively, weights and nodes in the intervals ½0; 1�
and ½0; p�. Here, we again consider (45) as our numerical example. We also give
results for q ¼ 1; and the number of eigenvalues is 2; 4; 8; 16; 32; 64; 128:

As a particular example here, we consider the semi-linear elliptic Eq. (38) where
g ¼ �Du� e�u. We choose

uðx; yÞ ¼ yð1� x2 � y2Þqex cosðyÞ ð50Þ

for this semi-disk case.

In this case, we have fixed in the upper half of the disk Bð0; 1Þ the points

ðxj; ykÞ ¼
j
10

cos
kp
10

� �
;

j
10

sin
kp
10

� �� �
j; k ¼ 0; . . . ; 10

and then computed as in the case of the square the quantities ~EðN/Þ
2w , ~EðN/Þ

G2w and

Ratio: Figure 5 contains the graph of N/ vs. ~E2w, and it indicates that the error

behavior is tending towards a linear dependence of ~E2w on N�1/ .
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7. Conclusions

This numerical method for solving the nonlinear problem (1) developed from the
desire to avoid the numerical approximation of the singular integrals

Z
D

Gðx; y; n; gÞ/iðn; gÞdndg ð51Þ

for basis functions /if g. The resulting method converges slowly, as is evidenced in
both the theoretical bound (27) and the numerical examples. But in return, the
approximating nonlinear algebraic system (9) is fast to set up and to solve. Our
method gives reasonable approximations for not too large values of N/; however,
it would be unsuitable for very small error tolerances. We are now exploring some
related methods that also avoid the need to approximate (51) but for which un

converges more rapidly to u�.
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Table 3. The Galerkin method applied to Eq. (38) on the semi-disk

Nk N/ ~E2w ~EG2w Ratio Iterations

2 2 7.23E)2 3.20E)1 – 3
4 4 4.49E)2 2.12E)1 1.61 3
8 8 1.61E)2 8.95E)2 2.79 2
16 16 7.95E)3 4.88E)2 2.02 2
32 32 3.65E)3 3.04E)2 2.17 2
64 64 6.14E)4 1.22E)2 5.95 2
128 128 5.03E)4 6.12E)3 1.22 2
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