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Abstract

We cope the problem of computing near G-optimal compressed designs for high-degree polynomial regression on fine discretizations of 2d and 3d regions of arbitrary shape. The key tool is Tchakaloff-like compression of discrete probability measures, via an improved version of the Lawson-Hanson NNLS solver for the corresponding full and large-scale underdetermined moment system, that can have for example a size order of $10^3$ (basis polynomials) $\times$ $10^4$ (nodes).
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1 Near-optimal Tchakaloff regression

In this paper we are concerned with the problem of optimizing (possibly high-degree) weighted polynomial regression (optimal design) on a high-cardinality point cloud

$$X = \{x_1, \ldots, x_M\} \subset K \subset \mathbb{R}^d, \ d = 2, 3,$$

---
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which could typically be a fine discretization of a compact region or surface $K$ (the point cloud could in principle be generated by any form of discretization, such as grids, triangulations, low-discrepancy sets, even scattered sets).

Regression optimization is here considered from the point of view of finding probability weights on $X$ that sparsify the support and at the same time nearly minimize the estimate of the regression uniform operator norm (or the maximum regressor variance in statistical terms).

Below, we shall denote by $P^d_n(X)$ the space of $d$-variate polynomials with total degree not exceeding $n$, restricted to $X$, and by $N_n = \dim(P^d_n(X))$ its dimension. As known, if $X$ is $P^d_n$-determining, i.e. a polynomial in $P^d_n$ vanishing there vanishes everywhere in $\mathbb{R}^d$, the dimension is $N_n = (n+d)! = \dim(P^d_n)$. This holds true for example when $X$ is a polynomial mesh of a $P^d_n$-determining compact set; cf. the seminal paper \cite{7} for the first general setting of the theory of polynomial meshes.

However, the dimension can be smaller (even for $M > \dim(P^d_n)$ if $d \geq 2$). This certainly happens when $X$ is a subset of an algebraic variety, for example on the 2-sphere $S^2 \subset \mathbb{R}^3$ we have that $N_n \leq (n+1)^2 = \dim(P^d_n(S^2)) < (n+1)(n+2)(n+3)/6 = \dim(P^d_n(\mathbb{R}^3))$.

Now, let the weight array $u \geq 0$, $\|u\|_1 = 1$, define a probability measure on $X$ (often called a design in statistics), whose support be $P^d_n(X)$-determining (i.e., polynomials in $P^d_n$ vanishing there vanish everywhere in $X$), and let us denote by

$$K_n^u(x, x) = \sum_{j=1}^{N_n} \pi_j^2(x) \in P^d_n(X)$$

the corresponding Christoffel polynomial, where $\{\pi_j\}$ is any $u$-orthonormal basis of $P^d_n(X)$ (the diagonal of the reproducing kernel of the measure, which can be proved to be independent of the basis). Then, the following fundamental estimate holds

$$\|p\|_{L^\infty(X)} \leq \sqrt{\max_{x \in X} K_n^u(x, x)} \|p\|_{\ell^2_u(X)},$$

that is tight since $(\sqrt{\max_{x \in X} K_n^u(x, x)}) = \sup_{p \in P^d_n(X)} \{|\|p\|_{L^\infty(X)}/\|p\|_{\ell^2_u(X)}\}|$, cf. e.g. \cite{3}), which entails the following estimate for the uniform norm of the weighted regression operator $f \mapsto L_n^u f$ (the $u$-orthogonal projection of a function $f$ on $P^d_n(X)$, cf. \cite{4})

$$\|L_n^u\| = \sup_{f \neq 0} \frac{\|L_n^u f\|_{L^\infty(X)}}{\|f\|_{L^\infty(X)}} \leq \sqrt{\max_{x \in X} K_n^u(x, x)}.$$
In view of Tchakaloff’s theorem (a cornerstone of quadrature theory, cf. e.g. [20], valid for any measure with finite moments on \( \mathbb{R}^d \), for every \( k > 0 \) if \( M = \text{card}(X) > N_k \) there exists a probability measure with weight array \( w = \{ w_1, \ldots, w_m \} \), supported at \( T = T_k = \{ t_1, \ldots, t_m \} \subset X \) with cardinality \( m = m_k \leq N_k \), such that \( \sum_{i=1}^M u_i p(x_i) = \sum_{j=1}^m w_j p(t_j) \) for any \( p \in \mathbb{P}_d(X) \).

Taking \( k = 2n \) we get that \( K_n^w(x,x) = K_n^u(x,x) \) in \( X \), since both the weight arrays generate the same scalar product in \( \mathbb{P}_d(X) \), the same 2-norms and hence the same orthogonal polynomials, and thus the weighted regression operator \( L_n^w \) has the same norm estimate of \( L_n^u \), namely

\[
\| L_n^w \| = \sup_{f \neq 0} \frac{\| L_n^w f \|_{\ell^\infty(X)}}{\| f \|_{\ell^\infty(X)}} \leq \sqrt{\max_{x \in X} K_n^w(x,x)} = \sqrt{\max_{x \in X} K_n^u(x,x)} .
\] (5)

If \( M \gg N_{2n} \geq m_{2n} \), this means that the Tchakaloff weights preserve the polynomial moments up to degree \( 2n \) and the quality of the regressor (measured by its uniform operator norm), with a sparse support contained in \( X \).

Observe that necessarily \( m_{2n} = \text{card}(T_{2n}) \geq N_n \), since the Tchakaloff points \( T_{2n} \) are \( \mathbb{P}_d(X) \)-determining by (3). We shall refer to polynomial regression by Tchakaloff points and weights as to Tchakaloff (compressed) regression.

In particular, if the design with weights \( u \) is G-optimal, in the sense that \( \max_{x \in X} K_n^u(x,x) = N_n \) (it is easily seen that such a maximum is not smaller than \( N_n \) for any design), then the corresponding Tchakaloff regression is by construction G-optimal itself. The same is true for a near G-optimal regression design, i.e. \( \max_{x \in X} K_n^u(x,x) = \theta N_n \) with \( \theta \in (0,1) \) close to 1 (the parameter \( \theta \) is usually called G-efficiency of the regressor in statistics), since by construction Tchakaloff regression preserves G-efficiency.

Indeed, in [4, 5] it has been recently shown that a near G-optimal and sparse regression design can be computed by few iterations of the basic Titterington’s multiplicative algorithm [16, 23], which gives cheaply a design with say \( \theta = 0.95 \) but a still large support, followed by extraction of the corresponding Tchakaloff points and weights. It is worth recalling that the computation of optimal regression designs is still an active research subject, cf. e.g. [8] with the references therein. For some deep connections of approximation theoretic with statistical properties of optimal designs we may quote, e.g., [2, 3].

In order to proceed with the discussion on how to implement Tchakaloff’s theorem (which in principle is only a nonconstructive existence result) and the computation of near G-optimal Tchakaloff regression on \( X \), we fix a polynomial basis, say \( \text{span}(p_1, \ldots, p_{N_k}) = \mathbb{P}_k(X) \), and consider the corre-
sponding Vandermonde-like matrix $\mathcal{V}$ for degree $k$ together with the diagonal weight matrix $D$

$$\mathcal{V}_k = \mathcal{V}_k(X) = (p_j(x_i)) \in \mathbb{R}^{M \times N_k}, \quad D = \text{diag}(u) \in \mathbb{R}^{M \times M}. \quad (6)$$

First, we observe that Tchakaloff theorem can be reformulated as the existence of a nonnegative solution to the underdetermined moment system

$$\mathcal{V}_k^T v = b, \quad b = \mathcal{V}_k^T u \quad (7)$$

with at least $M - N_k$ zero components, that in this discrete case is guaranteed by the well-known Caratheodory theorem on conical linear combination of finite-dimensional vectors, applied to the columns of $\mathcal{V}_k^T$. Observe that since $1 \in \mathbb{P}_n(X)$, then $\|v\|_1 = \|u\|_1$, so that if $u$ is a probability measure, such is also $v$. Such a solution can be conveniently computed via quadratic programming, solving the NNLS (NonNegative Least Squares) problem

$$\arg\min_{v \geq 0} \|\mathcal{V}_k^T v - b\|_2 \quad (8)$$

by the Lawson-Hanson iterative active-set method, which seeks a sparse solution with the appropriate cardinality. The nonzero components of the solution vector are the Tchakaloff weights and determine the Tchakaloff subset $T_k \subset X$.

This approach has been applied in several recent papers on the compression of cubature and least squares, on 2d and 3d domains with different shape, cf., e.g., [17, 18] with the references therein. Indeed, Tchakaloff regression for degree $n$ can be implemented by the Lawson-Hanson method applied to the NNLS problem (8) with $k = 2n$. We shall deepen the Lawson-Hanson algorithm in the next section.

2 Sparse recovery through non negative least squares problems

Let $A \in \mathbb{R}^{N \times M}$ and $b \in \mathbb{R}^N$. The NNLS problem consists in seeking for $x \in \mathbb{R}^M$ that solves

$$\min_{x \geq 0} \|Ax - b\|_2^2.$$

This is a convex optimization problem with linear inequality constraints that define the feasible region, that is the positive orthant $\{x \in \mathbb{R}^M : x_i \geq 0\}$. The very first algorithm is due to Lawson and Hanson [14] and it is still
one of the most used. Let $x^*$ be a solution for this problem. The algorithm is based on the observation that variable index set $I = \{1, \ldots, M\}$ can be partitioned into two sets: the passive set $P^* = \{j : x_j^* > 0\}$ (also called slack set), i.e. the support of the optimal solution $x^*$, and its complement $Z^* = \{j : x_j^* = 0\}$ called the active set. Given a set $P \subseteq I$, define $x_P = (x_i)_{i \in P}$, and let $A_P$ be the submatrix of $A$ obtained by keeping only columns whose index belongs to $P$. Then the optimum $x^*$ also solves in a least square sense the following Unconstrained Least Squares (ULS) subproblem

$$x_{P^*}^* = \arg\min_z \|A_{P^*}z - b\|_2^2,$$  \hspace{1cm} (9)

while the remaining entries are null, that is $x_{Z^*}^* = 0$. Starting from a null initial guess $x = 0$ (which is feasible), the algorithm incrementally builds an optimal solution by moving indices from the active set to the passive set and vice versa, while keeping the iterates within the feasible region. More precisely, at each iteration first order information is used to detect a column of the matrix $A$ such that the corresponding entry in the new solution vector will be strictly positive; the index of such a column is moved from the active set to the passive set. Since there’s no guarantee that the other entries corresponding to indices in the former passive will stay positive, an inner loop ensures the new solution vector falls into the feasible region, by moving from the passive set to the active set all those indices corresponding to violated constraints. The algorithm terminates in a finite number of steps, since the possible combinations of passive/active set are finite and the sequence of objective function values is strictly decreasing \[14\].
Algorithm 1 Lawson-Hanson \( LH(A, b) \)

1: \( P = \emptyset, Z = \{1, \ldots, M\}, x = 0, w = -A^t b \)  
2: while \( Z \neq \emptyset \) and \( \max(w) > 0 \) do  
3: \( \tau = \operatorname{argmax}_i w_i \)  
4: move \( \tau \) from \( Z \) to \( P \)  
5: \( z_P = \operatorname{argmin} \| A_P x - b \|_2, z_Z = 0 \)  
6: while \( \min(z_P) \leq 0 \) do  
7: \( Q = P \cap \{ i : z_i \leq 0 \} \)  
8: \( \alpha = \min_{i \in Q} \frac{x_i}{z_i} \)  
9: \( x = x + \alpha (z - x) \)  
10: move \( \{ i : i \in P, x_i \leq 0 \} \) from \( P \) to \( Z \)  
11: \( z_P = \operatorname{argmin} \| A_P x - b \|_2, z_Z = 0 \)  
12: end while  
13: \( x = z \)  
14: \( w = A^t (Ax - b) \)  
15: end while

Since this seminal work, many modifications have been proposed in order to improve the standard Lawson-Hanson algorithm: Bro and de Jong [6] have proposed a variation specifically designed for use in nonnegative tensor decompositions; their algorithm, called “fast NNLS” (FNNLS), reduces the execution time by avoiding redundant computations in Nonnegative Matrix Factorization (NMF) problems arising in tensor decompositions and performs well with multiple right-hand sides, which is not the case here discussed, thus we omit a comparison. Van Benthem and Keenan [24] presented a different NNLS solution algorithm, namely “fast combinatorial NNLS” (FCNNLS), also designed for the specific case of a large number of right-hand sides. The authors exploited a clever reorganization of computations in order to take advantage of the combinatorial nature of the problems treated (multivariate curve resolution) and introduced a nontrivial initialization of the algorithm by means of unconstrained least squares solution. We compare this initialization strategy, briefly denoted in the following sections as LH-init, with the procedure introduced in the present work. Principal block pivoting method introduced by Portugal et al. [19] is an active-set type algorithm which differs from the standard Lawson-Hanson algorithm, since the sequence of iterates produced does not necessarily fall into the feasible region. The convergence is ensured provided the problem is strictly convex, which is not the case for Tchakaloff Least Squares, therefore this algorithm fails in sparse recovering.
In this paper we propose a new, more general, strategy to accelerate the Lawson-Hanson algorithm, as described in the following subsection. We experimentally validate the proposed modification of Lawson-Hanson algorithm and observe that it achieves better performances even without taking into account the initialization strategy, thus avoiding extra computations.

2.1 An accelerated Lawson-Hanson algorithm

The algorithm here proposed is based, similarly to the principal block pivoting method [19], on the idea of adding multiple indices to the passive set at each outer iteration of Lawson-Hanson algorithm, i.e. to select a block of new columns to insert in matrix $A_P$, while keeping the current solution vector within the feasible region in such a way that sparse recovery is possible when dealing with non-strictly convex problems, and the number of total iterations and the resulting computational cost decrease. The motivation is that a linear least squares minimization problem needs to be solved at each iteration: this can be done, for example, by computing a QR decomposition, which is substantially expensive.

Suppose, at each outer iteration, to add a set $T$ of new indices to the passive set, chosen among the set $\{i : w_i > 0\}$, see Lemma (23.17) in [14], where $w = \{w_i\}$ is the dual solution vector, that is the gradient of the objective function evaluated at the current solution vector $x$. The set $T$ is initialized to the index chosen by the standard Lawson-Hanson algorithm: $T = \{\tau : \tau = \arg\max_w\}$. It is then extended, within the same iteration, using a set $C$ of candidate indices, defined as the set of indices $i$ different from $t$ for which the dual variable $w_i$ is “large enough”, so that the new entries $x_i$ are likely positive. For instance, we choose

$$C = \{i : w_i > 0.8 \max_w, \ i \neq \tau, i = 1, \ldots, M\}. \quad (10)$$

The elements of $C$ to be added are then chosen carefully: note that if the columns corresponding to the chosen indices are linearly dependent, the submatrix $A_P$ will be rank deficient, leading to numerical difficulties in the solution of minimization subproblems like [9]. We propose to add the new indices in such a way that, at the end, for every pair of indices in the set $T$, the corresponding column vectors form an angle whose cosine in absolute value is below a given threshold. The entire procedure, that we call “Lawson-Hanson Deviation Maximization” (LHDM) is summarized in Algorithm 2.
Algorithm 2 Deviation Maximization $DM(A, w, \text{thres}, k)$

1. Sort $w$ is descending order
2. $T = \{\text{argmax } w\}$
3. $C = \{i : w_i > 0.8 \max w\} \setminus T$
4. sort $C$ in descending order according to the corresponding values in $w$
5. Set $E$ equal to $A_C$ with normalized columns
6. for $c \in C$ do
7. if $\max(|E_c^TE_c|) < \text{thres}$ then add $c$ to $T$
8. end if
9. if cardinality of $T$ is equal to $k$ then break
10. end if
11. end for

Just like the classic Lawson-Hanson algorithm, this strategy does not ensure that the new iterate will stay feasible, so an intermediate solution $z$ is computed and, eventually, an analogous inner loop will keep the iterate $x$ into the feasible region. The new procedure is showed is Algorithm 3.

Algorithm 3 Lawson-Hanson Deviation Maximization $LHDM(A, b, \text{thres}, k)$

1: $P = \emptyset$, $Z = \{1, \ldots, M\}$, $x = 0$, $w = -A^Tb$
2: while $Z \neq \emptyset$ and $\max(w) > 0$ do
3: $T = DM(A, w, \text{thres}, k)$
4: move $T$ from $Z$ to $P$
5: $z_P = \arg\min\|A_Px - b\|_2$, $z_Z = 0$
6: while $\min(z_P) \leq 0$ do
7: $Q = P \cap \{i : z_i \leq 0\}$
8: $\alpha = \min_{i \in Q} \frac{x_i}{x_i - z_i}$
9: $x = x + \alpha(z - x)$
10: move $\{i : i \in P, x_i \leq 0\}$ from $P$ to $Z$
11: $z_P = \arg\min\|A_Px - b\|_2$, $z_Z = 0$
12: end while
13: $x = z$
14: $w = A^T(Ax - b)$
15: end while

This new algorithm, as will be confirmed by the numerical experiments of section 3, produces a substantial reduction in the number of iterations and, consequently, in the execution time.
2.1.1 Algorithmic details

Let us illustrate the algorithmic improvement more in detail. Consider Lemma (23.17) in [14], which substantially ensures that the variable corresponding to the new index chosen by the Lawson-Hanson algorithm to be inserted in the passive set will be positive. Suppose we aim to add a set $T$ of $k$ new indices to the passive set $P$. The corresponding columns $A_T$ of $A$ are then added to $A_P$ to form the matrix $[A_P A_T]$. Suppose moreover that

$$
\begin{bmatrix}
A_P^t \\
A_T^t
\end{bmatrix} b = \begin{bmatrix}
0 \\
w_T
\end{bmatrix},
$$

(11)

where $w_T > 0$ belongs to $\mathbb{R}^k$, and let $Q$ be the $N \times N$ orthogonal factor of the QR decomposition of matrix $A_P$, i.e.

$$
A_P = Q \begin{bmatrix}
R \\
0
\end{bmatrix}.
$$

Then we have

$$
Q^t \begin{bmatrix}
A_P & A_T
\end{bmatrix} b = \begin{bmatrix}
R & U \\
0 & V
\end{bmatrix} \begin{bmatrix}
u \\
v
\end{bmatrix},
$$

(12)

where $U \in \mathbb{R}^{|P| \times k}$, $V \in \mathbb{R}^{N-|P| \times k}$, $u \in \mathbb{R}^{|P|}$ and $v \in \mathbb{R}^{N-|P|}$. Let $x = (x_P^T, x_T^T) \in \mathbb{R}^{|P|+k}$ be the least squares solution of $[A_P A_T] x = b$. Then equation (12) implies that

$$
R x_P + U x_T = u,
$$

$$
V x_T = v.
$$

In turn, the last equality above yields

$$
x_T = V^\dagger v = (V^t V)^{-1} V^t v,
$$

(13)

where $V^\dagger$ is the Moore-Penrose inverse of matrix $V$. Since we have

$$
0 = A_P^t b = \begin{bmatrix}
R^t & 0
\end{bmatrix} Q^t b = \begin{bmatrix}
R^t & 0
\end{bmatrix} \begin{bmatrix}
u \\
v
\end{bmatrix} = R^t u,
$$

where the first equality comes from (11), and $R$ is nonsingular, then $u = 0$. Therefore, the relation $w_T = A_T^t b = (Q^t A_T)^t Q^t b = U^t u + V^t v$ reduces to

$$
w_T = V^t v
$$

and equation (13) rewrites as

$$
x_T = V^\dagger v = (V^t V)^{-1} w_T.
$$

(14)
Notice that \( W = V^t V \) is a symmetric matrix containing the cosine of the angles between each pair of columns of \( V \), multiplied by the norm of each such column vector. Since \( w_T > 0 \), equation (14) ensures \( x_T > 0 \) if, for instance, one of the following conditions is satisfied:

1. \( W^{-1} > 0 \);

2. \( W = \{ w_{ij} \}_{i,j=1}^k \) is diagonally dominant and irreducible, and moreover \( w_{ii} > 0, i = 1, \ldots, k \), and \( w_{ij} \leq 0, i \neq j, i, j = 1, \ldots, k \); then \( W^{-1} > 0 \) and we fall back into case \([1, \text{Theorem 5.21}]\);

3. \( W = c(I - S) \), with \( c \) a real positive constant and \( \| S \|_\infty < 1/2 \) (or \( S \) irreducible and \( \| S \|_\infty \leq 1/2 \)), then \( W^{-1} \) is strictly diagonally dominant with a positive diagonal \([21]\); we need moreover \( w_T \) to be little dispersed around its mean value;

4. \( V \) has pairwise orthogonal columns.

Let \( v, w \) be arbitrary elements of \( \mathbb{R}^N \) and let \( Q \) be an orthogonal \( N \times N \) matrix. We have

\[
\cos(\alpha(v, w)) = \frac{v^t w}{\|v\| \|w\|} = \frac{(Qv)^t (Qw)}{\|Qv\| \|Qw\|} = \cos(\alpha(Qv, Qw)),
\]

where \( \alpha(v, w) \) is the angle between vectors \( v \) and \( w \), meaning that any orthogonal transformation preserves the cosine of the angle between vectors. Thus, if we impose a threshold on the cosine of the angle between every pair of columns in \( A^t \), then such a threshold holds also for every pair of columns in \( [U^t V^t]^t \). Therefore, we are able to control the “gap” of diagonally dominance of the matrix

\[
[U^t V^t] \begin{bmatrix} U \\ V \end{bmatrix} = U^t U + V^t V.
\]

If the columns of \( A^t \) are pairwise orthogonal, then the same will be true for the columns of \( [U^t V^t]^t \). Numerical tests highlight that this choice leads to poor performances and a slower convergence rate, since there are very few (or even no) pairwise orthogonal columns indexed in the candidate set \( C \) defined in \([10]\). A similar issue is experienced when we restrict \( C \) to those indices \( i \) such that \( w_i = \max w \). We then discard condition \([4]\).

Condition \([1] \) is sufficient but not necessary and way too strong as shown in the experiments, and it is consequently discarded.
In order to satisfy condition 2, one can choose columns such that the angles have a negative cosine, and we fall back into case 1. On the other hand, condition 3 holds if the cosines of the angles between columns of $V$ (multiplied by the norms of such columns) are small enough and the vector $w_T$ is little dispersed around its mean value, as we guarantee with the choice (10). This is a necessary trade-off, as numerical experiments show that if we choose a constant vector $w_T$ by restricting the candidate set to those indices $i$ such that $w_i = \max w$, then the algorithm finds very few (or even no) pair of columns whose angle is large enough.

At the end of this analysis, supported by numerical experiments, we propose an algorithm that aims at satisfying condition 3, since it has practically demonstrated to be the most promising.

Now, the last step is to translate the properties of matrix $[U^t \ V^t]^t$, that we control by a suitable columns selection, to the matrix $[V]$, which is responsible for the result (14). Here the experiments give a sound result, at least for the class of problems here considered: as shown in section 3, with this indices choice it is often the case that $x_T > 0$ and we observe results like in Figure 3. However, it remains a future work to formally prove the grade at which we can ensure positivity using equation (14).

3 Numerical experiments

In this section, numerical experiments for the empirical validation of LHDM strategy are carried out. We present below some tests on the NNLS problem (6)-(8), where $u$ is a near G-optimal discrete design (G-efficiency=95%) with a very large support in 2d and 3d instances, computed following [5] (there the classic Lawson-Hanson algorithm is then adopted to extract a near-optimal Tchakaloff regression design). We are going to compare four strategies:

- the classic Lawson-Hanson algorithm, briefly LH;
- the classic Lawson-Hanson algorithm with initialization, briefly LH-init;
- the Lawson-Hanson Deviation Maximization algorithm with the addition of at most 3 columns, briefly LHDM(3);
- the Lawson-Hanson Deviation Maximization algorithm with the addition of at most $k = \lceil N_{2n}/n \rceil$ columns, with $N_{2n} = \dim(P_{2n}^d)$, briefly LHDM($k$).
The initialization phase involves the solution of the corresponding Unconstrained Least Squares (ULS) problem. The passive set is then initialized according to the indices corresponding to positive entries in the solution vector. Similarly, the solution vector of ULS is chosen as initial guess of NNLS, provided that negative entries are set to zero in order to obtain a feasible vector. The solution of the ULS can be performed, e.g., by a QR decomposition. Considering that an Householder QR factorization of a matrix $A \in \mathbb{R}^{\alpha \times \beta}$ costs $2\beta^2(\alpha - \beta/3)$ flops [12], the product $Q^Tb$ using Householder vectors costs $O(\alpha\beta)$ and that the solution of a triangular system with matrix $R$ costs $O(\beta^2)$, the initialization step in LH-init costs approximately $2\beta^2(\alpha - \beta/3)$, where here $\alpha = N_{2n}$ and $\beta = M$. Then, at each iteration it is necessary to update the QR factorization by adding and removing columns [14, cap. 24]. This has a cost $O(\alpha\beta)$ and $O(\beta^2)$, respectively [12, sec. 12.5.2]. Therefore, also these operations are more expensive with the initialization phase, since each iteration has much more columns from the beginning.

We first explore the algorithm’s performances on a two dimensional France shaped highly nonconvex polygon, shown in Figure 1. The point cloud $X$, that is the initial support of the finite measure, is given by the blue points in Fig. 1, i.e. the points of an evenly spaced grid that fall within the polygon, while the compressed Tchakaloff points are highlighted in red.

Figure 1: France shaped nonconvex polygon and nearly optimal Tchakaloff regression points at degree $n = 8$.  
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Figures 2a, 2b show clearly that our LHDM procedure largely accelerates the standard LH algorithm even for low regression degrees, here \( n = 8 \): the number of iterations required by LH algorithm is almost four times larger than our LHDM algorithm. Moreover, the results do not depend on the cardinality of the initial grid. In the cases shown in the figure, the Vandermonde-like matrix \( [6] \) has dimension \( N_{2n} \times M = 153 \times 5746 \) on a 100 \( \times \) 100 grid, and \( N_{2n} \times M = 153 \times 52361 \) on a 300 \( \times \) 300 grid.

Figure 2: The evolution of the cardinality of the passive set \( P \) among the execution of Lawson-Hanson algorithm.
Figures 2c, 2d show results for higher regression degrees, namely $n = 30$, highlighting a remarkable improvement in the number of iterations. Here the Vandermonde-like matrix (6) has dimension $N_{2n} \times M = 1891 \times 5746$ on a $100 \times 100$ grid, and $N_{2n} \times M = 1891 \times 52361$ on a $300 \times 300$ grid.

Figure 3: Numerical validation of condition 3; regression at degree $n = 8$ on a $100 \times 100$ point grid.

Figure 3 shows by numerical evidence that our procedure makes condition 3 (see section 2.1.1) hold in most iterations. For a fixed iteration, let $U, V$ be the matrices defined in equation (12). Recall that in order the make (14) hold, it is sufficient to show that $\|S_V\|_\infty < 1/2$, where $S_V$ is the splitting factor of the decomposition $V^tV = c_V(I - S_V)$, and $c_V$ is, for instance, the maximum diagonal value of $V^tV$. Let us denote by $S_{UV}$ the slitting factor of the following decomposition

$$[U^tV^t]^t \begin{bmatrix} V \\ U \end{bmatrix} = c_{UV}(I - S_{UV}),$$

where $c_{UV}$ is, as before, the maximum diagonal value of the initial matrix. Here, we tested LHDM procedure on the France test case on an initial $100 \times 100$ evenly spaced point grid, with regression at degree $n = 8$. Figure 3a on the left shows the evolution of the cardinality of the passive set within the execution of LHDM algorithm. Figure 3b on the right shows at each
iteration the infinity norm of the splitting factors $S_V$ and $S_{UV}$. As we can observe, the deviation maximization technique allows us to control the value of $\|S_{UV}\|_{\infty}$ (in blue), which is always below the desired $1/2$ bound; the same is true for the values of $\|S_V\|_{\infty}$ (in red) in most iterations.

Next, we compare LHDM with the initialization strategy by means of Unconstrained Least Squares, first introduced in [24]. By inspecting Figure 4 it is evident that the LHDM procedure is indeed an improvement compared to the mere initialization, both in terms of total number of iterations and in operation count, since our procedure involves, especially in the early iterations, much smaller submatrices. On the right we observe that even the initialization procedure for LHDM can take an advantage over LH-init, in terms of number of iterations, but this is often be eroded from the extra computational cost required by the initialization and QR update of bigger matrices on average, so it remains an option.

Figure 4: Comparison of LHDM versus initialization strategy on the France test case; regression at degree $n = 30$ on a $100 \times 100$ point grid.

Finally, we move to a simple three dimensional test case: the domain is the unitary cube $[0,1]^3$, where the point cloud $X$, that is the initial support of the finite measure, is given by an evenly spaced grid, corresponding to green points in Figure 5b; the Tchakaloff points at regression degree $n = 5$
are highlighted in red. Here, the advantage of LHDM strategy is actually confirmed, as it requires almost ten times less iterations then the standard LH algorithm, see Figure 5a on the left. In this last test case the regression degree is \( n = 10 \) and corresponding the Vandermonde-like matrix (6) has dimension \( N_{2n} \times M = 1771 \times 64000 \) on a \( 40 \times 40 \times 40 \) evenly spaced point grid.

![Cardinality of the passive set](image)

Figure 5: (a) \( n = 10 \) on a \( 40 \times 40 \times 40 \) point grid.

![Nearly optimal Tchakaloff regression points](image)

(b) \( n = 5 \) on a \( 40 \times 40 \times 40 \) point grid.

4 Conclusions and future perspectives

In this paper we have dealt with the efficient computation of Tchakaloff points for optimizing (possibly high-degree) weighted polynomial regression, often referred as optimal design in statistics. Regression optimization is here considered from the point of view of finding probability weights that sparsify the support and at the same time nearly minimize the estimate of the regression uniform operator norm. This problem boils down to find a sparse solution of a nonnegative least squares problem, where the matrix is strongly underdetermined.

Having in mind such an application, we derived an accelerated Lawson-Hanson algorithm, which we named “Lawson-Hanson Deviation Maximization” (LHDM for short), here presented. We have tested this algorithm on
different instances of the Tchakaloff problem, obtaining a good speed-up for a serial computer, with respect to the state-of-the-art. In particular, the contribution of this paper is mainly due to a new strategy to choose simultaneously, at each iteration, the biggest bunch of columns that can be added to build incrementally a non-negative solution with the smallest support. The efficiency of this strategy has been not entirely demonstrated, and we complemented this with an experimental evidence. Indeed, it is an open problem to determine if a complete formal demonstration is possible using specific properties of the matrices arising in the problem here considered, or it can be demonstrated for general matrices.

Moreover, as it has been pointed out in the present work, the linear algebra problem that arises in the computation of Tchakaloff points is affected by the so called curse of dimensionality. For higher-dimensional problems, the underlying linear algebra becomes even more large-scale and the parallel computing is a possible answer for efficiency, as the authors experienced recently with GPU architectures in other kind of matrix problems [9]. Therefore, an extension of this work, and of [13], would be to formulate this algorithm e.g. in a BLAS3-based parallel implementation on GPUs, thus exploiting the massive parallelism attainable in BLAS3 operations on big matrices. The challenge is the intrinsic sequential structure of Lawson-Hanson algorithm, that creates a serial bottleneck. Another possible solution may consist in a clever exploitation of the Vandermonde-like structure of the matrices here involved. In this way, this algorithm could work without explicitly forming these matrices, when they are too large. However, this step is far from being immediate, since it requires the study and the design of dedicated linear algebra algorithms, e.g. QR decomposition and related update/downdate procedures, which are the main ingredients of any Lawson-Hanson based process.
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