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What does the modeFRONTIER support?

Which of the following are supported by modeFRONTIER?
Continuous Nonlinear Program
Continuous Linear Program
Integer Linear Program
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Integer Linear Program
Integer Nonlinear Program
Mixed Integer Linear Program
Mixed Integer Nonlinear Program
Multiple Objective Continuous Nonlinear Program
Multiple Objective Mixed Integer Nonlinear Program



modeFRONTIER Optimization Algorithms

Available Algorithms:

• Schedulers
• DOE Sequence

• MACK Multivariate Adaptive Crossvalidating Kriging

• Basic Optimizers
• SIMPLEX Single-objective derivative-free optimizer 

• B-BFGS Single objective Bounded BFGS algorithm

• Levenberg-Marquardt
• MOGAII Multi Objective Genetic Algorithm

• ARMOGA Adaptive Range MOGA

• Advanced Schedulers• Advanced Schedulers
• MOSA Multi Objective Simulated Annealing Algorithm 

• NSGA II Non-dominated Sorting Genetic algorithm

• MOGT Game Theory coupled with Simplex algorithm

• F-MOGAII Fast Multi Objective Genetic Algorithm

• MOPSO Multi Objective Particle Swarm Optimizer

• F-SIMPLEX Fast Single-objective derivative-free optimizer 

• Evolution Strategy Schedulers
• 1P1-ES
• DES Derandomised Evolution Strategy

• MMES Multi-membered evolution strategy

• Sequential Quadratic programming
• NLPQLP Robust implementation of a sequential 

quadratic programming algorithm.

• NLPQLP-NBI Multi-objective scheduler based on the NBI -
Normal-Boundary Intersection method



• Convergence rate : higher for gradient-based methods (SQP, BFGS),

SIMPLEX and MOGT

• Accuracy : better for gradient-based methods 

• Robustness : much higher for probabilistic methods   (GA, ES),

Comparison Between Methods

• Robustness : much higher for probabilistic methods   (GA, ES),

good for Simplex

• Multi-objective: MOGA-II, NSGA-II, F-MOGA-II, MOSA, MOGT, 

MOPSO, NBI-NLPQLP and MMES



There is a huge difference between mathematical optimization and 

optimization in the real-world applications

Ideal function in 

the mathematical 

world

Difficulties of Numerical Optimization

world

Rugged hill in the 

experimental 

world



Difficulties of Numerical Optimization

1. Most optimization algorithms have difficulty dealing with discontinuous 
functions.

2. The functions may be unknown (black-boxes) or very complex

3. Computational time increases as the number of design variables increases. 

4. Optimization techniques have no stored experience or intuition on which 
to draw.

5. Most algorithms will get stuck at local optimal points.

6. If the analysis program is not theoretically precise, the results may be 
misleading. 
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misleading. 

7. Convergence to optimal solution depends on chosen initial solution.

8. Algorithm efficient in solving one problem may not be efficient in solving 
a different optimization problem (problem-dependent)

9. Many analysis/simulation programs were not written with automated 
design in mind.

10.Time consuming functions

11.…



Optimization methods descriptions

- NBI

- SIMPLEX

- Evolution Strategies



5.2 Normal Boundary Intersection (NBI-NLPQLP)

NBI-NLPQLP = Normal Boundary Intersection + NLPQLP

• Multi-objective scheduler based on the NBI method, developed by I. Das 

and J. E. Dennis. 

• The NBI method applies to any smooth multi-objective problem, reducing it 

to many single-objective constrained subproblems (the “NBI 

subproblems”).

• So the NBI method has to be coupled with a single-objective solver in order 

to solve these subproblems: NLPQLP is used.to solve these subproblems: NLPQLP is used.



NBI-NLPQLP

• The NBI subproblems are characterized by the introduction of one new 
variable and N constraints, with respect to the original multi-objective 

problem (N = number of objectives).

Algorithm scheme:
1. Evaluation of DOE designs.1. Evaluation of DOE designs.

2. Each objective function is solved separately, as a single-objective 
problem (starting from most favorable DOE)      � setting of internal 

parameters.

3. All the NBI subproblems are solved successively.



NLPQLP-NBI Panel

Number of Pareto Number of Pareto 

Points (Sub-problems): 

larger values imply a 

better resolution of the 

Pareto frontier (but 

request more and more 

design evaluations).



NLPQLP-NBI - Example

Example: DEB problem



NLPQLP-NBI Example

Example: Problem DEB

20 NBI-subproblems
Ndes=167



NBI-NLPQLP

Note:

since the single-objective solver of the NBI-NLPQLP scheduler is a gradient 

based method, NBI-NLPQLP is an accurate and fast converging algorithm.

The drawback is the low robustness of the algorithm, as expected for all the The drawback is the low robustness of the algorithm, as expected for all the 

classical (gradient-based)  methods.

The problem to be solved has to be smooth and well scaled.

Furthermore the Pareto curve has to be sufficiently regular.



Nelder-Mead SIMPLEX - method 

• SIMPLEX is a geometric figure with n+1 vertices in an n-dimensional space
(e.g. in a 2D space is a triangle, in a 3D space is a tetrahedral)

• It does not use the gradient of the function (robust algorithm)

• Minimization of the target function is achieved using heuristic operators:
reflection, reflection and expansion, contraction.reflection, reflection and expansion, contraction.



SIMPLEX

Example: hills problem



SIMPLEX
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SIMPLEX Panel

Final Termination 

Parameters:

• Max. Num. Iterations

• Final Accuracy

Constraint Penalty

• Automatic 

(Recommended)

• User Defined



Comparison between BFGS and Simplex

Function to optimise : TEST 1

BFGS                        
Simplex

BFGS do not find the absolute MAX



Evolutionary Strategies Evolutionary Strategies 



Definition

“In computer science, evolution strategy (ES) is 

an optimization technique based on ideas of an optimization technique based on ideas of 

adaptation and evolution. It belongs to a 
more general class of evolutionary 

computation”

( Wikipedia – April 2007 )



History

• Evolution Strategy were first used at the Technical University of 

Berlin

• During the search for the optimal shapes of bodies in a flow, the 

classical attempts with the coordinate and the well-known 

gradient-based strategies were unsuccessfulgradient-based strategies were unsuccessful

• The idea was conceived of proceeding strategically

• Ingo Rechenberg and Schwefel proposed the idea of trying 

random changes in the parameters defining the shape, following 

the example of natural mutations

• Thus, ES were invented to solve technical optimization problems 

where no analytical objective functions are usually available



DARWIN in the wind tunnel!

History

The first real-case 

application of 

Evolution Strategy 

methods used  by 

Prof. Rechenberg



The first experiment

Number of possible adjustments

515 = 345 025 251



18th November 1964

History in a Magazine

Zigzag after DARWIN



Biological Evolution

ES belongs to the family of 

evolutionary algorithms (EAs) 
together with Genetic Algorithms 

(GAs). 

EAs are direct global search 
methods based the model of 

organic evolution.



1

Nature’s Way of Optimization 

1

Protoplasm
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Nature’s Way of Optimization 

2

fish
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Nature’s Way of Optimization 

3

Life peeks out of the 

water and spreads over 

the country
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Nature’s Way of Optimization 

4

Our ancestors climb 

the treetops
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Nature’s Way of Optimization 

5

And finally... Human 
being



Glossary: Terms and Operators

• Terms:

– Gene: design parameter

– Individual: design

– Elite: preferred design

Fitness– Fitness: objective function

– Population: set of individuals

– Archive: set of saved good individuals

• Operators:

– Selection

– Reproduction

– Mutation



Evolutionary Strategy General Scheme

1. Initial population

2. Evaluate individuals

3. Selection of the best individual(s)

4. Recombination

5. Mutation5. Mutation

6. Evaluate individuals

7. Return to step 3 until convergence is reached

8. End



(1 + 1)-ES

(1+1)-ES, one offspring with archive



(1 + 1)-ES in modeFRONTIER 4

To set (1+1)-ES:

1. Set 1 point in the DOE 1. Set 1 point in the DOE 

table

2. Set the number of 

offsprings equal to 1

3. Set the selection type 
equal to +

4. Switch off the 

recombination



λ = 6

(1 , λλλλ)-ES

Evolution Strategy

with more than one 

offspring (no archive)



(1 , 6)- ES in modeFRONTIER 4

To set (1,6)-ES:

1. Set 1 point in the DOE 1. Set 1 point in the DOE 

table 

2. Set the number of 

offsprings equal to 6

3. Set the selection type 
equal to ,

4. Switch off the 

recombination



λ = 7

µ = 2

(µµµµ , λλλλ)-ES

Evolution Strategy with 

more parents and more 

offspring (no archive)



(2 , 7)- ES in modeFRONTIER 4

To set (2,7)-ES:

1. Set 2 point in the DOE 1. Set 2 point in the DOE 

table 

2. Set the number of 

offsprings equal to 7

3. Set the selection type 
equal to ,

4. Switch off the 

recombination



λ = 8

µ = 2
ρ = 2

(µµµµ /ρρρρ, λλλλ)-ES

Evolution Strategy 

with mixing of 

variables



1=′µ
2=′λ
1=µ
5=λ
4=γ

New founder populations

(µµµµ‘,λλλλ‘(µ, λµ, λµ, λµ, λ)γ)-ES

Nested Evolution Strategy



(2 /2, 8)- ES in modeFRONTIER 4

To set (2/2,8)-ES:

1. Set 2 point in the DOE 1. Set 2 point in the DOE 

table 

2. Set the number of 

offsprings equal to 8

3. Set the selection type 
equal to ,

4. Switch on the 

intermediate 
recombination



ES notations

• Different notations specify how the population of the next 

generation is formed out of a set of best individuals of the old 

population

• Different strategies:

– (µµµµ , λλλλ)-ES, the archive size is equal to zero. The µ best out of – (µµµµ , λλλλ)-ES, the archive size is equal to zero. The µ best out of 

λ offspring completly replace the old population

– (µµµµ + λλλλ)-ES, the archive size is equal to µ (this represents a 

kind of elitism). The µ best out of λ offspring and µ from the 

old pupulation are selected

– (µ/ρµ/ρµ/ρµ/ρ + λλλλ)-ES, the archive size is equal to µ/ρ. Only µ/ρ best 

individual contribute to bild up the offspring



Parent selection

• Selection plays a crucial role on performance and convergence

• Using plus-selection (archive size greater than zero) is 
usually recommended for combinatorial optimization problems 

• Parents can be selected in different ways:• Parents can be selected in different ways:

– every individual has the same probability to be selected

– with a probability that is proportional to the fitness



Survivor selection

• Another kind of selection is applied after creating λ children from 

the µ parents by mutation and recombination

• Deterministically chops off the bad results

• Selection of the best results basis either on:

• The set of children only: (µ,λ)-ES. This selection can 
“forget” some good results

• The set of parents and children: (µ+λ)-ES. This selection is a 
kind of elitist strategy



Mutation and Recombination

• Mutation and recombination operators in ESs are problem-

specifically designed

• Depending on the search space and objective function, the 

recombination and/or the mutation of the strategy parameters 

may occur differentlymay occur differently

• Mutation represents the main source of variation 

• Recombination is applied whenever possible and useful. It uses ρ
or more parental individuals to generate a single recombinant. 



Mutation with continuous variables

• Mutation is based on a normal distribution, a 
random variation of the genes

• The standard deviation of the normal 

distribution changes during the 
generations (adaptation)generations (adaptation)

• Usually the standard deviation decreases 
continuously 

• Each design variable is assigned a standard 
deviation for generating an appropriate 
mutation step

• In CMA-ES the shape of mutation distribution is 
generated according to a covariance matrix C 
that is adapted during evolution 



Mutation with discrete variables

Examples of mutation with discrete variables:



Recombination

• The main goal of recombination is the conservation of common 

components of the parents

• Recombination transfers the beneficial similarities to the next 

generation

• Recombination damps the effect of malicious components of the • Recombination damps the effect of malicious components of the 

parents' genes (genetic repair effect). 

Recombination using 

continuous variables



• One-point crossover is the most classical operator for recombination

• Two parents are chosen and some portion of the genetic material is 

exchanged between the parent variables vectors.

• The point of the crossing site is randomly chosen and the binary strings are 

cut at that point. 

• The two heads are then swapped and rejoined with the two tails. From the 

Recombination with discrete variables

• The two heads are then swapped and rejoined with the two tails. From the 

resulting individuals one is randomly selected to be the new individual.



How to select the best strategy?

The No Free Lunch Theorem for Optimization*

*D. H. Wolpert, W.G. Macready 



Hints

• Larger offspring population sizes (λ) take longer to converge, 
but can find better solutions

• Intermediate recombination on object variables helps to overcome 

premature convergence problems

• Using large values for initial perturbation ones will 

increase the time to converge but the method results to be more 
robust

• On the contrary, using smaller ones will increase the probability of 

premature convergence



Application of ES

• ES methods are recommended for:

– Scalable to high-dimensional optimization problems

– Problems well-suited for evolutionary improvement of designs

– 0/1 problems

– Continuous, discrete and binary variables

– Large number of constraints– Large number of constraints

• Advantages:
– Always converge to a good enough solution in successive, self-

contained stages 

– No gradients are necessary

– Robustness against noisy objective functions.

– Parallelization

• Shortcomings
– Slow convergence



Few words on the convergence of 

multiobjective algorithms



Difference in Single Objective GA and Multi-Objective GA

Better

B
e
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SOGA applied to MO Problem 
without trade-off

Better

Better
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Better
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Better
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Feasible

MOGA applied to trade-off 
problem 

SOGA applied to trade-off 
problem

Feasible
Feasible



Desirable Features in Multi-objective

Approach to Pareto Front
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Wide coverage of Pareto front Uniform distribution on Pareto front
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