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This text consists of the notes of a course in Commutative Algebra taught in Padova from 2014-
15 to 2016-17. Some topics were also covered during lectures in Stellenbosch in march 2015.

The choice of topics reflects the course structure in Padova, where Commutative Algebra
is flanked by Introduction to Ring Theory and by Number Theory 1 and followed by Algebraic Ge-
ometry 1, sharing most of the audience. There are thus no preliminaries on Category Theory
(bare definitions are recalled in the Appendix I, which includes also a short discussion on rep-
resentable functors) and the theory of modules of finite length is shrunk to a single statement
in § 4.2, because these topics are covered in detail in Introduction to Ring Theory. We treat exten-
sions of Dedekind domains and their ramification without mentioning the Galois case, which
is discussed in Number Theory 1. As a preparation to Algebraic Geometry 1, we introduce the
spectrum of a ring (only as a topological space) already in § 1.1, and we use it to emphasise the
topological meaning of the Going Up and Going Down theorems in § 3.2. With applications
to line bundles and divisors in mind, the discussion on invertible modules in § 5.2 is extended
beyond what is strictly needed for the factorisation of ideals in Dedekind domains, adopting
the geometric terminology.

Some other choices were imposed by time constraints and reflect personal taste. The most
conspicuous casualty is the theory of primary decomposition, though its absence should not
be felt unduly until the end of the last chapter (which is, of course, when things begin to get
interesting).

Appendix II contains the solution to some of the exercises, including all those quoted in the
main body of text.

Alexander Grothendieck passed away in november 2014. The discussion on the Grothen-
dieck group (of a Dededkind domain) in § 5.4 was meant as a small tribute to this great mathe-
matician, introducing one of the tools that bear his name. His ideas have shaped the develop-
ment of Commutative Algebra in the second half of the last century and are now woven into
its very fabric. Most directly attributable to Grothendieck are the basics of algebraic differential
calculus (§ 1.3), faithfully flat descent for modules (§ 2.2) and the theory of Weil and Cartier
divisors (§ 5.2).
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Chapter I

Basic notions

§ 1 Rings

Definition 1.1.1 A commutative ring with unit in a set (R,+, ·, 1) equipped with two binary
operations and a fixed element, satisfying the following axioms

a) (R,+) is an abelian group.

b) The multiplication is associative and distributes with respect to addition.

c) The multiplication is commutative.

d) The multiplication has 1 as a neutral element.

Henceforth, we shall simply say “ring” instead of commutative ring with unit.

Remark 1.1.2 For technical reasons, we cannot rule out the zero ring. It is the only ring in
which 0 = 1. Indeed, if 0 = 1 then x = x · 1 = x · 0 = 0 for all x ∈ R.

Example 1.1.3 The integers Z, the rationals Q, the reals R and the complex numbers C are all
examples of rings.

Definition 1.1.4 A subset R′ ⊆ R of a ring is a subring if R′ is a ring with the operations
defined on R.

Explicitely, (R′,+) is a subgroup of (R,+), the multiplication of two elements in R′ stays in R′

and 1 ∈ R′. For instance Z, Q and R are subrings of C.

Example 1.1.5 If X is a set and R a ring, the set F (X,R) of all functions f : X → R is a ring.
if we define f + g (resp. fg) as the function taking the value f(x) + g(x) (resp. f(x)g(x)) at all
elements x ∈ X . The constant functions 0 and 1 provide the neutral elements.

Example 1.1.6 If X is a topological space, the set C(X) of all continuous functions f : X → R
is a ring, with operations as in example 1.1.5 is a ring.
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Example 1.1.7 If R is a ring, the set of polynomials R[X] is a ring, with 0 and 1 as constant
polynomials and operations

(
n∑
i=0

aiX
i

)
+

Ñ
m∑
j=0

bjX
j

é
=

max{n,m}∑
k=0

(ak + bk)X
k; (set ak = 0 if k > n and bk = 0 if k > m)

(
n∑
i=0

aiX
i

)
·

Ñ
m∑
j=0

bjX
j

é
=

n+m∑
k=0

(
k∑

h=0

ahbk−h

)
Xk

with ai = 0 if i > n and bj = 0 if j > m. Iterating, we get the polynomial rings R[X1, . . . , Xn] =
R[X1, . . . , Xn−1][Xn] and the ring of polynomials in infinitely many variablesR[X1, . . . , Xn, . . . ].

Definition 1.1.8 If R and A are rings, a ring homomorphism is a map ϕ : R→ A satisfying

ϕ(x+ y) = ϕ(x) + ϕ(y); ϕ(xy) = ϕ(x)ϕ(y) ∀ x, y ∈ R; ϕ(1) = 1.

An isomomorphism is a bijective homomorphism.

We leave it as an exercise to check that the composition of ring homomorphisms is a homo-
morphism.

Example 1.1.9 If R′ is a subring of a ring R, the inclusion R′ ↪→ R is a ring homomorphism.
E.g Z ↪→ Q ↪→ R ↪→ C are all rings homomorphisms.

Example 1.1.10 If R is a ring, X a set and x0 ∈ X , the map

F (X,R) −→ R
f 7−→ f(x0)

is a ring homomorphism.

Proposition 1.1.11 If ϕ : R→ A is a ring homomorphism, then imϕ is a subring of A.

Proof. Straightforward from the definitions. Notice 1 = ϕ(1) ∈ imϕ. �

Definition 1.1.12 A subset I ⊂ R of a ring is an ideal if (I,+) is a subgroup of (R,+) and
xy ∈ I for all x ∈ R and all y ∈ I .

Proposition 1.1.13 If ϕ : R→ A is a ring homomorphism, and J ⊆ A is an ideal of A then ϕ−1(J) =
{x ∈ R |ϕ(x) ∈ J} is an ideal in R. In particular kerϕ = ϕ−1(0) is an ideal of R.

Proof. Indeed it is a subgroup and, for all x ∈ R and y ∈ ϕ−1(J) we have ϕ(xy) = ϕ(x)ϕ(y) ∈ J
because ϕ(y) ∈ J . �

For instance, if R is a ring and X a set, the set of all functions vanishing at some point
x0 ∈ X is an ideal, kernel of the homomorphism in example 1.1.10.
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Proposition 1.1.14 If I ⊆ R is an ideal, the quotient R/I is a ring and the projection π : R → R/I
is a ring homomorphism. Any ring homomorphism ϕ : R → A such that I ⊆ kerϕ factors uniquely
through a ring homomorphism ϕ : R/I → A:

R

π
��

ϕ
// A

R/I

ϕ

==

Proof. Recall thatR/I is the quotient group ofR by the equivalence relation x ∼ y⇐⇒ x−y ∈ I .
The relation is compatible with multiplication (x ∼ y =⇒ xz ∼ yz for all z ∈ R, because
xz − yz = z(x − y) ∈ I if x − y ∈ I) and so we can multiply classes in R/I : x · y = xy is
well-defined.
For any homomorphism ϕ : R → A such that ϕ(y) = 0 for all y ∈ I we have that ϕ(x) = ϕ(x′)
whenever x ∼ x′. Thus ϕ(x) = ϕ(x) is well defined, and obviously a ring homomorphism. �

Example 1.1.15 For any ring R there is a unique ring homomorphism ϕ : Z → R defined by
ϕ(1) = 1 (hence ϕ(n) = 1 + · · ·+ 1 for all n ∈ N). Its kernel is an ideal of Z. Hence kerϕ = mZ
for some integer m ∈ N called the characteristic of R.

Example 1.1.16 If I = R, then R/I is the zero ring. In many arguments it will be necessary to
accept the whole ring as an ideal, and this one of the reasons for including the zero ring.

Proposition 1.1.17 An ideal I ⊆ R gives rise to a bijection

{Ideals in R containing I} −→ {Ideals in R/I}.
J 7−→ J/I

π−1(J̄) ←− [ J̄

Proof. The two maps are obviously inverse to each other. �

Definition 1.1.18 Let R be a ring and S ⊆ R. The set (S) = {∑i xisi | xi ∈ R, si ∈ S} (finite
sums) is clearly an ideal, called the ideal generated by S. An ideal is finitely generated if it
can be generated by a finite subset. For instance the set of all multiples of an element x ∈ R is
a principal ideal, denoted (x) or xR.

Definition 1.1.19 Let R be a ring and x ∈ R.

a) We say that x is a zero-divisor if xy = 0 for some y 6= 0.

b) We say that x is a nilpotent if xn = 0 for some n ∈ N.

c) We say that x is a unit or invertible if xy = 1 for some y ∈ R.

Remark 1.1.20 It is straightforward to check that the subset R× of invertible elements in a ring
is an abelian group with respect to multiplication. In particular, if x is invertible, the element
y ∈ R× such that xy = 1 is unique and denoted y = x−1.
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Example 1.1.21 In Z/6Z, the element 2 is a zero-divisor, as 2 · 3 = 0, while 5 is a unit, since
5
2

= 1. In Z/4Z the element 2 6= 0 is nilpotent, as 2
2

= 0.

Example 1.1.22 The partitions of unity show that the ring C(R) has plenty of zero-divisors.

Definition 1.1.23 The nilradical of a ring is the set NR of all nilpotent elements in R.

The nilradical is an ideal: if xn = 0 = ym then (x + y)n+m =
∑n+m
i=0 xiyn+m−i = 0 because in

every monomial at least one of the exponents is bigger than either n or m. Moreover, for every
z ∈ R, clearly (zx)n = znxn = zn0 = 0.

Remark 1.1.24 The set of zero-divisors in R is not an ideal in general, e.g. 2+3 = 5 ∈ (Z/6Z)×.

Definition 1.1.25 A domain is a ring in which the only zero-divisor is 0.

Example 1.1.26 The rings Z, Q, R and C are domains. If R is a domain, so is R[X]. A subring
of a domain is a domain.

Remark 1.1.27 The characteristic of a domain R is either zero or a prime number. Indeed if the
characteristic is m 6= 0, an equation m = ab in Z implies (a · 1)(b · 1) = 0 in R hence either
a · 1 = 0 or b · 1 = 0. By definition of characteristic, either a ∈ mZ or b ∈ mZ, so either m = ±a
or m = ±b. Therefore m is an irreducible element in Z, hence prime.

Definition 1.1.28 A field is a ring in which every nonzero element is invertible.

Example 1.1.29 Q, R and C are fields. For p > 1, the ring Z/pZ is a field if and only if p is a
prime number: by Fermat’s little theorem, xp ≡ x mod p, so x−1 = xp−2 for x 6= 0. We shall
write Fp = Z/pZ and more generally Fq for the field with q elements.

Proposition 1.1.30 Let R be a nonzero ring. The following conditions are equivalent:

a) R is a field;

b) Any nonzero homomorphism ϕ : R→ A is injective;

c) The only ideals in R are 0 and R.

Proof. a) =⇒ b) If x ∈ kerϕ, x 6= 0 then 1 = x−1x ∈ kerϕ, hence ϕ is the zero homomorphism.
b) =⇒ c) If I ( R is a proper ideal, π : R → R/I can’t be the zero map, so must be injective,
hence I = kerπ = 0.
c) =⇒ a) If x 6= 0, then xR 6= 0 hence xR = R and then 1 is a multiple of x. �

Definition 1.1.31 A principal ideal domain, or PID for short, is a domain in which every ideal
is principal.

Example 1.1.32 Z is a PID. For any field k, the polynomial ring k[X] is a PID. Both statements
are easy consequences of the euclidean algorithm.
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Definition 1.1.33 An element x ∈ R is irreducible if x /∈ R× and whenever x = yz in R then
either y or z is a unit. A domain is a unique factorisation domain, also called factorial, or UFD
for short, if every element can be written as a product of irreducible elements multiplied by a
unit, the irreducible factors being unique up to order and multiplication by units.

Example 1.1.34 Again, the euclidean algorithm shows that a PID is a UFD. Gauss’ lemma states
that if R is a UFD then R[X] is a UFD.

Remark 1.1.35 In corollary 6.1.13 we will characterise UFDs in terms of principal ideals.

PRIME AND MAXIMAL IDEALS

Definition 1.1.36 A proper ideal p ( R is a prime ideal if for any two elements x, y ∈ R such
that xy ∈ p either x ∈ p or y ∈ p.

Example 1.1.37 The ideal pZ is prime if and only if p is a prime number.

Proposition 1.1.38 Let R be a ring, p ( R a proper ideal. The following conditions are equivalent:

a) p is prime;

b) R/p is a domain.

Proof. By definition x · y = xy = 0 in R/p if and only if xy ∈ p. �

Corollary 1.1.39 The zero ideal is prime if and only if R is a domain.

Example 1.1.40 If p is a prime number, pZ[X] ⊂ Z[X] is a prime ideal. Indeed, pZ[X] = kerπ,
where π : Z[X] → (Z/pZ) [X] is π(

∑
aiX

i) =
∑
aiX

i. Hence Z[X]/pZ[X] ∼= (Z/pZ) [X]. The
converse does not hold in general: a classical example is R = Z[

√
−5], where x = 1 +

√
−5 is

irreducible and 6 = x(2 − x) ∈ xR even though 2, 3 /∈ xR. However, if R is a UFD, then every
irreducible element x is prime: if yz = xt then x is an irreducible factor of either y or z.

Example 1.1.41 Let R be a domain. The ideal (X) ⊂ R[X] is prime, since R[X]/(X) ∼= R. If
X is a set, the set of all functions vanishing at some point x0 ∈ X is a prime ideal in F (X,R),
since the quotient is isomorphic to R.

Remark 1.1.42 Let R be a domain. We may call x ∈ R a prime element if xR is a prime ideal.
A prime element is irreducible: if x = yz then either y or z belongs to xR; if y = xu for some
u ∈ R, then 0 = x− yz = x(1− uz), hence uz = 1 and z ∈ R×.

Proposition 1.1.43 Let ϕ : R→ A be a ring homomorphism. If q ⊂ A is a prime ideal, then ϕ−1(q) ⊂
R is prime.

Proof. By proposition 1.1.14, R/ϕ−1(q) ↪→ A/q and the latter is a domain. �
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Definition 1.1.44 A proper ideal m ( R is a maximal ideal if there is no proper ideal in R
strictly containing m.

In other words, if I ⊂ R is an ideal such that m ⊆ I ⊆ R, then either m = I or I = R.

Proposition 1.1.45 Let R be a ring, m ( R a proper ideal. The following conditions are equivalent:

a) m is maximal;

b) R/m is a field.

Proof. If m is maximal and x /∈ m then the ideal generated by m and x is R: there exist z ∈ m
and y ∈ R such that 1 = xy + z. Then x is invertible in R/m with inverse y. Conversely, if R/m
is a field consider m ⊆ I ⊆ R. If I contains an element x /∈ m, since x is invertible mod m there
exist z ∈ m and y ∈ R such that 1 = xy + z ∈ I , so I = R. �

Corollary 1.1.46 Every maximal ideal is prime.

Proof. Indeed the field R/m is a domain. �

Example 1.1.47 If p is a prime number, pZ ⊂ Z is a maximal ideal.

Example 1.1.48 Let k be a field. The ideal (X) ⊂ k[X] is maximal, since k[X]/(X) ∼= k. If X is a
set, the set of all functions vanishing at some point x0 ∈ X is a maximal ideal in F (X, k), since
the quotient is isomorphic to k.

If ϕ : R→ A is a ring homomorphism and m ⊂ A is a maximal ideal, in general ϕ−1(m) ⊂ R
is not maximal. For instance, consider the inclusion ϕ : Z ↪→ Q and ϕ−1(0) = 0. However:

Proposition 1.1.49 Let ϕ : R → A be a surjective ring homomorphism. If m ⊂ A is a maximal ideal,
then ϕ−1(m) ⊂ R is maximal.

Proof. Consider the diagram

R

π
��

ϕ
// A

ψ
// A/m.

R/ϕ−1(m)
ψ◦ϕ

55

Since ψ ◦ ϕ is surjective, ψ ◦ ϕ ◦ π is surjective, thus ψ ◦ ϕ is surjective. It is injective by propo-
sition 1.1.14. Hence R/ϕ−1(m) ' A/m is a field, so ϕ−1(m) is maximal. �

Maximal and prime ideals always exist. This is a simple application of Zorn’s lemma which
we now recall. A set Σ is partially ordered if it admits a reflexive and transitive relation≤ such
that ®

x ≤ y
y ≤ x =⇒ x = y.

An element m ∈ Σ is maximal if the condition x ≥ m implies x = m. A chain is a subset C ⊆ Σ
such that for every x, y ∈ C, either x ≤ y or y ≤ x.
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Theorem 1.1.50 (Zorn’s Lemma) Let Σ be a partially ordered non-empty set. Suppose that for every
chain C ⊆ Σ there exists an element s ∈ Σ such that x ≤ s for all x ∈ C. Then Σ has maximal
elements. �

Corollary 1.1.51 Let R be a nonzero ring. Then R contains a maximal ideal.

Proof. Let Σ be the set of proper ideals of R, partially ordered by inclusion. It is not empty
because 0 ∈ Σ (proper, since 0 6= 1). Let C = {an}n∈N be a chain in Σ. The set a =

⋃
n∈N an is an

ideal, because for all x, y ∈ a we have x, y ∈ an for a sufficiently large n, hence x + y ∈ an ⊂ a
and zx ∈ an ⊂ a for all z ∈ R. Moreover a is a proper ideal, because 1 /∈ an for all n. Hence
a ∈ Σ and a ⊇ an for all an ∈ C. We can thus apply Zorn’s lemma to conclude that R has
maximal elements.

Corollary 1.1.52 Every proper ideal I ( R is contained in a maximal ideal.

Proof. Recall proposition 1.1.17 and apply corollary 1.1.51 to R/I . �

Corollary 1.1.53 In a nonzero ring, every x /∈ R× is contained in a maximal ideal.

Proof. Apply corollary 1.1.52 to xR. �

Proposition 1.1.54 The nilradical is the intersection of all the prime ideals.

Proof. Clearly a nilpotent element belongs to every prime ideal. Conversely, let x ∈ R be a
non-nilpotent element. We look for a prime ideal not containing x. Let Σ be the set of all ideals
a ⊂ R such that xn /∈ a for all n ∈ N. Since x is not nilpotent, 0 ∈ Σ, which is thus non-empty.
Again, if C = {an}n∈N is a chain in Σ then a =

⋃
n∈N an ∈ Σ, hence Σ satisfies the assumption

of Zorn’s lemma. Let p ∈ Σ be a maximal element. We need to show that p is prime. If y, z /∈ p
then p is properly contained in (y, p) and (z, p), so these ideals are not in Σ: there exist integers
n,m ∈ N and elements a, c ∈ R and b, d ∈ p such that xn = ay+ b and xm = cz+ d. If yz ∈ p we
would get xn+m = acyz + (ayd+ czb+ bd) ∈ (yz, p) = p, which is a contradiction. �

Definition 1.1.55 The Jacobson radical is the intersection RR of all the maximal ideals of R.

The Jacobson radical is clearly an ideal. Its elements can be characterised as follows:

Proposition 1.1.56 An element x ∈ RR if and only if 1− xy ∈ R× for all y ∈ R.

Proof. Let x ∈ R such that 1 − xy is a unit for all y ∈ R and let m be a maximal ideal. If x /∈ m,
then (x,m) = R: there exist y ∈ R and z ∈ m such that 1 = xy + z. Hence m = R, because it
contains the unit z = 1 − xy. Conversely, if x ∈ R belongs to every maximal ideal, then for all
y ∈ R and all maximal ideal m we have 1 − xy /∈ m, otherwise 1 ∈ m. Corollary 1.1.53 implies
that 1− xy ∈ R×. �

Definition 1.1.57 A ring is local if it has a unique maximal ideal. A semi-local ring is a ring
with finitely many maximal ideals.
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Example 1.1.58 If p is a prime number and n ≥ 1 an integer, Z/pnZ is a local ring, with maximal
ideal pZ/pnZ. Indeed, by proposition 1.1.17 the ideals of Z/pnZ are in bijection with the ideals
of Z containing pn, and by proposition 1.1.49 this bijection preserves maximal ideals. We then
notice that pZ is the only maximal ideal in Z containing pn. A similar argument shows that if k
is a field, k[X]/(Xn) is local.

Example 1.1.59 Z/6Z is a semilocal ring, with maximal ideals 2Z/6Z and 3Z/6Z. Indeed, by
propositions 1.1.17 and 1.1.49 the maximal ideals of Z/6Z are in bijection with the ideals of Z
containing 6: the only ones are 2Z and 3Z.

Proposition 1.1.60 Let R be a ring.

a) If a ⊂ R is a proper ideal such that R− a ⊆ R×, then R is local with maximal ideal a.

b) Let m ⊂ R be a maximal ideal. If 1 + x ∈ R× for all x ∈ m, then R is local.

Proof. a) Let a ⊆ I ⊆ R. If a 6= I , then I contains an element in R − a, i.e. a unit. Hence I = R,
thus a is maximal. It is the unique maximal ideal because any other ideal not contained in a
contains a unit.
b) Let b ⊂ R be any ideal. If b 6= m, let y ∈ b, y /∈ m. By maximality, (y,m) = R. Write 1 = ay+x
for some a ∈ R, x ∈ m. Then ay = 1 − x ∈ b is a unit, hence b = R. Therefore, every proper
ideal is contained in m. �

OPERATIONS ON IDEALS

Proposition 1.1.61 Let R be a ring, {Iα}α a family of ideals. The intersection
⋂
α Iα and the sum∑

α Iα = {∑α xα, xα ∈ Iα, xα = 0 for all but finitely many α} are ideals of R.

Proof. We know that
∑
α Iα and

⋂
α Iα are subgroups of R. For x ∈ ⋂α Iα and y ∈ R we have

yx ∈ Iα for all α because Iα are ideals, hence yx ∈ ⋂α Iα. Similarly, for xα1 ∈ Iα1 ,. . . , xαr ∈ Iαr
we have yxαj ∈ Iαj , hence y(xα1 + · · ·+ xαr) = yxα1 + · · ·+ yxαr ∈

∑
α Iα. �

Proposition 1.1.62 Let I and J be ideals in a ring R. The set IJ = {∑i xiyi, ∀ x ∈ I, y ∈ J} of
finite sums of products of an element in I by an element in J is an ideal, called the product ideal.

Proof. IJ is non-empty because it contains 0. The sum of two elements in IJ is again a finite
sum, hence in IJ . For any a ∈ R we have a(

∑
i xiyi) =

∑
i(axi)yi ∈ IJ because all axi ∈ I . �

Example 1.1.63 LetR be a PID, I = (x) and J = (y). Then I+J = (gcd(x, y)), I∩J = (lcm(x, y))
and IJ = (xy). In particular, IJ = I ∩ J if and only if gcd(x, y) = 1.

Definition 1.1.64 Two ideals I, J ⊆ R are coprime or relatively prime if I + J = R.

Proposition 1.1.65 Let I and J be ideals in a ring R. Then IJ ⊆ I ∩ J with equality if I and J are
coprime.
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Proof. The inclusion IJ ⊆ I ∩ J is obvious from the definitions. Suppose I + J = R, write
1 = x + y with x ∈ I and y ∈ J . Then for any z ∈ I ∩ J , we have xz ∈ I and yz ∈ J , hence
z = 1z = xz + yz ∈ IJ . �

Corollary 1.1.66 Let a1,. . . , an be ideals in a ring R. Then
∏n
i=1 ai ⊆

⋂n
i=1 ai with equality if the

ideals are pairwise coprime: ai + aj = R for all i 6= j.

Proof. The inclusion is clear. By induction, let b =
∏n−1
i=1 ai =

⋂n−1
i=1 ai. For i ∈ {1, . . . , n − 1},

choose xi ∈ ai and yi ∈ an such that xi + yi = 1. Then x =
∏n−1
i=1 xi =

∏n−1
i=1 (1− yi) = 1 + y for

a suitable y ∈ an, while by definition x ∈ b. The equation 1 = x + y shows that b and an are
coprime, hence

∏n
i=1 ai = ban = b ∩ an =

⋂n
i=1 ai by proposition 1.1.65. �

Definition 1.1.67 Let {Rα}α be a collection of rings. The product abelian group
∏
αRα is a ring,

called the direct product, with multiplication (. . . , aα, . . . ) · (. . . , bα, . . . ) = (. . . , aαbα, . . . ) and
1 = (. . . , 1, . . . ). The projections πα :

∏
αRα → Rα are ring homomorphisms.

Notice that the injections Rβ →
∏
αRα are not homomorphisms, as they do not map 1 to 1.

Let a1,. . . , an be ideals in a ring R.The projections πi : R → R/ai define a natural ring
homomorphism

(1.1)
ϕ : R −→ ∏n

i=1R/ai.
x 7−→ (π1(x), . . . , πn(x))

Clearly, kerϕ =
⋂n
i=1 ai. We can say more:

Corollary 1.1.68 (Chinese Remainder Theorem) The morphism ϕ in (1.1) is surjective if and only
if the ideals ai are pairwise coprime.

Proof. If ϕ is surjective, for every i 6= j the composite map R → ∏n
i=1R/ai → R/ai × R/aj

is surjective too. Take x ∈ R mapping to (1, 0), i.e. x ≡ 1 mod ai and x ≡ 0 mod aj . Then
1 = (1− x) + x ∈ ai + aj .
Conversely, if the ai are pairwise coprime, for i = 2, . . . , n choose xi ∈ a1 and yi ∈ ai such that
xi + yi = 1. Then y =

∏n
i=2 yi ∈ ai for all i ∈ {2, . . . , n} but also y =

∏n
i=2(1 − xi) ≡ 1 mod a1,

therefore ϕ(y) = (1, 0, . . . , 0). Permuting the indices, we see that ϕ is surjective. �

THE PRIME SPECTRUM

It is fair to say that most of modern Commutative Algebra has been inspired or motivated
by Algebraic Geometry and Number Theory. Classically, Algebraic Geometry investigates the
properties of algebraic varieties, the loci in affine or projective spaces defined by systems of
polynomial equations. The zero locus of a polynomial in one variable over an algebraically
closed field k is just a finite collection of points in the affine line, the roots of the polynomial.
Any reasonable topology on the affine line should consider these loci as closed sets. There-
fore, if polynomials are to be continuous functions on the affine space kn, the natural topology
should be the Zariski topology: open sets are complementary to finite unions of zero loci of
polynomials.
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Thus k[X1, . . . , Xn] is viewed as the ring of continuous functions on a basic topological
space, the affine n-dimensional space. It was one of Grothendieck’s insights to jump from par-
ticular to universal and regard every ringR as the ring of continuous functions on a topological
space intrinsically attached to it, its spectrum SpecR. This conceptual breakthrough allows to
do geometry with arbitrary coefficient rings, not just algebraically closed fields, blending thus
Algebraic Geometry and Number Theory into Arithmetic Geometry.

Definition 1.1.69 Let R be a ring and I ⊆ R an ideal. The zero locus of I is the set Z(I) of all
the prime ideals in R containing I .

Example 1.1.70 In any ring R, we have Z(1) = ∅ (as all prime ideals are assumed to be proper
ideals) while Z(0) is the set of all prime ideals. If m ⊂ R is a maximal ideal, Z(m) = {m}.

Example 1.1.71 In R = Zwe have Z ((30)) = {(2), (3), (5)}.

Example 1.1.72 InR = C[X,Y ] we have Z ((X)) = {(X); (X,Y − y) ∀ y ∈ C}. Indeed, ifX ∈ p
and p is generated by some polynomials fi, we must have an equation X = gi1fi1 + · · ·+ girfir .
Taking degrees, we see that this is possible only if one of the generators is a nonzero scalar
multiple of X . If p 6= (X) then p/(X) is a non-trivial prime ideal of C[X,Y ]/(X) ' C[Y ]. The
latter is a PID and its prime ideals are generated by irreducible polynomials, which have degree
1 by the fundamental theorem of algebra. Hence p = (X,Y − y) for a suitable y ∈ C.

Proposition 1.1.73 Let R be a ring, I, J and {Iα}α ideals.

a) If I ⊆ J then Z(J) ⊆ Z(I);

b) Z(IJ) = Z(I) ∪ Z(J);

c) Z(
∑
α Iα) =

⋂
αZ(Iα).

Proof. a) is obvious from the definition. Since IJ is contained in both I and J , this proves
Z(IJ) ⊇ Z(I) ∪ Z(J). On the other hand, if IJ ⊆ p and I * p, let x ∈ I , x /∈ p. Since for all
y ∈ J we have xy ∈ IJ ⊆ p and x /∈ p, necessarily y ∈ p. Therefore J ⊆ p, whence b).
c) Any prime containing each of the Iα contains their sum and conversely each Iα is contained
in the sum, hence any prime containing the sum contains every Iα. �

Definition 1.1.74 The spectrum of a ring R is the set SpecR of all prime ideals in R, equipped
with the Zariski topology in which an open sets are the subsets of the form SpecR − Z(I) for
some ideal I ⊆ R.

The sets Z(I) truly define a topology: the empty set and the whole space are both open and
closed by example 1.1.70; finite unions and arbitrary intersections of closed subsets are closed
by proposition 1.1.73.

Proposition 1.1.75 A ring homomorphism ϕ : R→ A determines a continuous map

ϕ] : SpecA −→ SpecR.
q 7−→ ϕ−1(q)

In other words, Spec is a contravariant functor from the category of rings to that of topological spaces.
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Proof. The map ϕ] is well defined by proposition 1.1.43. If I ⊆ R is an ideal,Ä
ϕ]
ä−1Z(I) =

¶
q ∈ SpecA | ϕ](q) ∈ Z(I)

©
=
¶
q ∈ SpecA | I ⊆ ϕ−1(q)

©
= {q ∈ SpecA | ϕ(I) ⊆ q}
= Z (ϕ(I)) .

Therefore ϕ] is continuous. �

The correspondence between ideals in R and closed subsets in SpecR is not perfect: if
I ⊆ R is an ideal, by proposition 1.1.73 Z(I2) = Z(I)∪Z(I) = Z(I) but in general I 6= I2. This
prompts the following definition

Definition 1.1.76 Let R be a ring and I ⊆ an ideal. The radical of I is the ideal
√
I = {x ∈ R | ∃ n ∈ N, xn ∈ I} .

If I =
√
I , we say that I is a radical ideal.

To show that
√
I is indeed an ideal, one can either check it directly or notice that

√
0 = NR.

In general, if π : R → R/I is the canonical projection,
√
I = π−1

Ä
NR/I

ä
. It follows now from

propositions 1.1.17 and 1.1.54 that
√
I is the intersection of all the prime ideals containing I .

Example 1.1.77 Any prime ideal is radical. The ideal 6Z is a radical ideal in Z and
√

12Z = 6Z.

We can thus refine proposition 1.1.73.a:

Corollary 1.1.78 If I and J are ideals, Z(J) ⊆ Z(I)⇐⇒
√
I ⊆
√
J .

Proof. Since Z(I) = Z(
√
I), one implication follows from proposition 1.1.73.a. If Z(J) ⊆ Z(I),

every prime ideal containing J also contains I . Thus
√
I =

⋂
I⊆p p ⊆

⋂
J⊆p p =

√
J . �

Remark 1.1.79 As a topological space, SpecR admittedly presents features that are far from
the intuition acquired by dealing with the standard real or complex topology. For instance it is
very much non-Hausdorff: if R is a domain, 0 is a prime ideal contained in the neighborhood
of every point. Points are not necessarily closed: again in a domain 0 is a point whose closure
is the whole space. In general, the closure of a point p ∈ SpecR is

{p} =
⋂
I⊆p
Z(I) =

⋂
I⊆p
{q ⊇ I} = Z(p).

In particular, the closed points in SpecR are the maximal ideals. In classical Algebraic Geometry,
one only considers closed points. An affine algebraic variety over an algebraically closed field k,
classically defined as the set of points in the afine space kn whose coordinates are solutions to a
system of equations F1(X1, . . . , Xn) = 0, . . .Fm(X1, . . . , Xn) = 0, will be identified with the set
of closed points in Z(F1, . . . , Fm) ⊆ Spec k[X1, . . . , Xn], by means of Hilbert’s Nullstellensatz
(corollary 4.3.7).
However, as remarked just before proposition 1.1.49, maximal ideals do not behave well with
respect to ring homomorphism and one only gets the whole picture by considering all prime
ideals i.e by working with schemes instead of varieties.

Remark 1.1.80 We have described the spectrum of a ring simply as a topological space. It has
in fact a richer structure, encoded by the extra datum of a sheaf of rings.
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§ 2 Modules

Definition 1.2.1 Let R be a ring. An R-module is an abelian group M equipped with a multi-
plication

R×M −→ M
(x,m) 7−→ xm

such that the following relations hold for every x, y ∈ R and m,n ∈M :

(x+ y)m = xm+ ym; x(m+ n) = xm+ xn; (xy)m = x(ym); 1m = m.

Definition 1.2.2 If M and M ′ are R-modules, an R-module homomorphism, or an R-linear
map, is a group homomorphism f : M → N such that f(xm) = xf(m) for all x ∈ R and
m ∈ M . An isomomorphism is a bijective homomorphism. We shall write ModR for the
category of R-modules.

Example 1.2.3 A vector space is a module over its field of scalars.

Example 1.2.4 Any abelian group is a Z-module.

Example 1.2.5 Any ideal I ⊆ R is an R-module.

Example 1.2.6 Let M be an R-module and f : M → M an R-linear endomorphism. We can
view M as an R[X]-module by the rule X ·m = f(m).

Example 1.2.7 The abelian groupHomR(M,N) of all homomorphisms between twoR-modules
is itself an R-module by declaring that, for any x ∈ R and λ ∈ HomR(M,N), the element xλ
is the homomorphism taking m ∈ M to xλ(m) ∈ N . An R-linear map f : N → N ′ induces
an R-linear map f∗ : HomR(M,N) → HomR(M,N ′) defined by f∗(λ) = λ ◦ f . An R-linear
map g : M ′ → M induces an R-linear map g∗ : HomR(M,N) → HomR(M ′, N) defined by
g∗(λ) = g ◦ λ.

Example 1.2.8 A ring homomorphism ϕ : R → A allows us to view every A-module as an
R-module by the rule x · m = ϕ(x)m (sometimes simply written xm, even though ϕ is not
necessarily injective). We shall sometimes denote this module as ϕ∗(M). It is immediate to
check that this construction gives rise to a functor ϕ∗ : ModA →ModR.
In particular, ϕ endows A with an R-module structure: we shall say that A is an R-algebra.

Definition 1.2.9 Let M be an R-module. A subset M ′ ⊆ M is a submodule if it is a subgroup
and if xm′ ∈M ′ for every x ∈ R and m′ ∈M ′.

Example 1.2.10 If f : M → N is an R-linear map, ker f is a submodule of M and im f is a
submodule of N .
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Proposition 1.2.11 If M ′ ⊆M is a submodule, the quotient M/M ′ is an R-module and the projection
π : M → M/M ′ is R-linear. Any R-linear map f : M → N such that M ′ ⊆ ker f factors uniquely
through a R-linear map f : M/M ′ → N :

M

π
��

f
// N

M/M ′
f

<<

Proof. Recall that M/M ′ is the quotient group of M by the equivalence relation m1 ∼ m2 ⇐⇒
m1−m2 ∈M ′. The relation is compatible with scalar multiplication (m1 ∼ m2 =⇒ xm1 ∼ xm2

for all x ∈ R, because xm1−xm2 = x(m1−m2) ∈M ′ if m1−m2 ∈M ′) and so we can multiply
classes in M/M ′: x ·m = xm is well-defined.
For any linear map f : M → N such that f(m′) = 0 for allm′ ∈M ′ we have that f(m1) = f(m2)
whenever m1 ∼ m2. Thus f(m) = f(m) is well defined, and clearly linear. �

Corollary 1.2.12 Let M be an R-module, P ⊆ N ⊆M submodules. There is a canonical isomorphism
((M/P ) / (N/P )) ∼= M/N .

Proof. Let π : M → M/N be the projection. Since P ⊆ N = kerπ, we get π : M/P → M/N .
Since π is surjective, π is surjective. Its kernel is easily seen to be N/P . �

Definition 1.2.13 Let f : M → N be anR-linear map. TheR-module cokerf = N/im f is called
the cokernel of f .

Example 1.2.14 IfR is a ring and x ∈ R, multiplication by x yields anR-linear map µx : R→ R
(not a ring homomorphism in general, since µx(1) = x) with cokerµx = R/xR.

Definition 1.2.15 Let M be an R-module, N,P ⊆M submodules. Their index is the set

(P : N) = {x ∈ R : xn ∈ P ∀ n ∈ N} .

It is immediate to check that (P : N) is an ideal. In particular (0 : N) = Ann (N) is called the
annihilator of N . For m ∈M , write Ann (m) for Ann (Rm).

Example 1.2.16 If I ⊂ R is an ideal, I = Ann (R/I). Any R-module M = π∗(M) is naturally an
R/Ann (M)-module (via π : R→ R/Ann (M)).

Definition 1.2.17 An R-module M is faithful if Ann (M) = 0. An m ∈M is a torsion element
if Ann (m) 6= 0. We say that M is a torsion module if Ann (m) 6= 0 for all m ∈ M . We say that
M is torsion-free if Ann (m) = 0 for all m ∈M .

Example 1.2.18 The group Q/Z is a faithful Z-module, even though it is a torsion module.

If M is an R-module, let Mtors be the subset of its torsion elements. In general, it is not a
submodule (example: in M = R = Z/6Z the elements 2 and 3 are torsion but 2 + 3 = 5 is a
unit). However:
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Lemma 1.2.19 If R is a domain and M an R-module, then Mtors is a submodule.

Proof. If m1,m2 ∈ Mtors, there exist 0 6= xi ∈ R such that ximi = 0. Then x1x2(m1 + m2) = 0
and x1x2 6= 0. �

OPERATIONS ON MODULES

Proposition 1.2.20 Let M be an R-module, {Mα}α a family of submodules. The intersection
⋂
αMα

and the sum
∑
αMα = {∑αmα, mα ∈Mα, mα = 0 for all but finitely many α} are R-modules.

Proof. We know that
∑
αMα and

⋂
αMα are subgroups of M . For m ∈ ⋂

αMα and x ∈ R
we have xm ∈ Mα for all α because Mα are submodules, hence xm ∈ ⋂αMα. In the same
way, for mα1 ∈ Mα1 ,. . . , mαr ∈ Mαr we have xmαj ∈ Mαj , therefore x(mα1 + · · · + mαr) =
xmα1 + · · ·+ xmαr ∈

∑
αMα. �

Proposition 1.2.21 Let M be an R-module, N,P ⊆M submodules. There is a canonical isomorphism
(N + P ) /N ∼= P/ (N ∩ P ).

Proof. Let f : P ↪→ N + P � (N + P ) /N be the composition of the natural inclusion with the
projection mod N . Clearly every element in N + P is congruent to an element in P mod N , so
f is surjective. On the other hand, one computes ker f = N ∩ P . From proposition 1.2.11 we
get an isomorphism f . �

Definition 1.2.22 The sum of two submodules M1,M2 ⊆ M is a direct sum if M1 ∩M2 = {0}
and we write M1 ⊕M2 for such sums. Equivalently, every element in M1 ⊕M2 can be written
uniquely as the sum of an element in each summand.

Definition 1.2.23 Let {Mα}α be a family of R-modules. Their direct product
∏
αMα is defined

as the cartesian product of the Mα equipped with the componentwise operations

(. . . ,mα, . . . ) + (. . . ,m′α, . . . ) = (. . . ,mα +m′α, . . . ); x(. . . ,mα, . . . ) = (. . . , xmα, . . . ).

Their direct sum
⊕
αMα is the submodule of all elements (. . . ,mα, . . . ) ∈

∏
αMα such that

mα = 0 for all but finitely many α.

Example 1.2.24 As an R-module, the ring of polynomials R[X] can be seen as the direct sum⊕
n∈NR. The direct product

∏
n∈NR is the R-module underlying the ring of formal power

series R[[X]], whose product is defined by the rule

(1.2)

( ∞∑
i=0

aiX
i

)Ñ ∞∑
j=0

bjX
j

é
=
∞∑
n=0

(
n∑
k=0

akbn−k

)
Xn.

Notice that R[[X]] is not the direct product ring. The unit in R[[X]] is the series 1 + 0 + 0 + . . . .
For later use, let us remark that the units in R[[X]] are given by the power series f =

∑∞
i=0 aiX

i
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such that a0 ∈ R×. Indeed, given such a series, we can construct a series g =
∑∞
j=0 bjX

j such
that fg = 1 by solving recursively the system of equations in b0, b1, . . . arising from (1.2):

a0b0 = 1
a0b1 + a1b0 = 0

. . .
a0bn + a1bn−1 + · · ·+ anb0 = 0

. . .

each time the new variable bn appearing with the invertible coefficient a0. In particular, if k is
a field, k[[X]] is a local ring with maximal ideal (X).

Definition 1.2.25 A free module is a module isomorphic to a direct sum of copies of R.

Example 1.2.26 The ring of Gauss integers Z[i] is a free Z-module of rank 2, with basis 1 and i.

Proposition 1.2.27 Let F be a free R-module with basis {eα}α. Let M be an R-module and {mα}α an
arbitrary set of elements of M . There exists a unique finear map f : F →M such that f(eα) = mα.

Proof. Standard linear algebra argument. �

Definition 1.2.28 AnR-moduleM is generated by elements {mα}α ⊂M if every element inM
is a finite R-linear combination of the {mα}α, called generators. We shall say that M is finitely
generated if it can be generated by finitely many elements.

In view of proposition 1.2.27, an R-module M is finitely generated if and only if there exists
a presentation, i.e. a surjective map π : Rn → M . Over arbitrary rings, is it useful to introduce
a more restrictive condition, requiring finiteness for the number of relations as well:

Definition 1.2.29 An R-module M is finitely presented if it admits a presentation π : Rn �M
such that kerπ is a finitely generated module.

For R-algebras we use a slightly different terminology.

Definition 1.2.30 An R-algebra A is of finite type over R if it is a quotient of a polynomial
algebra R[X1, . . . , Xn] for a suitable n. We say that A is a finitely presented R-algebra if it
admits a presentation π : R[X1, . . . , Xn] → A such that kerπ is a finitely generated ideal. We
say that A is finite over R if A is a finitely generated R-module via the natural map ϕ : R→ A.

Clearly, a finite R-algebra is of finite type: take x1, . . . , xn generating A as an R module and
get a presentation π : R[X1, . . . , Xn] � A by π(Xi) = xi. Corollary 3.1.11 will tell us precisely
which R-algebras of finite type are finite.

Proposition 1.2.31 Let R be a ring.

a) For any R-module M , the map λ 7→ λ(1) defines an isomorphism HomR(R,M) ∼= M .
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b) For any R-modules M1, M2 and N we have

HomR(N,M1 ⊕M2) ∼= HomR(N,M1)⊕HomR(N,M1).

c) For any R-modules M , N1 and N2 we have

HomR(N1 ⊕N2,M) ∼= HomR(N1,M)⊕HomR(N2,M).

Proof. a) The map is injective, since if λ(1) = 0 then λ(x) = xλ(1) = 0 for all x ∈ R. It is
surjective, because any m ∈M , the rule x 7→ xm defines a linear map R→M .
b) Let πj : M1 ⊕M2 � Mj be the projection. Then f 7→ (π1 ◦ f, π2 ◦ f) is readily seen to be an
isomorphism.
c) Similarly, denoting ij : Nj ↪→ N1 ⊕ N2 the inclusions, the rule f 7→ (f ◦ i1, f ◦ i2) gives the
second isomorphism. �

THE CAYLEY–HAMILTON THEOREM AND NAKAYAMA’S LEMMA

Theorem 1.2.32 (Cayley–Hamilton) Let M be a finitely generated R-module, a ⊆ R an ideal and
f : M → M an R-linear map such that f(M) ⊆ aM . There exists a monic polynomial p(X) ∈ R[X]
such that p(f) = 0 on M .

Proof. Choose generatorsm1, . . . ,mn forM . By assumption, f(mi) ∈ aM , hence the expressions
f(mj) =

∑n
i=1 ai,jmi define an n×nmatrixA = (ai,j) with coefficients in a. As in example 1.2.6,

view M as an R[X]-module letting X act as f . Notice that in Mn we have

(XIn −A)

Ö
m1

...
mn

è
=

Ö
0
...
0

è
.

Multiplying on the left by the cofactor matrix we conclude that det(XIn − A)mi = 0 for all i,
hence det(XIn −A)m = 0 for all m ∈M . �

Remark 1.2.33 The proof shows that we can take p(X) to be the characteristic polynomial of a
matrix with entries in a. Hence, except for the leading one, the coefficients of p(X) are in a.

Corollary 1.2.34 Let M be a finitely generated R-module. An endomorphism f : M → M is an
isomorphism if and only if it is surjective.

Proof. Let f : M → M be a surjective map and view M as an R[T ]-module where T acts
as f . Take a = (T ) ⊂ R[T ]: since f is surjective, aM = M . Applying Cayley–Hamilton to
id : M → M we obtain a polynomial p(X) = Xn + an−1X

n−1 + · · · + a1X + a0 ∈ R[T ][X]
such that p(id) = 0. By remark 1.2.33 we have ai ∈ (T ) and evaluating in id we get that
(id− Tq(T ))M = 0 for a suitable q(T ) ∈ R[T ]. Recalling that T acts as f we have that fq(f) is
the identity on M , hence f is an isomorphism with inverse q(f). �

Corollary 1.2.35 Any minimal set of generators in Rn is a basis and has cardinality n.
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Proof. Let m1 . . . ,mr be a minimal set of generators of Rn. By minimality, r ≤ n. Define
f : Rn → Rn by f(ei) = mi for i = 1, . . . , r and f(ej) = 0 for j = r + 1, . . . , n. By construction
f is surjective, hence an isomorphism by corollary 1.2.34. Therefore ker f = 0, hence r = n. �

Definition 1.2.36 Let M be a finitely generated free R-module. The unique integer n such that
M ' Rn is called the rank of M .

Corollary 1.2.37 Let M be a finitely generated R-module, a ⊆ R an ideal such that aM = M . Then
there exists an element x ∈ R, x ≡ 1 mod a, such that xM = 0.

Proof. Apply Cayley–Hamilton to f = id : M →M . �

Corollary 1.2.38 (Nakayama’s Lemma) Let M be a finitely generated R-module and a ⊆ R an ideal
contained in the Jacobson radical RR. Then aM = M if and only if M = 0.

Proof. If aM = M , by corollary 1.2.37 we have xM = 0 for some x ∈ 1 + a ⊆ 1 + RR, hence, by
proposition 1.1.56, x ∈ R× and therefore M = 0. �

Remark 1.2.39 The most common application of Nakayama’s Lemma, and of the following
corollaries, is to the case where R is a local ring and a = RR is the maximal ideal.

Corollary 1.2.40 LetM be a finitely generatedR-module, N ⊆M a submodule, a ⊆ RR an ideal such
that M = aM +N . Then N = M .

Proof. We have a (M/N) = (aM +N) /N = M/N , hence M/N = 0 by Nakayama. �

Corollary 1.2.41 Let M be a finitely generated R-module, m1, . . . ,mn ∈M and a ⊆ RR. The the mi

generate M if and only if their classes generate M/aM .

Proof. Apply corollary 1.2.40 to N = (m1, . . . ,mn). �

EXACT SEQUENCES

Definition 1.2.42 A sequence of groups or R-modules and homomorphisms

(1.3) · · · −−−−→ Mi−1
fi−−−−→ Mi

fi+1−−−−→ Mi+1 −−−−→ · · ·

is exact in Mi if ker fi+1 = im fi. We say the the sequence is exact if it is exact in each spot. A
short exact sequence is an exact sequence

0 −−−−→ M ′ −−−−→ M −−−−→ M ′′ −−−−→ 0.

Example 1.2.43 An injection M ′ ↪→ M corresponds to an exact sequence 0 → M ′ → M . Simi-
larly, a surjection M �M ′′ gives rise to an exact sequence M →M ′′ → 0.
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Example 1.2.44 If R is a ring and I ⊆ R an ideal, we have a short exact sequence of R-modules

0 −−−−→ I −−−−→ R −−−−→ R/I −−−−→ 0

Example 1.2.45 An R-module M is finitely generated if it fits in a sequence Rn →M → 0 for a
suitable integer n. It is finitely presented if it fits in an exact sequence Rm → Rn →M → 0.

Remark 1.2.46 Any long exact sequence (1.3) can be broken into short ones:

0 −−−−→ im fi −−−−→ Mi −−−−→ ker fi+2 −−−−→ 0.

.

Lemma 1.2.47 (Snake Lemma) Given a commutative diagram of R-modules with exact rows

0 //M ′
f
//

φ′

��

M
g
//

φ
��

M ′′ //

φ′′

��

0

0 // N ′
u // N

v // N ′′ // 0

(with optional exactness of the colored arrows) there exists an R-linear map δ : kerφ′′ → cokerφ′

0 // kerφ′ //

��

kerφ

��

// kerφ′′

��

δ0 //M ′

��

f
//M

��

g
//M ′′

��

// 0

0 // N ′

π
��

u // N

��

v // N ′′

��

// 0

// cokerφ′ // cokerφ // cokerφ′′ // 0

such that the sequence 0→ kerφ′ → kerφ→ kerφ′′ → cokerφ′ → cokerφ→ cokerφ′′→ 0 is exact.

Proof. Let x ∈ ker φ′′. Choose y ∈M such that g(y) = x. Since v(φ(y)) = φ′′(x) = 0, we can take
z ∈ N ′ such that u(z) = φ(y). Define δ(x) = π(z) ∈ cokerφ. We leave it as an exercise to check
that this procedure really defines a map (i.e. doesn’t depend on the choices), that δ is R-linear
and that the 6-term sequence is exact. �

Remark 1.2.48 The arguments employed to define the map δ are fairly common in commuta-
tive and homological algebra and go under the self-explaining name of diagram chasing.

Proposition 1.2.49 A sequence of R-modules 0 −→ M ′
f−→ M

g−→ M ′′ is exact if and only if

0 −→ HomR(N,M ′)
f∗−→ HomR(N,M)

g∗−→ HomR(N,M ′′) is exact for every R-module N .

A sequence of R-modules M ′ f−→ M
g−→ M ′′ −→ 0 is exact if and only if the induced sequence

0 −→ HomR(M ′′, N)
g∗−→ HomR(M,N)

f∗−→ HomR(M ′, N) is exact for every R-module N .
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Proof. Let λ′ : N →M ′ be an R-linear map. To say f ◦ λ′ = 0 means f (λ′(n)) = 0 for all n ∈ N .
Since f is injective, this means λ′(n) = 0 for all n ∈ N , i.e. f∗ is injective.
Clearly g∗ ◦ f∗ = (g ◦ f)∗ = 0∗ = 0 so im f∗ ⊆ ker g∗. If g ◦ λ = 0 for some λ : N → M , then
λ(n) ∈ ker g = im f for all n ∈ N . There exists thus an R-linear µ : N →M ′ such that λ = f ◦µ.
The proof of the second statement is analogous and left as an exercise. �

Definition 1.2.50 Let R and A be rings. A functor F : ModR →ModA is

a) additive if F (M ⊕N) = F (M)⊕ F (N). Moreover, we require F (0) = 0.

b) left–exact if it is additive and for every exact sequence 0 −→ M ′
f−→ M

g−→ M ′′ of

R-modules, the sequence of A-modules 0 −→ F (M ′)
F (f)−→ F (M)

F (g)−→ F (M ′′) is exact.

c) right–exact if it is additive and for every exact sequence M ′ f−→ M
g−→ M ′′ −→ 0 of

R-modules, the sequence of A-modules F (M ′)
F (f)−→ F (M)

F (g)−→ F (M ′′) −→ 0 is exact.

d exact if both left and right–exact.

We can thus rephrase proposition 1.2.49 saying that HomR(N,−) : ModR → ModR is a
left-exact functor.

Definition 1.2.51 A splitting of an exact sequence is a homomorphism σ such that g◦σ = idM ′′

0 //M ′
f
//M

g
//M ′′

σ
yy

// 0.

An exact sequence admitting a splitting is called split exact.

Lemma 1.2.52 A splitting of an exact sequence of R-modules 0 −→ M ′
f−→ M

g−→ M ′′ −→ 0
induces an isomorphism M 'M ′ ⊕M ′′.

Proof. Let σ be a splitting of the sequence. The sum M ′ + imσ is direct: if σ(m′′) ∈ M ′ = ker g,
then m′′ = g(σ(m′′) = 0. The injection M ′ ⊕ imσ ⊆ M is an equality: every m ∈ M can be
written as [m− σ ((g(m))] + σ ((g(m)). �

Proposition 1.2.53 An exact sequence of R-modules 0 −→ M ′
f−→ M

g−→ M ′′ −→ 0 splits if and
only if g∗ : HomR(M ′′,M)→ HomR(M ′′,M ′′) is surjective.

Proof. If g∗ is surjective, any map σ : M ′′ → M such that g∗(σ) = g ◦ σ = idM ′′ splits the
sequence. Conversely, if σ : M ′′ →M splits the sequence, for any h ∈ HomR(M ′′,M ′′) the map
σ ◦ h : M ′′ →M satisfies g∗(σ ◦ h) = g ◦ σ ◦ h = h, hence g∗ is surjective. �

Corollary 1.2.54 If σ : M ′′ → M splits the exact sequence 0 −→ M ′
f−→ M

g−→ M ′′ −→ 0, then
any other splitting σ′ is of the form σ′ + λ for a suitable λ ∈ HomR(M ′′,M ′).

Proof. The set of splittings is g−1∗ (idM ′′) ⊂ HomR(M ′′,M). The claim now follows from propo-
sition 1.2.49. �

One says that the set of splittings of 0 → M ′ → M → M ′′ → 0, if non-empty, is an affine
space, or principal homogeneous space or torsor under HomR(M ′′,M ′).
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Definition 1.2.55 An R-module P is projective if for every surjection π : M → M ′′ and every
homomorphism f : P →M ′′ there exists a homomorphism f̃ : P →M such that f = π ◦ f̃ .

P
f
//

f̃ !!

M ′′

M

π

OO

An R-module Q is injective if for every injection ι : M ′ → M and every homomorphism
g : M ′ → Q there exists a homomorphism g̃ : M → Q such that g = g̃ ◦ ι.

M ′

ι

��

g
// Q

M
g̃

>>

Example 1.2.56 A free module is projective, as follows easily from proposition 1.2.27.

Example 1.2.57 Q is an injective Z-module. Let ι : M ′ ↪→ M and g : M ′ → Q. Consider the set
Σ of submodules M ′ ⊆ N ⊆M such that g extends to gN : N → Q. Declare (N, gN ) ≤ (N ′, gN ′)
if N ⊆ N ′ and gN ′ extends gN . The set Σ is non-empty (it contains M ′) and if {(Ni, gNi)}i is a
chain in Σ then

⋃
iNi is in Σ. Hence Σ satisfies the conditions of Zorn’s lemma. Let (N, gN ) ∈ Σ

be a maximal element: we want to show that N = M . If x ∈M −N then N +Zx /∈ Σ. Consider
the index ideal (N : N + Zx) = aZ ⊆ Z. If a 6= 0, the rule g̃(x) = 1

agN (ax) ∈ Q defines an
extension of gN to N + Zx, which is a contradiction. If a = 0, the sum N + Zx is direct and
g̃(x) = 0 also defines an extension, so again we get a contradiction.

Proposition 1.2.58 Let P be an R-module. The following conditions are equivalent:

a) P is projective;

b) π∗ : HomR(P,M)→ HomR(P,M ′′) is surjective for every surjection π : M →M ′′;

c) For every presentation F
p
� P with F a free module,HomR(P, F )

p∗→ HomR(P, P ) is surjective;

d) P is a direct summand of a free module;

e) Every surjection q : M � P admits a splitting.

Proof. The implications a)⇐⇒ b) =⇒ c) are obvious. For c) =⇒ d) apply proposition 1.2.53 and
lemma 1.2.52 to a presentation 0→ ker p→ F

p−→ P → 0 with F a free module.
For d) =⇒ e), choose a presentation p : F → P with F free and consider the diagram

F

p

��

p̃

~~

M
q
// // P

where p̃ exists because F is free and thus projective. Then any splitting σ : P → F of p yields a
splitting p̃ ◦ σ of q. The implication e) =⇒ d) is now obvious.
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For d) =⇒ a), again choose a presentation p : F → P with F free and consider the diagram

F
p
//›f◦p ((

P

σ
|| f

//M ′′

M

π

OOOO

to get a lifting (flf ◦ p) ◦ σ of f . �

Example 1.2.59 Let R = Z[
√
−5] and a = (2, 1 +

√
−5). The R-module a is not free: the gen-

erators are not a basis, since 3 · 2 = (1 +
√
−5)(1 −

√
−5). We shall see in theorem 5.3.9 that

if a were free, it would be principal. The element 1 +
√
−5 is prime: if z = a + b

√
−5 divides

1 +
√
−5 then |z|2 = a2 + 5b2 must divide |1 +

√
−5|2 = 6, but a2 + 5b2 = 2 and a2 + 5b2 = 3

have no solutions a, b ∈ Z. So if a were free, it would have to be generated by 1 +
√
−5, which

would then divide 2, but then 6 would divide |2|2 = 4. However a is projective: take p : R2 � a
defined by p(e1) = 2 and p(e2) = 1 +

√
−5; a splitting is given by σ(2) = −2e1 + (1−

√
−5)e2,

σ(1 +
√
−5) = −(1 +

√
−5)e1 + 3e2.

TENSOR PRODUCTS

Definition 1.2.60 Let M,N and P be R-modules. A map f : M ×N → P is bilinear if f(x, y)
is R-linear in x for any fixed y ∈ N and R-linear in y for any fixed x ∈ M . The set of bilinear
maps M ×N → P is denoted BilR(M ×N,P ).

The set BilR(M × N,P ) is an R-module by declaring that αf is the map (x, y) 7→ αf(x, y)
for all α ∈ R.

Theorem 1.2.61 For every M,N ∈ ModR, the functor BilR(M × N,−) : ModR → ModR is
representable.

Proof. The statement means that there exists an R-module T equipped with a bilinear map
b : M ×N → T satisfying the following universal property: for every R-module P and bilinear
map g : M × N → P , there exists a unique R-linear map f : T → P making the following
diagram commute:

M ×N

b
��

g
// P

T
f

;;

Let F be the free R-module generated by M ×N : its elements are thus finite sums
∑
i αi(xi, yi),

with αi ∈ R, xi ∈M and yi ∈ N . Let S ⊆ F be the submodule generated by the elements

(1.4) (x+x′, y)−(x, y)−(x′, y); (x, y+y′)−(x, y)−(x, y′); (αx, y)−α(x, y); (x, αy)−α(x, y)

for all x, x′ ∈ M , y, y′ ∈ N and α ∈ R. Set T = F/S, write x ⊗ y for (x, y) mod S and define
b(x, y) = x⊗ y. It is now immediate to check that (T, b) satisfies the required propreties. �
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Definition 1.2.62 By corollary A.14 the R-module representing BilR(M × N,−) is unique up
to unique isomorphism: we call it the tensor product of M and N and denote it M ⊗R N .

Remark 1.2.63 A pair of linear maps f : M → P and g : N → Q defines a bilinear map

f × g : M ×N −→ P ⊗R Q
(x, y) 7−→ f(x)⊗ g(y)

whence an R-linear map f ⊗ g : M ⊗R N −→ P ⊗R Q.

Example 1.2.64 Z/nZ⊗Z Q = 0: indeed a⊗ b
c = a⊗ nb

nc = na⊗ b
nc = 0⊗ b

nc = 0⊗ 0 b
nc = 0⊗ 0.

Proposition 1.2.65 For every M,N,P ∈ModR, there are canonical isomorphisms

M ⊗R N −→ N ⊗RM
x⊗ y 7−→ y ⊗ x ;

(M ⊗R N)⊗R P −→M ⊗R (N ⊗R P )
(x⊗ y)⊗ z 7−→ x⊗ (y ⊗ z) ;

(
⊕

αMα)⊗R N −→⊕
α(Mα ⊗R N)

(. . . , xα, . . . )⊗ y 7−→ (. . . , xα ⊗ y, . . . )
;

R⊗RM −→M
α⊗ x 7−→ αx

.

Proof. One should first show that these maps are well defined and then check that they are
isomorphism. For instance the map M × N → N ×M given by (x, y) 7→ (y, x) is very clearly
bilinear, hence so is the compositionM×N → N⊗RN whence a linear mapM⊗RN → N⊗RM .
It is an isomorphism because we can construct the inverse mapN⊗RM →M⊗RN , y⊗x 7→ x⊗y
in a similar way. The rest of the proof is an exercise left to the reader. �

Remark 1.2.66 The second isomorphism in proposition 1.2.65 (associativity of the tensor prod-
uct) allows to write without ambiguity the tensor product M1 ⊗RM2 ⊗R · · · ⊗RMn of several
modules. Notice that the latter represents the functor ModR →ModR taking P to the module
of multilinear maps M1 ×M2 × · ×Mn → P .

Definition 1.2.67 Let M be an R-module, ϕ : R → A an R-algebra. Then A ⊗R M is an A-
module, called extension of the scalars from R to A by setting a · (b⊗m) = ab⊗m.

Example 1.2.68 It follows from the isomorphisms in proposition 1.2.65 that A ⊗R Rn ∼= An. If
M(m× n,R) is the module of m× n matrices with coefficients in R, then A⊗RM(m× n,R) =
M(m× n,A).

Definition 1.2.69 Let A and B be rings. An (A,B)-bimodule is an abelian group N equipped
with an A-module structure and an B-module structure such that (a ·A x) ·B b = a ·A (x ·B b) for
all a ∈ A, b ∈ B and x ∈ N .

Example 1.2.70 Let ϕ : R → A and ψ : R → B be two R-algebras. Then A ⊗R B is an (A,B)-
bimodule. Notice that A⊗R B has a ring structure: the map

A×B ×A×B −→ A⊗R B.
(a, b, a′, b′) 7−→ aa′ ⊗ bb′
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is multilinear in the four variables, whence an R-linear map A ⊗R B ⊗R A ⊗R B → A ⊗R B,
a⊗ b⊗ a′ ⊗ b′ 7→ aa′ ⊗ bb′ which in turn corresponds to an R-bilinear map

(A⊗R B)× (A⊗R B) −→ A⊗R B
(a⊗ b, a′ ⊗ b′) 7−→ aa′ ⊗ bb′

easily seen to satisfy the axioms or ring multiplication, with unit 1 ⊗ 1. Beware that A ⊗R B
could be the zero ring, as in example 1.2.64.
The special case A ⊗R A will play a crucial role in § I.3 (algebraic differential calculus) and es-
pecially in § II.2 (descent theory). It is worth remarking that A⊗RA has several non-equivalent
A-module structures, chief among them the right a · (x⊗y) = ax⊗y and left a · (x⊗y) = x⊗ay
structures.

Proposition 1.2.71 Let M be an A-module, P an B-module and N an (A,B)-bimodule. There is a
canonical isomorphism

(M ⊗A N)⊗B P −→M ⊗A (N ⊗B P )
(x⊗ y)⊗ z 7−→ x⊗ (y ⊗ z)

Proof. Tedious exercise left to the reader. �

Corollary 1.2.72 Let M be an R-module, ϕ : R → R′ an R-algebra and ψ : R′ → R′′ an R′-algebra.
There are canonical isomorphisms

R′′ ⊗R′
(
R′ ⊗RM

) ∼= (
R′′ ⊗R′ R′

)
⊗RM ∼= R′′ ⊗RM.

Proof. The isomorphism to the left is given in proposition 1.2.71, the one to the right is the last
in proposition 1.2.65. �

The following result establishes the crucial relation between the Hom and ⊗ functors:

Lemma 1.2.73 Let M,N and P be R-modules. There is a canonical isomorphism

Φ : HomR(M ⊗R N,P ) ∼= HomR (M,HomR(N,P )) .

Proof. Let f : M ⊗R N → P be a linear map. By construction, it corresponds to a bilinear map
g : M ×N → P : by definition, for every fixed m ∈ M , the map g(m,−) : N → P is linear. The
rule Φ(f) = [m 7→ g(m,−)] clearly defines a linear map Φ. Conversely, if λ : M → HomR(N,P )
is a linear map, the rule (m,n) 7→ (λ(m)) (n) defines a bilinear form M × N → P , whence a
linear map Ψ(λ) : M ⊗R N → P . One checks easily that Ψ is inverse to Φ. �

Definition 1.2.74 Let C and D be categories. Two functors L : C→ D and R : D→ C are called
adjoint if for every pair of objects C in C and D in D there is a bijection

HomD (L(C), D) ∼= HomC (C,R(D)) .

“functorial” inC andD i.e. for every f : C → C ′, g : D → D′ the following diagram commutes:

(1.5)

HomD (L(C ′), D)
L(f)∗−−−−→ HomD (L(C), D)

g∗−−−−→ HomD (L(C), D′)

∼=

y ∼=

y ∼=

y
HomC (C ′, R(D))

f∗−−−−→ HomC (C,R(D))
R(g)∗−−−−→ HomC (C,R(D′)) .

We say that L is left adjoint to R and that R is right adjoint to L.
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Remark 1.2.75 If L : C → D and R : D → C are adjoint functors, then Rop : Dop → Cop and
Lop : Cop → Dop are also adjoint, with Rop left adjoint and Lop right adjoint.

We can rephrase lemma 1.2.73 by saying that L(−) = −⊗RN is adjoint toR(−) = HomR(N,−)
(the verification of diagram (1.5) is left to the reader).

Proposition 1.2.76 Let A and B be rings, L : ModA → ModB and R : ModB → ModA two
adjoint additive functors. Then L is right exact and R is left exact.

Proof. Let M ′−→M−→M ′′−→ 0 be an exact sequence of A-modules. By proposition 1.2.49, for
every B-module N the top sequence in the following diagram is exact

0 −−−−→ HomA (M ′′, R(N)) −−−−→ HomA (M,R(N)) −−−−→ HomA (M ′, R(N))

∼=

y ∼=

y ∼=

y
0 −−−−→ HomB (L(M ′′), N) −−−−→ HomB (L(M), N) −−−−→ HomB (L(M ′), N) .

The diagram is commutative and the vertical arrows are isomorphism, so the bottom row is
also exact. Again by proposition 1.2.49 we conclude that L(M ′)−→L(M)−→L(M)′′−→ 0 is
an exact sequence of B-modules, hence L is right-exact. We now get for free that Rop is right-
exact: for every exact sequence N ′′−→N−→N ′−→ 0 in Modop

B (i.e. for every exact sequence
0 −→ N ′−→N−→N ′′ of B-modules) the sequence Rop(N ′′)−→Rop(N)−→Rop(N ′)−→ 0 in
Modop

B (i.e. the sequence 0 −→ R(N ′)−→R(N)−→R(N ′′)) is exact. Thus R is left-exact. �

Corollary 1.2.77 IfN ′−→N−→N ′′−→ 0 is an exact sequence ofR-modules, then for everyR-module
M the sequence M ⊗R N ′−→M ⊗R N−→M ⊗R N ′′−→ 0 is exact.

Corollary 1.2.78 Let M be a finitely generated (respectively presented) R-module and ϕ : R → A an
R-algebra. Then A⊗RM is a finitely generated (resp. presented) A-module.

Proof. Take a presentation (Rm −→)Rn −→M −→ 0, apply A⊗R − and use example 1.2.68. �

Example 1.2.79 The functor M ⊗R− is not always left-exact: tensoring 0 −→ Z −→ Q by Z/nZ
we get the sequence 0 −→ Z/nZ −→ 0 which is far from being exact.

Definition 1.2.80 AnR-moduleM is flat if the functorM⊗R− is exact. A ring homomorphism
ϕ : R→ A is flat if it makes A into a flat R-module. We shall say then that A is a flat R-algebra.

Example 1.2.81 Q is a flat Z-algebra: this is a special case of a statement we shall prove later,
corollary 2.1.21. A free module is flat, since (

⊕
αR)⊗RM ∼=

⊕
αM .

Remark 1.2.82 If ϕ : R → R′ is a flat R-algebra and ψ : R′ → R′′ a flat R′-algebra, it follows
immediately from corollary 1.2.72 that R′′ is a flat R-algebra via ψ ◦ ϕ. Notice however that it
may happen that ϕ and ψ ◦ϕ are flat but ψ is not. For example take ϕ : R→ R[X] the inclusion
and ψ : R[X]→ R = R defined by ψ(X) = 0. Then ϕ is flat (R[X] is free) and ψ ◦ ϕ = idR but

R⊗R[X]

ï
0 −→ XR[X] −→ R[X]

ψ−→ R −→ 0

ò
= 0 −→ R⊗R[X] XR[X] −→ R

idR−→ R −→ 0

is not exact, since R⊗R[X] XR[X] 6= 0.
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Proposition 1.2.83 Let M be an R-module. The following conditions are equivalent:

a) M is flat;

b) for every injection f : N ′ ↪→ N the map idM ⊗ f : M ⊗R N ′ →M ⊗R N is injective;

c) idM ⊗ f : M ⊗R N ′ → M ⊗R N is injective for every injection f : N ′ ↪→ N between finitely
generated R-modules;

d) for every ideal I ⊆ R the multiplication map

I ⊗RM −→M
x⊗m 7−→ xm

is injective.

Proof. The implications a) =⇒ b) =⇒ c) are obvious. For b) =⇒ a), if −→ N ′
f−→ N

g−→ N ′′

is exact, tensoring by M the exact sequence 0 −→ im f −→ ker g −→ 0 we get an injection
im (idM ⊗ f) ⊆ ker(idM ⊗ g), and in fact an isomorphism, since M ⊗R − is left-exact anyway.
b) =⇒ d) follows by tensoring by M the sequence 0 −→ I −→ R and recalling that the multi-
plication R⊗RM →M is an isomorphism.
c) =⇒ b): let f : N ′ ↪→ N be an injection and x =

∑
imi⊗ni ∈ ker idM⊗f , i.e.

∑
imi⊗f(ni) = 0.

Let N ′0 be the R-submodule of N ′ generated by the ni. Recall from theorem 1.2.61 that M ⊗RN
is the quotient of the free module on M × N by the submodule S generated by the relations
(1.4). Hence

∑
imi ⊗ f(ni) = 0 in M ⊗R N means

∑
i(mi, f(ni)) ∈ S. Write

∑
i(mi, f(ni)) =∑

j αjsj , with αj ∈ R, sj ∈ S and let N0 ⊆ N be the submodule generated by f(N ′0) and the N -
components of the sj . By construction, y0 =

∑
imi⊗f(ni) = 0 inM⊗RN0 because

∑
i(mi, f(ni))

is in the corresponding submodule generated by the relations (1.4). The restriction f : N ′0 ↪→ N0

is an injection of finitely generatedR-modules, hence idM⊗f : M⊗RN ′0 ↪→M⊗RN0 is injective.
It maps x0 to y0 = 0, thus x0 = 0 and so its image x ∈M ⊗R N ′ vanishes too.
d) =⇒ c): let f : N ′ ↪→ N be an injection of finitely generated modules. Suppose first that N is
free of rank r. If r = 1 the statement is precisely condition d). We proceed by induction on r:
write N = N1 ⊕N2 with Ni free of rank ri < r and consider the diagram

(1.6)

0 −−−−→ N ′1 −−−−→ N ′ −−−−→ N ′2 −−−−→ 0

f1

y f

y f2

y
0 −−−−→ N1 −−−−→ N −−−−→ N2 −−−−→ 0

where N ′1 = f−1(N1), f1 is the restriction of f , N ′2 = N ′/N ′1 and f2 the induced map. A simple
diagram chase shows that f2 is also injective. By inductive assumption idM ⊗ fi are injective,
so the snake lemma applied to diagram (1.6) tensored by M shows that idM ⊗ f is injective too.
If N is an arbitrary finitely generated R-module, pick a presentation π : Rr � N and consider
the diagram

(1.7)

0 −−−−→ kerπ −−−−→ π−1 (f(N ′)) −−−−→ N ′ −−−−→ 0∥∥∥∥ ι

y f

y
0 −−−−→ kerπ −−−−→ Rr

π−−−−→ N −−−−→ 0

where ι is the inclusion. Tensoring (1.7) by M , we have idM ⊗ idkerπ = idM⊗Rkerπ and idM ⊗ ι
is injective by the free case just treated. By the snake lemma we conclude ker (idM ⊗ f) = 0. �
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Proposition 1.2.84 Let R′ be R-algebra, M and N two R-modules. There is an R′-linear map

ϑM,N : R′ ⊗HomR(M,N)→ HomR′(R
′ ⊗M,R′ ⊗N).

It is an isomorphism if R′ is flat over R and M is a finitely presented R-module.

Proof. The map λ 7→ idR′⊗λ defines a homomorphismHomR(M,N)→ HomR′(R
′⊗M,R′⊗N)

of R-modules, whence an R-bilinear map R′×HomR(M,N)→ HomR′(R
′⊗M,R′⊗N) given

by (x, λ) 7→ x⊗ λ. This induces the map ϑM,N in the statement.
By proposition 1.2.31 we have HomR(Rn, N) ∼= N ⊕ · · · ⊕N , hence ϑRn,N is an isomorphism.
Suppose now that that R′ is a flat and M has a finite presentation: Rm → Rn → M → 0.
Applying the Hom functor to this sequence, we obtain the following commutative diagram,
where M ′, N ′ stand for R′ ⊗M and R′ ⊗N

0 −−−−→ R′ ⊗HomR(M,N) −−−−→ R′ ⊗HomR(Rn, N) −−−−→ R′ ⊗HomR(Rm, N)

ϑM,N

y ϑRn,N

y ϑRm,M

y
0 −−−−→ HomR′(M

′, N ′) −−−−→ HomR′(R
′ n, N ′) −−−−→ HomR′(R

′m, N ′).

The diagram has exact rows and the maps ϑRn,N and ϑRm,N are isomorphism. A little diagram
chase shows that ϑM,N is an isomorphism. �

§ 3 Differentials

Definition 1.3.1 Let ϕ : R → A be a ring homomorphism and M an A-module. An R-derivation
d : A→M is an R-linear map satisfying Leibnitz rule:

d(xy) = xdy + ydx.

We denote DerR(A,M) the set of all R-linear derivations A→M .

Notice that DerR(A,M) is an A-module: for a ∈ A and d ∈ DerR(A,M), define ad : A → M as
(ad)x = a(dx).

Proposition 1.3.2 The functor DerR(A,−) : ModA →ModA is representable. In other words, there
exists and A-module Ω1

A/R and an R-linear derivation dA/R (the universal element, see remark A.16)
such that for every A-module M and every R-derivation δ there is a unique A-linear map ϑ such that
δ = ϑ ◦ dA/R:

(1.8) A

dA/R
��

δ //M

Ω1
A/R

ϑ

==
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Proof. Let F be the free A module generated by the elements dx, for all x ∈ A. Let S ⊆ F be the
submodule generated by the relations

d(x+ y)− dx− dy; d(αx)− αdx; d(xy)− xdy − ydx ∀ x, y ∈ A, ∀ α ∈ R.

Put Ω1
A/R = F/S. Let dA/R : A→ F → Ω1

A/R be the map x 7→ dx mod S. By construction dA/R
is an R-derivation and for every derivation δ : A → M , one checks that ϑ(dx) = δ(x) is a well
defined map making diagram (1.8) commute.

Definition 1.3.3 The pair (Ω1
A/R, dA/R) is called the universal module of differentials.

Notice that as a consequence of the construction in proposition 1.3.2, the A-module Ω1
A/R is

generated by the image of dA/R. When there is no risk of confusion, we will write dA or just d
instead of dA/R.

Example 1.3.4 If A = R[X1, . . . , Xn] then Ω1
A/R =

⊕n
i=1AdXi. Indeed by Leibnitz rule we have

d(Xν1
1 . . . Xνn

n ) =
n∑
i=1

νi
Xν1

1 . . . Xνn
n

Xi
dXi ⇐⇒ dF =

n∑
i=1

∂F

∂Xi
dXi ∀ F ∈ R[X1, . . . , Xn].

Therefore Ω1
A/R is generated by dX1, . . . , dXn, whence a surjection π : An � Ω1

A/R. The map

∇ : A −→ An

F 7−→
Ä
∂F
∂X1

, . . . , ∂F
∂Xn

ä
is clearly an R-derivation, whence an A-linear map ϑ : Ω1

A/R → An. One checks immediately
that ϑ is an inverse to π.

Example 1.3.5 Let A = R[X1, . . . , Xn]/(F1, . . . , Fm), and denote by xi the image of Xi in A.
Since Fi = 0 in A, necessarily dFi = d0 = 0 in Ω1

A/R: from example 1.3.4 we get that Ω1
A/R is

the quotient of
⊕n
i=1Adxi by the submodule

(∑n
i=1

∂Fj
∂Xi

(x1, . . . , xn)dxi | 1 ≤ j ≤ m
)

. Therefore
if A is an R-algebra of finite type, Ω1

A/R is a finitely generated A-module.

Example 1.3.6 If K is a field and L a finite separable extension, then Ω1
L/K = 0. Indeed, by

Abel’s theorem there exists a separable polynomial f(X) ∈ K[X] such that L ' K[X]/(f). By
example 1.3.5, Ω1

L/K is the L-vector space generated by dx modulo the relation f ′(x)dx, and by
the separability assumption, f ′(x) ∈ L×.

Example 1.3.7 IfK is a field of characteristic p > 0 and L = K[X]/(f) a monogenic inseparable
extension. Then Ω1

L/K = L. Indeed, since f is inseparable, f(X) = g(Xp) for some g ∈ K[X].
By example 1.3.5, Ω1

L/K is the L-vector space generated by dx modulo the relation f ′(x)dx, and
f ′(x) = pxp−1g′(xp) = 0.

Remark 1.3.8 There is an alternative construction of the module Ω1
A/R. Let µ : A⊗R A→ A be

the multiplication map µ(x⊗y) = xy. Then I = ker(µ) is the submodule ofA⊗RA generated by
the elements 1⊗x−x⊗1 for all x ∈ A. Indeed, we can write x⊗y = xy⊗1+(x⊗1)(1⊗y−y⊗1).
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By definition, an element
∑
i xi ⊗ yi is in I if and only if

∑
i xiyi = 0 and thus

∑
i xi ⊗ yi =∑

i(xi ⊗ 1)(1⊗ yi − yi ⊗ 1).
The quotient I/I2 is an A⊗R A/I = A-module and the R-linear map

d : A −→ I/I2

x 7−→ 1⊗ x− x⊗ 1 mod I2

is a derivation, since 1⊗ xy − xy ⊗ 1 = (x⊗ 1)(1⊗ y − y ⊗ 1) + (1⊗ y)(1⊗ x− x⊗ 1). The fact
that (I/I2, d) satisfies the universal property (1.8) is proven in exercise 1.23.

If R → R′ is a ring homomorphism, let A′ = R′ ⊗R A, viewed as an A-algebra via the map
A→ A′ given by a 7→ 1⊗ a

Proposition 1.3.9 The map A′⊗A Ω1
A/R → Ω1

A′/R′ , given by x⊗ dy 7→ xd(1⊗ y) is an isomorphism.

Proof. The composition A→ A′ → Ω1
A′/R′ is an R-linear derivation, whence an A-linear map ϑ

A //

dA/R

��

A′
dA′/R′
// Ω1
A′/R′

Ω1
A/R

ϑ

66

given by ϑ(dy) = d(1⊗ y). This induces the A′-linear map in the statement. On the other hand,
tensoring dA/R by A′ we get an R′-derivation A′ = R′ ⊗R A→ A′ ⊗A Ω1

A/R, whence

A′

dA′/R′

��

idR′⊗dA/R
// A′ ⊗A Ω1

A/R.

Ω1
A′/R′

ϑ′

99

Since ϑ′(d(1⊗ y)) = dy for all y ∈ A, we see that ϑ′ is the inverse of ϑ. �

Proposition 1.3.10 (First fundamental sequence) Let ϕ : R → A and ψ : A → B be homomor-
phisms. The following sequence of B-modules is exact:

B ⊗A Ω1
A/R

v−−−−→ Ω1
B/R

u−−−−→ Ω1
B/A −−−−→ 0

where v(b⊗ dA/R(a)) = bdB/R(ψ(a)) and u(dB/R(b)) = dB/A(b).

Proof. It is obvious that u is surjective and that u ◦ v = 0. To check exactness in the middle we
may apply the functor HomB(−, N), for all B-module N . We have a commutative diagram

HomB(Ω1
B/A, N)

u∗−−−−→ HomB(Ω1
B/R, N)

v∗−−−−→ HomB(B ⊗A Ω1
A/R, N)

∼=

y y∼= yα
DerA(B,N) −−−−→ DerR(B,N)

ψ∗−−−−→ DerR(A,N).
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and the mapα is the composition of the isomorphismHomB(B⊗AΩ1
A/R, N) ∼= HomA(Ω1

A/R, N)

given in exercise 1.16, with the natural identification HomA(Ω1
A/R, N) ∼= DerA(A,N). Since the

vertical arrows are isomorphisms, it suffices to check exactness of the bottom row. But this is
clear: ψ∗(δ) = δ ◦ ψ = 0 means (δ ◦ ψ)(a) = δ(ψ(a)) = 0 for all a ∈ A and this is equivalent to
saying that the R-linear derivation δ is A-linear. �

Corollary 1.3.11 The first fundamental sequence can be extended by a 0 on the left if and only if every
R-linear derivation δ : A→ N with values in a B-module N can be extended to an R-linear derivation
δ̃ : B → N .

Proof. This is a byproduct of the proof of proposition 1.3.10: v is injective if and only if ψ∗ is
surjective. �

Corollary 1.3.12 Let k ⊆ K ⊆ L be fields, with L/K finite separable. Then v : L ⊗K Ω1
K/k → Ω1

L/k

is an isomorphism.

Proof. Ω1
L/K = 0 by example 1.3.6, so v is surjective. Let’s check that the condition of corol-

lary 1.3.11 is satisfied. By Abel’s theorem, L ' K[X]/(f) for some f =
∑n
i=0 aiX

i ∈ K[X]
separable and write x for the image of X . Let δ : K → N . If it can be extended, by Leibnitz rule

0 = δ̃(0) = δ̃ (f(x)) =
n∑
i=0

δ(ai)x
i +

n∑
i=1

iaix
i−1δ̃(x) =

n∑
i=0

δ(ai)x
i + f ′(x)δ̃(x).

Since f ′(x) 6= 0, this formula can be reversed to define δ̃(x) = −(f ′(x))−1(
∑n
i=0 δ(ai)x

i). It is
now easy to check that this defines a derivation δ̃ : L→ N extending δ. �

Corollary 1.3.13 If ψ : A� B is surjective, Ω1
B/A = 0.

Proof. If ψ is surjective, v : B ⊗A Ω1
A/R → Ω1

B/R is surjective because Ω1
B/R is generated by the

elements db. �

If ψ is surjective, we can continue the sequence. If B = A/J , then J/J2 is a B = A/J-module.

Proposition 1.3.14 (Second fundamental sequence) Let B = A/J . The following sequence of B-
modules is exact:

J/J2 w−−−−→ B ⊗A Ω1
A/R

v−−−−→ Ω1
B/R −−−−→ 0

where w(a mod J2) = 1⊗ da.

Proof. Let’s first check that w is well defined. Indeed, if x, y ∈ J ⊂ A then 1 ⊗ d(xy) =
1⊗ xdy + 1⊗ ydx = ψ(x)⊗ dy + ψ(y)⊗ dx = 0, since ψ(x) = ψ(y) = 0.
The surjectivity of v is given in corollary 1.3.13. To check exactness, we may again apply
HomB(−, N) to get

(1.9)

HomB(Ω1
B/R, N)

v∗−−−−→ HomB(B ⊗A Ω1
A/R, N)

w∗−−−−→ HomB(J/J2, N)

∼=

y y∼= yβ
DerR(B,N)

ψ∗−−−−→ DerR(A,N)
restriction−−−−−−−→ HomA(J,N).
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Notice that if δ : A → N is an R-derivation, its restriction to J is A-linear because N is a
B = A/J-module: for a ∈ A and x ∈ J we have δ(ax) = aδ(x) + xδ(a) = aδ(x). The map
β is an isomorphism by exercise 1.22, so it suffices to check exactness of the bottom row. But
δ(x) = 0 for all x ∈ J if and only if δ : A→ N factors through A/J = B. �

Corollary 1.3.15 If A is an R-algebra of finite presentation, Ω1
A/R is a finitely presented A-module.

Corollary 1.3.16 Let k be a field, ϕ : k → A a local k algebra with maximal ideal m such thatA/m ' k.
Then w : m/m2 → k ⊗A Ω1

A/k is an isomorphism.

Proof. Under these assumption, ψ ◦ϕ : k → A→ k is the identity map, so ϕ splits the surjection
ψ and we get a decomposition A = m⊕ k as k-vector spaces. Since Ω1

k/k = 0, w is surjective. It
is injective if and only if its dual is surjective. Inspecting the right square in diagram (1.9), this
is equivalent to showing that the restriction map

Derk(A, k) −−−−→ Homk(m/m
2, k)

is surjective. For every x ∈ A, let x = ϕ(ψ(x)), thus x− x ∈ m and x = (x− x) + x is the unique
decomposition of x in A = m ⊕ k. If λ : m/m2 → k is a k-linear map, define δ(x) = λ(x − x).
This map is clearly k-linear and its restriction to m is λ. Let’s check Leibnitz rule:

δ(xy) = δ ((x− x)(y − y) + x(y − y) + y(x− x) + xy)

= λ ((x− x)(y − y) + x(y − y) + y(x− x))

= xλ(y − y) + yλ(x− x)

= xδ(y) + yδ(x).

Therefore δ is a k-derivation and we have shown that the restriction map is surjective. �

Remark 1.3.17 Since m/m2 is isomorphic to the space of differentials, its dual (m/m2)∨ deserves
the name of tangent space to SpecA at the point Z(m). So far, this makes sense only for local
rings, but in § 2.1 we shall learn how to turn every ring into a local one and every prime into a
maximal ideal by the process of localisation.

Building upon the ideas in the proof of corollary 1.3.16, we can give another useful charac-
terisation of the tangent space. Define the ring of dual numbers k[ε] as the quotient k[X]/(X2).
With notation as in the proof of corollary 1.3.16, a linear form λ : m/m2 → k extends to a k-
linear map f : A→ k[ε] by the formula f(x) = x+ λ(x− x)ε = x+ δ(x)ε. This map is in fact a
k-algebra homomorphism. To see this, recall that δ is a derivation, thus

f(xy) = xy + δ(xy)ε = xy + xδ(y)ε+ yδ(x)ε = (x+ δ(x)ε) (y + δ(y)ε) = f(x)f(y).

We have thus constructed a map (m/m2)∨ → Homk-alg(A, k[ε]). Notice that, if π : k[ε] → k is
the natural projection, π ◦ f = ψ (as above, ψ : A→ A/m = k is the quotient map ψ(x) = x).

Corollary 1.3.18 Let k be a field,A a local k algebra with maximal ideal m such thatA/m ' k. The con-
struction above gives a bijection between (m/m2)∨ and the subset {f ∈ Homk-alg(A, k[ε]) | π ◦ f = ψ}.

Proof. The map constructed above is obviously injective. Let f : A→ k[ε] be a k-algebra homo-
morphism such that π ◦ f = ψ. Then π(f(m)) = ψ(m) = 0, thus f(m) ⊆ kerπ = (ε). Moreover,
since ε2 = 0, we have f(m2) = 0. The ideal (ε) is isomorphic to k, hence the restriction of f to
m defines a linear map λ : m/m2 → k by f(x) = λ(x)ε. �

For a generalisation of corollary 1.3.18, see exercise 2.5.
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§ 4 Exercises

Exercise 1.1 Show that for every ring R there exists a unique ring homomorphism ϕ : Z → R
(category theory language: Z is the initial object in the category of rings).

Exercise 1.2 Let I = (X) and J = (Y ) in C[X,Y ]. Show that I ∩ J = IJ but I and J are not
coprime.

Exercise 1.3 Let R be a ring, a1, a2 ideals and πi : R → R/ai the projection. Show that π1 × π2
defines a ring homomorphism ψ : R/a1a2 → R/a1 × R/a2. Show that this is surjective if and
only if a1 and a2 are coprime and that in this case ψ is an isomorphism. Give an example in
which ψ is injective but not surjective.

Exercise 1.4 Let R be a ring, a, b, c ideals. Show that, if a and b are coprime, ab + c = (a + c) ∩
(b + c).

Exercise 1.5 Describe all the prime ideals in the ring Z[X]/ (2X).

Exercise 1.6 Let R1×R2 be the product of two rings. Show that e1 = (1, 0) and e2 = (0, 1) form
an orthogonal basis of idempotents i.e.

e2i = ei; e1e2 = 0; e1 + e2 = 1.

Conversely, show that if a ring R contains two elements e1, e2 satisfying the above property,
then R is isomorphic to the product of two rings.

Exercise 1.7 LetR be a PID. Show that any increasing sequence a1 ⊆ a2 ⊆ · · · ⊆ ai ⊆ ai+1 ⊆ . . .
of ideals in R eventually stabilizes: an = an+1 = an+2 = . . . for n sufficiently large.

Exercise 1.8 Let R be a PID. Denote by M(m × n,R) the (noncommutative) ring of m × n
matrices with coefficients in R and by GLn(R) ⊂M(n× n,R) the group of invertible matrices.
Recall that elementary operations on the rows (resp. columns) of a matrix are given by left
(resp. right) multiplication by an invertible matrix. A matrix A = (ai,j) ∈ M(m × n,R) is in
Smith normal form if ai,j = 0 for i 6= j and ai,i|ai+1,i+1 ∀ i = 1, . . . ,m− 1.

Let A =

Ç
a b
c d

å
∈M(2× 2, R).

a) Suppose that b = c = 0 and that gcd(a, d) = 1. Use the identity ar + ds = 1 (for suitable

r, s ∈ R) to transform A, by row and column operations, into the matrix
Ç

1 0
0 ad

å
.

b) Let e1 = gcd(a, c) and write e1 = ax+ cy. Check that S1 =

Ç
x y
c
e1
− a
e1

å
∈ GL2(R).

c) Check that S1A is a matrix of the form
Ç
e1 ∗
0 ∗

å
.
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d) Show that there exists a matrix T2 ∈ GL2(R) such that S1AT2 is of the form
Ç
e2 0
∗ ∗

å
with

e2|e1.

e) Show that there exist S, T ∈ GL2(R) such that SAT is of the form
Ç
e f
0 g

å
or
Ç
e 0
f g

å
with e|f . [Hint: consider the sequence of ideals (e1) ⊆ (e2) ⊆ . . . .]

f) Show that there exist S, T ∈ GL2(R) such that SAT is of the form
Ç
e 0
0 g

å
.

g) Show that there exist S, T ∈ GL2(R) such that SAT is in Smith normal form.

h) Compute a Smith normal form for
Ç

84 18 141
66 12 108

å
by row and column operations.

More generally, let now A = (aij) ∈M(m× n,R).

i) Show that there exist S1 ∈ GLm(R) such that S1A is of the form

à
e1 ∗ . . . ∗
0 ∗ . . . ∗
...

...
...

0 ∗ . . . ∗

í
.

j) Show that there exist T1 ∈ GLn(R) such that S1AT1 =

à
e2 0 . . . 0
∗ ∗ . . . ∗
...

...
...

∗ ∗ . . . ∗

í
with e2|e1.

k) Show that there exist S ∈ GLm(R), T ∈ GLn(R) such that SAT =

à
e 0 . . . 0
0 ∗ . . . ∗
...

...
...

0 ∗ . . . ∗

í
.

l) Show that there exist S ∈ GLm(R), T ∈ GLn(R) such that SAT is in Smith normal form.

Exercise 1.9 Let R be a PID and M a finitely presented1 R-module.

a) Show thatM is isomorphic to a productR/a1⊕R/a2⊕· · ·⊕R/an where a1 ⊇ a2 ⊇ · · · ⊇ an
is a sequence of ideals in R. This is known as the elementary divisors’ theorem.

b) Show that M is the direct sum of a free module and a torsion module.

c) Show that M is free if and only2 if Mtors = 0.

d) Show that any finitely presented submodule of a free R-module is free.

e) Let A be a finitely generated abelian group. Show that A ∼= Z/n1Z × . . .Z/nkZ × Zr for
suitable integers r and n1|n2| . . . |nk.

1We shall see in corollary 4.1.9 that any finitely generated module over a PID has a finite presentation.
2This fails if M is not finitely generated: Q has no torsion but it is not a free Z-module.
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Exercise 1.10 Show that if A1 and A2 are R-algebras of finite type then A1×A2 is an R-algebra
of finite type.

Exercise 1.11 Let X be a Hausdorff (i.e. compact and separated) topological space. Recall that
for any two points x, y ∈ X one can construct a continuous function f : X → R such that
f(x) = 0 and f(y) = 1 (Urysohn’s lemma). Let C = C0(X) be the ring of continuous real-
valued functions on X . For any subset S ⊆ C, put Z(S) = {x ∈ X | f(x) = 0 ∀f ∈ S} and let
M be the set of all maximal ideals in C.

a) Show that Z(S) = Z ((S)) (where (S) is the ideal generated by a subset S).

b) Show that if I ( C is an ideal then Z(I) 6= ∅.

c) Show that the map
X −→M
x 7−→ mx = {f ∈ C | f(x) = 0}

is a bijection.

Exercise 1.12 (Kummer’s Lemma) LetR be a local ring with maximal ideal m and residue field
k = R/m. Let f ∈ R[X] be a monic irreducible polynomial, f =

∏r
i=1 g

ei
i ∈ k[X] a decomposi-

tion of the reduction of f mod m, with the gi ∈ k[X] monic irreducible, (gi, gj) = 1 for i 6= j.
Choose gi ∈ R[X] lifting gi, for each i = 1, . . . , r, and denote mi the ideal of A = R[X]/(f)
generated by m and gi. Show that {m1, . . . ,mr} is the set of all maximal ideals of A

Exercise 1.13 Let R be a ring and J ⊂ R an ideal. If P (X1, . . . , Xn) ∈ R[X1, . . . , Xn] denote
P (X1, . . . , Xn) ∈ R/J [X1, . . . , Xn] the polynomial obtained by reducing mod J the coefficients
of P . Show that

R[X1, . . . , Xn]/ (F1, . . . , Fm)⊗R R/J ∼= R/J [X1, . . . , Xn]/
Ä
F 1, . . . , Fm

ä
.

Exercise 1.14 Compute the tensor products Z[X,Y ]/(X2 − Y 2) ⊗Z Z[X,Y ](X2 + Y 2 − 1) and
Z[X,Y ]/(X2 − Y 2)⊗Z[X,Y ] Z[X,Y ](X2 + Y 2 − 1).

Exercise 1.15 Let R be a ring, ϕ : R → A a flat R-algebra and I , J two ideals in R. Show that
ϕ(I)A ∩ ϕ(J)A = ϕ(I ∩ J)A.

Exercise 1.16 Let ψ : A → B be a ring-homomorphism. If M is an A-module and N a B-
module, view HomA(M,N) as a B-module via multiplication on the target (so b · f is the
function whose value at m ∈M is bf(m)). Show that the map

HomB(M ⊗A B,N) −→ HomA(M,N)
g 7−→ [m 7→ g(m⊗ 1)]

is an isomorphism of B-modules.

Exercise 1.17 Let N and Q be two R-modules. An R-module E is called an extension of Q by
N if it sits in an exact sequence of R-modules

(1.10) 0 −−−−→ N
ι−−−−→ E

π−−−−→ Q −−−−→ 0.
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The extension E = N ⊕Q is called the trivial extension. A morphism between two extensions
E1 and E2 is a homomorphism η : E2 → E2 such that the diagram

(1.11)

0 −−−−→ N
ι1−−−−→ E1

π1−−−−→ Q −−−−→ 0∥∥∥∥ η

y ∥∥∥∥
0 −−−−→ N

ι2−−−−→ E2
π2−−−−→ Q −−−−→ 0.

commutes. If α : N → N ′ is a morphism, the pushout α∗E is defined as the quotient of N ′ ⊕E
by the submodule S = {(−α(x), ι(x)) ∈ N ′ ⊕ E, ∀x ∈ N}. If β : Q′ → Q is a morphism, the
module β∗E = {(x, y) ∈ E ⊕ Q′ |π(x) = β(y)} is called the pullback of E. If E1 and E2 are
two extensions of Q by N , the module E1 � E2 = {(x, y) ∈ E1 ⊕ E2 |π1(x) = π2(y)}/D, where
D = {(ι1(z),−ι2(z)) ∈ E1 ⊕ E2, ∀z ∈ N} is called the Baer sum of E1 and E2.

a) Check that a morphism of extensions is always an isomorphism.

b) Check that an extension E is isomorphic to the trivial extension and only if (1.10) admits
a splitting σ : Q→ E (i.e. π ◦ σ = idQ).

c) Check that α∗E is an extension of Q by N ′ and that β∗E is an extension of Q′ by N .

d) Check that E1 � E2 is again an extension of Q by N .

Denote by Ext1R(Q,N) the set of isomorphism classes of extensions of Q by N . If E is an
extension, write [E] ∈ Ext1R(Q,N) for its class.

e) Check that [E1]+[E2] = [E1�E2] defines an abelian group structure onExt1R(Q,N), with
neutral element [N ⊕Q].

To a short exact sequence of R-modules

0 −−−−→ M ′
ϕ−−−−→ M

ψ−−−−→ M ′′ −−−−→ 0.

associate the following

0 // HomR(N,M ′) // HomR(N,M) // HomR(N,M ′′)

δ

// Ext1R(N,M ′) // Ext1R(N,M) // Ext1R(N,M ′′)

where, to g : N →M ′′, we set δ(g) = [g∗(M)].

f) Show that the latter is a sequence of abelian groups extending theHomR(N,−) sequence.

Exercise 1.18 Let R1 and R2 be rings. Show that Spec (R1 ×R2) = SpecR1
∐

SpecR2 (disjoint
union).

Exercise 1.19 Recall that ifX is a topological space, a closed subset Z ⊆ X is called irreducible
if any expression of Z = Z1 ∪ Z2 as the union of two closed subset implies Z = Z1 or Z = Z2.
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a) Let Z be an irreducible subset of the topological space X and U ⊆ X an open subset such
that U ∩ Z 6= ∅. Show that the closure of U ∩ Z is equal to Z.

b) Let R be a ring. Show that a closed subset Z ⊆ SpecR is irreducible if and only if Z =
Z(p), for p a prime ideal uniquely determined by Z.

Exercise 1.20 Recall that if X is a topological space, a subset S ⊆ X is called dense if the
closure of S is equal to X . Let ϕ : R → A be a ring homomorphism and ϕ] : SpecA → SpecR
the induced map. Show that Imϕ] is dense in SpecR if and only if kerϕ is contained in the
nilradical NR of R.

Exercise 1.21 Let R be a ring and A1
R = SpecR[X], the affine line over R.

a) Let A = R[X1, . . . , Xn]/(F1, . . . , Fm). Show that any a ∈ A defines a continuous function
SpecA→ A1

R.

b) Show that any element x ∈ R defines a continuous function SpecR→ A1
Z.

Exercise 1.22 Let A be a ring, J ⊂ A an ideal and B = A/J . View J/J2 as a B-module by
b · x = ax mod J2, where a is any element in A whose reduction is b (check that this does not
depend on the particular choice of a). Let π : J → J/J2 be the projection. Show that for any
B-module N , the map

HomB(J/J2, N) −→ HomA(J,N)
f 7−→ f ◦ π

is an isomorphism of A-modules.

Exercise 1.23 Let ϕ : R→ A be a ring homomorphism, µ : A⊗RA→ A the multiplication map
µ(a⊗b) = ab and I = kerµ. ViewA⊗RA as anA-algebra via the left structure: a·(b⊗c) = ab⊗c.
For any A-module N , define a multiplication on the A-module A⊕N by

(1.12) (a, x) ∗ (b, y) = (ab, ay + bx), ∀a, b ∈ A, x, y ∈ N.

a) Check that (1.12) defines an A-algebra structure on A⊕N , henceforth denoted A ∗N .

b) Check that N , identified with the subset {(0, x), ∀x ∈ N} ⊂ A ∗N , is an ideal. Compute
N2.

c) Let δ : A→ N be an R-linear derivation. Check that

η : A⊗R A −→ A ∗N
a⊗ b 7−→ (ab, aδ(b))

is an A-algebra homomorphism and that η(I) ⊆ N .

d) Check that η factors through (A⊗R A)/I2.

e) Recall the map d : A→ I/I2 given by d(a) = 1⊗a−a⊗1. Show that (I/I2, d) ∼= (Ω1
A/R, d).
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Local properties

§ 1 Localisation

The technique of taking fractions, allowing to construct Q from Z, can be generalised to
arbitrary rings.

Definition 2.1.1 LetR be a ring. A subset S ⊆ R is multiplicative if 1 ∈ S and for every s, t ∈ S
we have st ∈ S.

Example 2.1.2 If f ∈ R, S = {1, f, f2, . . . , fn, . . . } is multiplicative.

Example 2.1.3 If p ⊂ R is a prime ideal, S = R − p is multiplicative. A useful special case: R a
domain and p = 0.

If S ⊆ R is multiplicative, define a relation on the set R × S by declaring (x, s) ∼ (y, t) if
there exists u ∈ S such that u(xt−ys) = 0. Taking u = 1, one sees immediately that this relation
is reflexive and symmetric. It is also transitive:®

(x, s) ∼ (y, t)
(y, t) ∼ (z, w)

⇐⇒
®
u(xt− ys) = 0
v(yw − zt) = 0

=⇒ uvt(xw − zs) ⇐⇒ (x, s) ∼ (z, w).

We can thus form the quotient set (R× S) / ∼, in which the class of (x, s) is denoted x
s .

Definition 2.1.4 LetR be a ring, S ⊆ R a multiplicative set. The ring S−1R is the set (R× S) / ∼
with the operations

(2.1)
x

s
+
y

t
=
xt+ ys

st
;

x

s
· y
t

=
xy

st
; 1 =

1

1
.

There is a canonical ring homomorphism ϕ : R→ S−1R defined by ϕ(x) = x
1 .

We leave it as an exercise to check that the operations (2.1) are well defined and satisfy the
ring axioms. Notice that ϕ : R→ S−1R is not always injective.



38 Local properties

Example 2.1.5 Let R = Z/6Z and S = {1, 3}. By definition, (x, s) ∼ (0, 1) if there exists some
u ∈ S such that ux = 0. Hence kerϕ = {0, 2, 4}, whence an exact sequence

0 −−−−→ Z/3Z −−−−→ Z/6Z ϕ−−−−→ S−1 (Z/6Z)

and an injection ϕ : Z/2Z ↪→ S−1 (Z/6Z). The latter is an isomorphism, since (x, s) � (0, 1) is
equivalent to 3x 6= 0, which is in turn equivalent to x ∈ S. Computing, we see that (3, 1) ∼
(1, 3) ∼ (1, 1), as 3(3− 1) = 0. Hence the only elements in S−1 (Z/6Z) are 0 and 1.

Example 2.1.6 If R is a domain and S = R − {0} then S−1R = FracR is a field, called the
fraction field of R. The map ϕ : R → FracR is clearly injective. Let us mention two important
special cases, for k is a field: the field of rational functions k(X1, . . . , Xn) = Frac k[X1, . . . , Xn]
and the field of Laurent power series k ((X)) = Frac k[[X]].

Example 2.1.7 If 0 ∈ S then S−1R = 0. Indeed 0(x− 0) = 0 so (x, s) ∼ (0, 1) for all x and s.

Example 2.1.8 If f ∈ R and S = {1, f, f2, . . . , fn, . . . }, then S−1R = { xfn , ∀x ∈ R, n ∈ N} is
denoted R

î
1
f

ó
or Rf . For instance, since every power series in k[[X]] with non-zero constant

term is invertible, k ((X)) = k[[X]]
î
1
X

ó
.

Example 2.1.9 If p ⊂ R is a prime ideal and S = R − p, then S−1R = {xs , ∀x ∈ R, s /∈ p} is
denotedRp and is called the localisation ofR at p. The name will be justified in corollary 2.1.13.
For example, if p is a prime number:

Z(p) =

ß
a

b
∈ Q, (a, b) = 1, p - b

™
.

Proposition 2.1.10 Let R be a ring, S ⊂ R a multiplicative subset. Then J 7→ ϕ−1(J) is an injection
from the set of ideals J ⊂ S−1R to the set of ideals I ⊂ R such that I ∩ S = ∅. It preserves inclusions
and intersections and induces a bijection on the subsets of prime ideals.

Proof. For any ideal I ⊆ R such that I ∩ S = ∅ consider the ideal ϕ(I)S−1R ⊆ S−1R and notice
that the inclusion ϕ

(
ϕ−1(J)

)
S−1R ⊆ J is an equality for any J ⊆ S−1R: indeed, any x

s ∈ J
can be written as 1

sϕ(x) and, since ϕ(x) = s
1 ·

x
s ∈ J , we have x ∈ ϕ−1(J). Hence J 7→ ϕ−1(J) is

injective and one checks immediately that it preserves inclusions and intersections.
If p ⊂ R is a prime ideal such that p ∩ S = ∅, it is clear from the definition that S−1p is prime.
Moreover the inclusion p ⊆ ϕ−1

(
S−1p

)
is an equality: if ϕ(y) ∈ S−1p, there exist x ∈ p and

s ∈ S such that (y, 1) ∼ (x, s), hence t(x − ys) = 0 for some t ∈ S. Then sty = −tx ∈ p and,
since st ∈ S, we conclude y ∈ p. �

Remark 2.1.11 If f ∈ R, recall that Z(f) = {p ⊂ R | f ∈ p} is a closed subset of SpecR. Hence,
by proposition 2.1.10, SpecRf = SpecR − Z(f) is an open subset. The map ϕ : R → Rf plays
in Algebraic Geometry the role of the map taking a function defined on a topological space to
its restriction to an open subset.
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Proposition 2.1.12 (Universal property of rings of fractions) Let R be a ring, S ⊂ R a multi-
plicative subset. Any ψ : R→ A such that ψ(S) ⊆ A× factors uniquely through S−1R:

R

ϕ
��

ψ
// A

S−1R
ψ̃

<<

Proof. Put ψ̃
(x
s

)
= ψ(x)ψ(s)−1. It is well defined: if u(xt − ys) = 0, then 0 = ψ(xut − yus) =

ψ(x)ψ(ut)− ψ(y)ψ(us), thus

ψ̃

Å
y

t

ã
= ψ(y)ψ(t)−1 = ψ(yus)ψ(sut)−1 = ψ(xut)ψ(sut)−1 = ψ(x)ψ(s)−1 = ψ̃

Å
x

s

ã
.

One checks immediately that ψ̃ is a ring homomorphism. As for uniqueness, let ϑ : S−1R→ A
be another map also making the diagram commute. Then ϑ

(x
1

)
= ϑ(ϕ(x)) = ψ(x), for all

x ∈ R, hence ϑ
(x
s

)
= ϑ(x)ϑ(s)−1 = ψ(x)ψ(s)−1 = ψ̃

(x
s

)
for all x ∈ R, s ∈ S. �

Corollary 2.1.13 Let p ⊂ R be a prime ideal and ϕ : R → Rp. Then Rp is a local ring with maximal
ideal ϕ(p)Rp (denoted pRp by abuse of notation). The quotient Rp/pRp is the fraction field of R/p.

Proof. Any ideal J ⊆ Rp is of the form ϕ(I)Rp for some ideal I∩(R−p) = ∅, which is equivalent
to I ⊆ p. Hence Rp is local. Clearly, p is the kernel of the composite map R → Rp → Rp/pRp,
hence R/p ⊆ Rp/pRp. By proposition 2.1.12, we get an injection FracR/p ⊆ Rp/pRp. The
inverse map sends the class of xs mod pRp to x s−1, where x, s are the classes mod p. �

Lemma 2.1.14 Let ϕ : R→ A be a ring homomorphism, p ⊂ R a prime. The following are equivalent:

a) There exists a prime q ⊂ A such that p = ϕ−1(q);

b) ϕ−1(ϕ(p)A) = p.

Proof. Obviously, p ⊆ ϕ−1(ϕ(p)A). If p = ϕ−1(q) then ϕ(p) ⊆ q, hence ϕ(p)A ⊆ q and thus
ϕ−1(ϕ(p)A) ⊆ ϕ−1(q) = p.
To prove the converse, consider the multiplicative set S = ϕ(R − p) ⊆ A. If ϕ−1(ϕ(p)A) = p,
then ϕ(p)A ∩ S = ∅. The ideal ϕ(p)S−1A, generated in S−1A by the image of p, is not the unit
ideal: 1 ∈ ϕ(p)S−1Ameans that there exists y ∈ ϕ(p)A and t ∈ S such that ty ∈ S, contradicting
ϕ(p)A ∩ S = ∅. Now let q be any prime ideal in S−1A/ϕ(p)S−1A: it corresponds to a prime
ideal q̃ ⊂ S−1A containing ϕ(p)S−1A. In turn, q̃ corresponds to a prime ideal q ⊂ A such that
q ∩ S = ∅. Moreover, ϕ(p)A ⊆ q: for any x ∈ ϕ(p)A we have x

1 = z
s for suitable z ∈ q and

s ∈ S, hence usx = uz ∈ q, for some u ∈ S. Since us ∈ S ⊆ A − q and q is prime, we conclude
x ∈ q. From ϕ(p)A ⊆ q we get p = ϕ−1(ϕ(p)A) ⊆ ϕ−1(q) and this is an equality because
q ∩ ϕ(R− p) = ∅. �

The construction of fractions works verbatim for modules. Let S ⊆ R be a multiplicative
subset in a ring and M an R-module. Define an equivalence relation on the set M × S by
declaring (m, s) ∼ (m′, s′) if there exists u ∈ S such that u(s′m − sm′) = 0. We can then form
the quotient set (M × S) / ∼, in which the class of (m, s) is denoted m

s .
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Definition 2.1.15 Let R be a ring, S ⊆ R a multiplicative set and M an R-module. The S−1R-
module S−1M is the set (M × S) / ∼with the operations

m

s
+
m′

s′
=
s′m+ sm′

ss′
;

x

t
· m
s

=
xm

ts
.

Example 2.1.16 If f ∈ R and S = {1, f, f2, . . . , fn, . . . }, then S−1M = { mfn , ∀m ∈M, n ∈ N} is
denoted Mf .

Example 2.1.17 If p ⊂ R is a prime ideal and S = R − p, then S−1M = {ms , ∀m ∈ R, s /∈ p} is
denoted Mp and is called the localisation of M at p.

If α : M → N is a morphism of R-modules, one checks immediately that

S−1α : S−1M → S−1N ; S−1α

Å
m

s

ã
=
α(m)

s

is a morphism of S−1R-modules, denoted αp when S is the complement of a prime ideal p.

Proposition 2.1.18 For any exact sequence M ′ α−→M
β−→M ′′ of R-modules, the sequence of S−1R-

modules S−1M ′ S
−1α−→ S−1M

S−1β−→ S−1M ′′ is exact

Proof. It follows immediately from the definitions that S−1β ◦ S−1α = S−1(β ◦ α) = 0. If
m
s ∈ S

−1M ∈ ker(S−1β), there is some u ∈ S such that uβ(m) = β(um) = 0. Then um = α(m′)

for some m′ ∈M ′ and we get ms = um
us = α(m′)

us = S−1α
Ä
m′

us

ä
∈ ImS−1(α).

In other words, M 7→ S−1M is an exact functor ModR →ModS−1R.

Corollary 2.1.19 Let N ⊆M be a submodule. Then S−1 (M/N) ∼= S−1M/S−1N .

Proof. Apply S−1 to the sequence 0 −→M ′−→M−→M ′′ −→ 0. �

Proposition 2.1.20 Let R be a ring, S ⊆ R a multiplicative set and M an R-module. There is a
canonical isomorphism ϕ : S−1R⊗RM ∼= S−1M satisfying ϕ

(x
s ⊗m

)
= xm

s .

Proof. ϕ is defined by the universal property of tensor products applied to the R-bilinear map

S−1R×M −→ S−1M ;

Å
x

s
,m

ã
7−→ xm

s
.

It is therefore unique, and obviously surjective. Every element in S−1R⊗RM can be written as
1
s ⊗m, for some s ∈ S and m ∈ m. Indeed

∑
i

xi
si
⊗mi =

1

s
⊗

∑
i

Ñ∏
j 6=i

sj

é
ximi

 , s =
∏
i

si.

Now ϕ
Ä
1
s ⊗m

ä
= m

s = 0 means um = 0 for some u ∈ S. Then 1
s ⊗m = 1

us ⊗ um = 1
us ⊗ 0 = 0.

Therefore kerϕ = 0. �
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Corollary 2.1.21 The canonical morphism ϕ : R→ S−1R is flat.

Proof. Combine propositions 2.1.18 and 2.1.20. �

Corollary 2.1.22 Let R be a ring, S ⊆ R a multiplicative set and M , N two R-modules. There is a
canonical isomorphism S−1M ⊗S−1R S

−1N ∼= S−1 (M ⊗R N).

Proof. Indeed S−1M ⊗S−1R S
−1N ∼=

(
S−1R⊗RM

)
⊗S−1R

(
S−1R⊗R N

) ∼= S−1 (M ⊗R N). �

Proposition 2.1.23 Let R be a ring, S ⊆ R a multiplicative set. Then Ω1
S−1R/R = 0. For any R-

algebra A, the natural map S−1Ω1
A/R
∼= S−1A⊗A Ω1

A/R → Ω1
S−1A/R is an isomorphism.

Proof. The first assertion follows from the fact that DerR(S−1R,M) = 0 for any S−1R-module
M : indeed for any such derivation δ and any x ∈ R, s ∈ S we have

0 = δ

Å
s
x

s

ã
= s δ

Å
x

s

ã
+
x

s
δ(s).

Since δ(s) = 0 and s is a unit in S−1R, we conclude that δ
(x
s

)
= 0.

Since Ω1
S−1A/A = 0, we get a surjection v : S−1Ω1

A/R
∼= S−1A ⊗A Ω1

A/R � Ω1
S−1A/R from

the first fundamental sequence of differentials. To conclude that it is an isomorphism, ap-
plying the functor HomS−1A(−, N) we have to show that for any S−1A-module N the map
DerR(S−1A,N)→ DerR(A,N) is surjective. Any R-linear derivation ∂ ∈ DerR(A,N) extends:

∂(a) = ∂

Å
s
a

s

ã
= s ∂

Å
a

s

ã
+
a

s
∂(a) =⇒ ∂

Å
a

s

ã
=
s∂(a)− a∂(s)

s2
.

�

A property of rings, modules, morphisms,. . . is called local if it can be checked by localisa-
tion. The following propositions provide some examples.

Proposition 2.1.24 Let M be an R-module. The following conditions are equivalent:

a) M = 0;

b) Mp = 0 for every prime ideal p;

c) Mm = 0 for every maximal ideal m.

Proof. The implications a) =⇒ b) =⇒ c) are clear. Suppose Mm = 0 for every maximal ideal m in
R and suppose m ∈ M is a non-zero element. Then 1 /∈ Ann (m), so Ann (m) is a proper ideal
in R, hence Ann (m) ⊆ m for some maximal ideal of R. Since m

1 = 0 in Mm, there exists some
s ∈ R−m such that sm = 0, hence s ∈ Ann (m) but s /∈ m which is a contradiction. �

Proposition 2.1.25 Let f : M → N be a homomorphism of R-modules. The following conditions are
equivalent:

a) f is injective;

b) fp is injective for every prime ideal p;
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c) Mm is injective for every maximal ideal m.

Proof. The implication a) =⇒ b) follows immediately from proposition 2.1.20 and corollary 2.1.21.
b) =⇒ c) is obvious. For c) =⇒ a), tensor the sequence 0 −→ ker(f)−→M−→N byRm and apply
proposition 2.1.20 and exactness of localisation to get that ker(fm) = ker(f)m for all m. Conclude
by proposition 2.1.24. �

Proposition 2.1.26 Let M be an R-module. The following conditions are equivalent:

a) M is flat;

b) Mp is flat for every prime ideal p;

c) Mm is flat for every maximal ideal m.

Proof. Let N ′ ↪→ N be an injection of Rp-modules. Since Mp ⊗Rp [N ′ → N ] ∼= M ⊗R [N ′ → N ]
and the second map is injective when M is flat, we conclude that Mp is flat if M is, so a) =⇒ b).
b) =⇒ c) is obvious. For c) =⇒ a), let N ′ ↪→ N be an injection of R-modules: proposition 2.1.25
implies that if Rm ⊗R [M ⊗R N ′ ↪→M ⊗R N ] = Mm ⊗Rm N

′
m ↪→ Mm ⊗Rm Nm is injective for all

m then M ⊗R N ′ ↪→M ⊗R N is injective. �

§ 2 Faithfully flat modules and descent

Definition 2.2.1 Let R be a ring. An R-module M is faithfully flat if for every sequence

(2.2) N ′
f−−−−→ N

g−−−−→ N ′′

of R-modules, (2.2) is exact if and only if

M ⊗N ′ idM⊗f−−−−→ M ⊗N idM⊗g−−−−→ M ⊗N ′′

is exact. If ϕ : R → A is a ring homomorphism, we say that A (or ϕ) is faithfully flat if A is a
faithfully flat R-module.

Proposition 2.2.2 Let ϕ : R→ A be a flat ring homomorphism. The following are equivalent:

a) A is faithfully flat;

b) A⊗RM 6= 0 for every nonzero R-module M ;

c) ϕ] : SpecA→ SpecR is surjective.
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Proof. a) =⇒ b). If A is faithfully flat and M is an R-module such that A ⊗R M = 0 then the
sequence A⊗RM

0−→ A⊗RM −→ 0 is exact, which implies that the sequence M 0−→M −→ 0
is exact, which is equivalent to M = 0.

b) =⇒ a). Tensor sequence (2.2) by A and suppose we get an exact sequence. First we remark
that im (idA ⊗ (g ◦ f)) = A⊗ im (g ◦ f) = 0, therefore im (idA⊗ f) ⊆ ker(idA⊗ g). Furthermore
0 = ker(idA⊗g)/im (idA⊗f) = A⊗(ker(g)/im (f)), and we can apply assumption b) to conclude
that (2.2) is exact.

b) =⇒ c). In view of the correspondence established in proposition 2.1.10, in order to show that
a prime p ⊂ R is in the image of ϕ], we may replace R by Rp and A by Ap. We thus assume that
R is local and p is maximal. Tensoring 0 −→ p −→ R −→ R/p −→ 0 by the flat R-algebra A, we
get 0 −→ ϕ(p)A −→ A −→ A⊗R/p −→ 0. Thus A/ϕ(p) = A⊗R/p 6= 0, hence ϕ(p) is a proper
ideal and as such it is contained in some maximal ideal m ⊂ A. Thus ϕ−1(m) ⊇ ϕ−1(ϕ(p)) ⊇ p.
Since p is maximal, we conclude ϕ](m) = ϕ−1(m) = p.

c) =⇒ b) First notice that for every prime ideal p ⊂ R, the ideal ϕ(p)A is proper, because
p = ϕ−1(q) for some prime q ⊂ A, hence ϕ(p)A ⊆ q. Let now M be an R-module, 0 6= m ∈ M
and set N = Rm. It suffices to show that A ⊗ N 6= 0, because A ⊗ N injects into A ⊗M by
flatness of A. Hence N = R/Ann (m). If Ann (m) 6= R, it is contained in some prime ideal
p ⊂ R, hence ϕ(Ann (m))A ⊆ ϕ(p)A 6= A and therefore A⊗N ∼= A/ϕ(Ann (m))A is not 0. �

Example 2.2.3 Let f1, . . . , fs ∈ R such that (f1, . . . , fs) = R. The R-algebra A =
∏s
i=1Rfi is

faithfully flat. Indeed, it is flat because the Rfi are flat by corollary 2.1.21 and finite products
commute with tensor products by proposition 1.2.65. Moreover, the induced map

SpecA =
s∐
i=1

SpecRfi −→ SpecR

(see exercise 1.18) is surjective because for every prime p ⊂ R, at least one of the fi /∈ p (oth-
erwise R = (f1, . . . , fr) ⊆ p), hence p corresponds to a prime ideal of Rfi in the bijection of
proposition 2.1.10.

Example 2.2.4 Z ↪→ Q is flat but not faithfully flat. SpecQ only has one point, so can’t possibly
surject onto SpecZ. Moreover, for any n > 1 we have Z/nZ 6= 0 while Q⊗ Z/nZ = 0.

Example 2.2.5 The map ϕ : C[X] → C[Y ] defined by ϕ(X) = Y 2 is faithfully flat. As a C[X]-
module, C[Y ] = C[X]⊕Y C[X] is free, hence ϕ is flat. Clearly ϕ−1(0) = 0, and for any α ∈ C the
inclusion (X−α) ⊆ ϕ−1(Y −

√
α) is an equality, since (X−α) is maximal and 1 /∈ ϕ−1(Y −

√
α).

Remark 2.2.6 A flat morphism ϕ : R → A is not necessarily injective, as Z/6Z → Z/6Z
î
1
3

ó ∼=
Z/2Z shows. On the other hand a faithfully flat morphism is injective: xR⊗A ∼= ϕ(x)A 6= 0 for
all x 6= 0.

Definition 2.2.7 Let R and A be local rings with maximal ideals mR and mA. A ring homomor-
phism ϕ : R→ A is a local homomorphism if ϕ−1(mA) = mR.

Lemma 2.2.8 A flat local homomorphism is faithfully flat.
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Proof. In order to show that A ⊗R M 6= 0 for any R-module M 6= 0, it suffices to prove it for
the modules of the form M = Rm ∼= R/Ann (m). Since m 6= 0, Ann (m) 6= R so Ann (m) ⊆ mR.
Then Ann (m)A ⊆ mRA ⊆ mA 6= A, hence A⊗RM ∼= A⊗R R/Ann (m) ∼= A/Ann (m)A 6= 0. �

.

Proposition 2.2.9 LetR be a ring, M ′′ a finitely presentedR-module. An exact sequence ofR-modules

(2.3) 0 −−−−→ M ′ −−−−→ M
π−−−−→ M ′′ −−−−→ 0

splits if and only if there exists a faithfully flat R-algebra A such that the sequence

0 −−−−→ A⊗M ′ −−−−→ A⊗M idA⊗π−−−−→ A⊗M ′′ −−−−→ 0

of A-modules splits.

Proof. By proposition 1.2.53, the sequence (2.3) splits if and only if the induced homomorphism
π∗ : HomR(M ′′,M) → HomR(M ′′,M ′′) is surjective. Since M ′′ is finitely presented, by propo-
sition 1.2.84 we haveA⊗HomR(M ′′, N) ' HomA(A⊗M ′′, A⊗N) for anyR-moduleN . Again
by faithful flatness of A we get that π∗ is surjective if and only if (idA ⊗ π)∗ is surjective. �

Proposition 2.2.9 is a first instance of a property of modules over a ring that can be recovered
after replacing the ring by a faithfully flat extension. This is similar to a local property, that
can be tested by replacing the ring by its localisations. This analogy has led Grothendieck to
introduce the flat topologies (fppf and fpqc) to compensate for the coarseness of the Zariski
topology.

In Topology, one often defines a function f : X → Y by covering X by open subsets and
defining functions fi : Xi → Y . The collection {fi} defines a function f if fi and fj agree on the
intersection Xi ∩Xj , for all i, j. In a similar fashion, one can construct a space X by glueing a
collection of spaces Xi, which will become open subsets covering X . The glueing is achieved
by selecting in each Xi an open subset Uij for each j 6= i and an isomorphism φij : Uij → Uji:
in this way, Uij will become the intersection of Xi with Xj inside X . For this construction to
work, one has to require compatibilities between the maps φi,j .

In Algebraic Geometry, this reconstruction process goes under the name of descent theory.
Faithfully flat descent for modules over rings can be presented in purely algebraic terms. The
starting point is the construction of the following exact sequence.

Proposition 2.2.10 Let ϕ : R→ A be a faithfully flat morphism and M an R-module. The sequence

(2.4) 0 −−−−→ M
δ0−−−−→ M ⊗A δ1−−−−→ M ⊗A⊗A δ2−−−−→ M ⊗A⊗A⊗A.

is exact. Here
δ0(m) = m⊗ 1; δ1(m⊗ a) = m⊗ 1⊗ a−m⊗ a⊗ 1;

δ2(m⊗ a⊗ b) = m⊗ 1⊗ a⊗ b−m⊗ a⊗ 1⊗ b+m⊗ a⊗ b⊗ 1.

Proof. It is clear from the definitions (and does not require flatness of A) that (2.4) is a complex
(called Amitsur’s complex for M ), i.e. the composition of two consecutive maps is zero. Let
0 6= m ∈M . By proposition 2.2.2, Rm⊗A 6= 0, hence δ0 is injective.
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Suppose that ϕ has a section, i.e. a morphism ψ : A→ R such that ψ ◦ ϕ = idR. Define

h0 : M ⊗A −→ M
m⊗ a 7−→ ψ(a)m

;
h1 : M ⊗A⊗A −→ M ⊗A

m⊗ a⊗ b 7−→ ψ(a)m⊗ b ;

h2 : M ⊗A⊗A⊗A −→ M ⊗A⊗A.
m⊗ a⊗ b⊗ c 7−→ ψ(a)m⊗ b⊗ c

These maps are homotopies for the complex (2.4) i.e. satisfy

h1 ◦ δ1 + δ0 ◦ h0 = idM⊗A; h2 ◦ δ2 + δ1 ◦ h1 = idM⊗A⊗A.

Let us check the first identity, leaving the second as a (tedious) exercise:

(h1 ◦ δ1 + δ0 ◦ h0)(m⊗ a) = h1(m⊗ 1⊗ a−m⊗ a⊗ 1) + δ0(ψ(a)m)
= (m⊗ a− ψ(a)⊗ 1⊗ 1) + ψ(a)m⊗ 1
= m⊗ a.

It follows then from lemma 2.2.11 below that the sequence (2.4) is exact if ϕ has a section. To
prove exactness in general, we may tensor (2.4) by any faithfully flat R-algebra. Tensoring then
by A we have an obvious section of ϕ⊗ idA : A→ A⊗R A, given by a⊗ b 7→ ab. �

Lemma 2.2.11 Let N ′ f−→ N
g−→ N ′′ be a sequence of R-modules. Suppose there exist R-linear maps

σ : N → N ′ and τ : N ′′ → N such that τ ◦ g + f ◦ σ = idN . Then the sequence is exact.

Proof. For any x ∈ ker g we have x = τ(g(x)) + f(σ(x)) = f(σ(x)) ∈ im f . �

Let ϕ : R → A be a faithfully flat morphism. There are two natural A-algebra structures
ϕi : A→ A⊗R A, given by ϕ1(a) = a⊗ 1 and ϕ2(a) = 1⊗ a. Therefore for any A-module N we
get two A-module structures on N ⊗RA⊗RA. In order to avoid confusion, we write ⊗i for the
tensor product over A with A⊗R A via ϕi. Hence

N ⊗1 (A⊗R A) with (a1 ⊗ a2)(x⊗1 b1 ⊗ b2) = (x⊗1 a1b1 ⊗ a2b2) = (a1b1x⊗1 1⊗ a2b2)

N ⊗2 (A⊗R A) with (a1 ⊗ a2)(x⊗1 b1 ⊗ b2) = (x⊗2 a1b1 ⊗ a2b2) = (a2b2x⊗2 a1b1 ⊗ 1).

AsR-modules, both are isomorphic to N ⊗RA, but x⊗1 a⊗ b = ax⊗ bwhile x⊗2 a⊗ b = bx⊗a.
If N = M ⊗R A for some R-module M , we have an A⊗R A-linear isomomorphism φ:

φ : (M ⊗R A)⊗1 (A⊗R A) −→ (M ⊗R A)⊗2 (A⊗R A).
(m⊗ a)⊗1 (b1 ⊗ b2) 7−→ (m⊗ a)⊗2 (b2 ⊗ b1)

The R-module M can be recovered from the pair (N,φ): indeed it follows from the exactness
of sequence (2.4) that M = im (δ0) = ker(δ1), i.e.

(2.5) M = {x ∈ N | x⊗2 1⊗ 1 = φ(x⊗1 1⊗ 1) in N ⊗2 A⊗R A} .

Next, there are three natural A⊗RA-algebra structures ϕi,j : A⊗RA→ A⊗RA⊗RA, given by

ϕ3,2(a⊗ b) = 1⊗ a⊗ b; ϕ3,1(a⊗ b) = a⊗ 1⊗ b; ϕ2,1(a⊗ b) = a⊗ b⊗ 1.
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If (N,φ) is anA-module with anA⊗RA-linear isomorphism φ : N⊗1(A⊗RA) ' N⊗2(A⊗RA),
defineN⊗h,i,j (A⊗A⊗A) = N⊗h (A⊗A)⊗ϕi,j (A⊗A⊗A). From φwe obtainA⊗A⊗A-linear
isomorphisms:

φi,j = φ⊗i,j idA⊗A⊗A : N ⊗1,i,j (A⊗A⊗A)
∼−→ N ⊗2,i,j (A⊗A⊗A).

Once again, ifN = M⊗A for someR-moduleM , the the exactness of sequence (2.4), specifically
the equation im (δ1) = ker(δ2), translates into a relation

(2.6) φ3,1 = φ3,2 ◦ φ2,1

the verification of which is an excruciating exercise left to the reader.

Definition 2.2.12 Let ϕ : R→ A be a morphism andN anA-module. A descent datum onN is
the datum of an isomorphism φ : A⊗RA-linear isomorphism φ : N⊗1(A⊗RA) ' N⊗2(A⊗RA)
such that the induced isomorphisms φi,j = φ⊗i,j idA⊗A⊗A satisfy the cocycle condition (2.6). A
morphism f : (N,φ) → (N ′, φ′) is an A-linear map f : N → N ′ making the following diagram
commute:

(2.7)

N ⊗1 (A⊗R A)
φ−−−−→ N ⊗2 (A⊗R A)

f⊗1idA⊗A

y yf⊗2idA⊗A

N ′ ⊗1 (A⊗R A)
φ′−−−−→ N ′ ⊗2 (A⊗R A).

The discussion above shows that if ϕ : R → A is a faithfully flat morphism, any R-module
M defines a A-module with descent datum. The following results shows that descent data are
precisely the requirements for an A-module to descend to R.

Theorem 2.2.13 Let ϕ : R → A be a faithfully flat morphism. The functor M 7→ (M ⊗R A, φ) is an
equivalence of categories between ModR and the category of A-modules with descent data.

Proof. The functor is faithful: for any R-linear map g : M → M ′, tensoring by A the exact
sequence 0 −→ ker(g) −→ M −→ M ′ we get 0 −→ ker(g ⊗ idA) −→ M ⊗R A −→ M ′ ⊗R A.
Hence, if g ⊗ idA = 0, we have that ker(g ⊗ idA)→M ⊗R A is an isomorphism, which implies
that ker(g)→M is an isomorphism.
It is also fully faithful: let M , M ′ be R-modules and f : (M ⊗R A, φ) → (M ′ ⊗R A, φ′) a
morphism. For any m ∈M , from diagram (2.7) we deduce that

φ′(f(m⊗ 1)⊗1 1⊗ 1) = (f ⊗2 idA⊗A)(φ(m⊗ 1⊗1 1⊗ 1))
= (f ⊗2 idA⊗A)(m⊗ 1⊗2 1⊗ 1)
= f(m⊗ 1)⊗2 1⊗ 1.

Hence, from formula (2.5) we get that f(m ⊗ 1) ∈ M ′. We therefore get an R-linear map
g : M →M ′ defined by g(m) = f(m⊗ 1), and clearly f = g ⊗ idA.
A functor in the opposite direction is defined by associating to any A-module with descent da-
tum (N,φ) the R-module M = {x ∈ N | x⊗2 1⊗ 1 = φ(x⊗1 1⊗ 1) in N ⊗2 A⊗R A}. To check
that this is an inverse functor we use the A-linear map

ϑ : M ⊗R A −→ N.
x⊗ a 7−→ ax
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To prove that ϑ is an isomorphism, consider the following diagrams

M ⊗R A
γ
//

ϑ

��

N ⊗1 A⊗A

φ

��

α⊗idA //

β⊗idA
// N ⊗1,3,2 (A⊗A⊗A)

φ3,2

��

N
δ0,N

// N ⊗2 A⊗A
idN⊗ϕ3,2

//

idN⊗ϕ3,1

// N ⊗2,3,2 (A⊗A⊗A)

where α(x ⊗ 1 ⊗ a) = x ⊗ 1 ⊗ 1 ⊗ a, β(x ⊗ 1 ⊗ 1) = φ(x ⊗ 1 ⊗ 1) ⊗ a and γ(x) = x ⊗ 1. We
write δi,N for the maps in the exact sequence (2.4) relative to the module N and ring morphism
ϕ2 : A → A ⊗ A. The diagram using the top arrows commutes by definition, the one using
the bottom arrows commutes because of the cocycle condition. By definition, we have that
M ⊗R A = ker[α⊗ idA − β ⊗ idA]. Moreover δ1,N = idN ⊗ ϕ3,2 − idN ⊗ ϕ3,1, so it follows from
propostition 2.2.10 that N is the kernel of the double arrow at the bottom. Since the vertical
arrows φ and φ3,2 are isomorphism, we get that ϑ is an isomorphism too. �

§ 3 Flatness and projective modules

Definition 2.3.1 An R-module M is locally free if for every prime ideal p ⊂ R the Rp-module
Mp is free.

Theorem 2.3.2 Let M be a finitely generated R-module. Consider the following conditions:

a) M is free;

b) M is projective;

c) M is flat;

d) M is locally free.

Then a) =⇒ b) =⇒ c) =⇒ d). Moreover, if M is finitely presented, locally free and if p 7→ rkRpMp is a
constant function on SpecR, then M is projective.

Proof. a) =⇒ b) is obvious. For b) =⇒ c), choose π : Rn � M and a splitting σ : M ↪→ Rn of π.
For any R-module N , the composite map M ⊗ N → Rn ⊗ N → M ⊗ N is the identity, hence
σ ⊗ idN is injective. For any injection f : N ′ ↪→ N of R-modules, the diagram

M ⊗N ′ idM⊗f−−−−→ M ⊗N

σ⊗idN′

y yσ⊗idN
Rn ⊗N ′ idRn⊗f−−−−−→ Rn ⊗N

shows that idM ⊗ f : M ⊗N ′ →M ⊗N is injective, hence M is flat by proposition 1.2.83.
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For c) =⇒ d), replacing R by its localisations, we may assume that R is local with maximal
ideal m. Let m1, . . . ,mr ∈M lift a basis of M ⊗R/m. They generate M , by Nakayama’s lemma,
and we shall prove by induction on s ≤ r that m1, . . . ,ms are linearly independent over R. For
s = 1, let m ∈M whose reduction mod mM is non-zero. Let α ∈ R such that αm = 0. Since M
is flat, tensoring the exact sequence 0 −→ Ann (α) −→ R −→ R by M we get an exact sequence

0 −−−−→ Ann (α)M −−−−→ M
µα−−−−→ M

where µα is the multiplication by α. Hence, there exist β1, . . . , βr ∈ Ann (α) such that m =∑
βjmj . Since m /∈ mM , at least one of the βj /∈ m. This means that Ann (α) contains a unit,

and thus Ann (α) = R, hence α = 0.
Let now

∑s
i=1 αimi = 0 be a linear dependence relation over R. Extend it to

∑r
i=1 αimi = 0

by αs+1 = · · · = αr = 0. By lemma 2.3.3 below, there exist elements βi,j ∈ R such that
mi =

∑r
j=1 βi,jmj and

∑r
i=1 αiβi,j = 0 for all j = 1, . . . , r. Since ms /∈ mM , one of the βs,j is a

unit. Fix such an index j and write

αs = −
s−1∑
i=1

βi,j
βs,j

αi =⇒ 0 =
s∑
i=1

αimi =
s−1∑
i=1

αi

Ç
mi −

βi,j
βs,j

ms

å
.

Put m′i = mi − βi,j
βs,j

ms. The elements m′1, . . . ,m
′
s−1,ms, . . . ,mr lift a basis of M ⊗ R/m and∑s−1

i=1 αim
′
i = 0. By induction we deduce α1 = · · · = αs−1 = 0 and also αs = −∑s−1

i=1
βi,j
βs,j

αi = 0.

Assume now that M is locally free, that r = rkRpMp is independent of p and that there exists a
finite presentation

(2.8) 0 −−−−→ N −−−−→ Rn
π−−−−→ M −−−−→ 0.

To show that M is projective, it suffices to show that this sequence splits. By proposition 2.2.9
this can be tested after tensoring by some faithfully flat R-algebra A. We are going to show that
this can be achieved over an algebra of the kind A =

∏
iRfi considered in in example 2.2.3

Let mi = π(ei) be the generators for M given by sequence (2.8). For every prime p ⊂ R, select
a splitting σp : Mp ' Rrp → Rnp of the sequence (2.8) tensored by Rp. This map is determined
by the values σp(1 ⊗ mi) =

∑n
j=1 αi,jej , where αi,j ∈ Rp. Since there are only finitely many

coefficients, we can find an element fp ∈ R − p such that αi,j =
ai,j
fp

, with ai,j ∈ R, for all
i, j ∈ {1, . . . , n}. In other words, σp extends to a splitting of sequence (2.8) tensored by Rfp :

Rn

��

π // //M

��

Rnfp

��

// //Mfp

��

yy

Rnp // //Mp

σp
yy

Let I = (fp)p ⊆ R be the ideal generated by all these elements. By construction, for every prime
p the ideal Ip contains an element outside p, hence Ip = Rp and therefore I = R. Writing 1 =
b1fp1 + · · · + bsfps for suitable bi ∈ R, we see that (fp1 , . . . , fps) = R. By construction sequence
(2.8) splits when tensored by A =

∏s
i=1Rfpi , which is faithfully flat as seen in example 2.2.3. �
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Lemma 2.3.3 Let M be an R-module generated by elements m1, . . . ,mr. The following are equivalent:

a) M is flat;

b) For any linear relation
∑r
i=1 αimi = 0 there exist elements βi,j ∈ R such thatmi =

∑r
j=1 βi,jmj

and
∑r
i=1 αiβi,j = 0 for all j = 1, . . . , r.

Proof. Suppose that M is flat and consider the exact sequence

0 −−−−→ N −−−−→ Rr
λ−−−−→ R

where λ(x1, . . . , xr) =
∑r
i=1 αixi and N = kerλ. Tensoring by M we get the exact sequence

0 −−−−→ N ⊗M ε−−−−→ M r λM−−−−→ M

where λM (y1, . . . , yr) =
∑r
i=1 αiyi and ε ((z1, . . . , zr)⊗m) = (z1m, . . . , zrm). Hence the vector

(m1, . . . ,mr) ∈ kerλM can be written as (m1, . . . ,mr) = ε
Ä∑r

j=1 bj ⊗mj

ä
for suitable bj ∈ N .

Writing bj = (β1,j , . . . , βr,j) we get
∑r
i=1 αiβi,j = 0 because bj ∈ kerλ and

(m1, . . . ,mr) = ε

Ñ
r∑
j=1

(β1,j , . . . , βr,j)⊗mj

é
=

Ñ
r∑
j=1

β1,jmj , . . . ,
r∑
j=1

βr,jmj

é
.

Conversely, suppose M satisfies condition b) and let I ⊂ R be an ideal. We want to show
that µ : I ⊗ M → IM is injective. Let

∑r
i=1 αi ⊗ mi ∈ kerµ i.e.

∑r
i=1 αimi = 0 and write

mi =
∑r
j=1 βi,jmj . Then in I ⊗M we have

r∑
i=1

αi ⊗mi =
r∑
i=1

αi ⊗
r∑
j=1

βi,jmj =
r∑
j=1

[
r∑
i=1

αiβi,j

]
⊗mj =

r∑
j=1

0⊗mj = 0.
�

Let R be a ring. For any prime ideal p ⊂ R write κ(p) = Rp/pRp. Recall that κ(p) is the
fraction field of R/p (corollary2.1.13). If M is a free module of finite rank r, clearly the function
p 7→ dimκ(p)M ⊗ κ(p) = r is constant on SpecR. Conversely:

Proposition 2.3.4 Let R be a domain, M a finitely generated R-module. If p 7→ dimκ(p)M ⊗ κ(p) is
a constant function on SpecR, then M is locally free.

Proof. Without loss of generality, we may assume that R is local with maximal ideal m. Let
m1, . . . ,mr ∈M lift a basis of M ⊗ κ(m) = M ⊗R/m ∼= M/mM and let ϕ : Rr �M defined by
ϕ(ei) = mi. By assumption, dimκ(p)M ⊗ κ(p) = dimκ(m)M ⊗ κ(m) = r for every prime p ⊂ R,
hence kerϕ ⊆ pRr for all p. Therefore kerϕ ⊆ ⋂p pR

r = NRR
r = 0, so ϕ is an isomorphism. �

Example 2.3.5 A submodule of a locally free module is not necessarily locally free. Let R =
k[t]/t2 and M = tR. Then M is an ideal of R, hence a submodule of a free module of rank 1.
Tensoring the sequence 0→ tR→ R→ R/tR→ 0 by tR we obtain

0 −−−−→ tR⊗R tR
µ−−−−→ tR −−−−→ 0 −−−−→ 0

where µ(at⊗ bt) = abt2 = 0, so µ is the zero map. Since tR 6= 0, this sequence is not exact.
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§ 4 Exercises

Exercise 2.1 Let R be a ring, S ⊆ R a multiplicative set, M,N ∈ModR. Check that the rule

HomR(M,N)× S −→ HomS−1R(S−1M,S−1N)
(f, s) 7−→ 1

sS
−1f

defines an S−1R-linear map ϑ : S−1HomR(M,N)→ HomS−1R(S−1M,S−1N).

a) Show that ϑ is injective.

b) Show that ϑ is an isomorphism if M is finitely generated and N → S−1N is injective.

Exercise 2.2 Let k be a field, R = k[Xi,j ]i≥1; 1≤j≤i. Let pi = (Xi,1, . . . , Xi,i) and S = R−⋃∞i=1 pi.
Check that S is multiplicative and put A = S−1R.

a) Show that Rpi = k (Xh,j ; ∀h 6= i) [Xi,j ](Xi,1,...,Xi,i).

b) Show that any 0 6= f ∈ R belongs to only finitely many of the pi.

c) Using lemma 6.1.22, show that the natural map ϕ : A→ ∏∞
i=1Rpi is faithfully flat.

d) For any ideal 0 6= I ⊂ A, show that there exists n ∈ N such that IAS−1pi = AS−1pi for
i ≥ n.

e) For 1 ≤ i < n, write IAS−1pi = (
xi,1
si,1

, . . . ,
xi,ri
si,ri

) and choose y ∈ I , y /∈ ⋃
i≥n pi. Let

J = (xi,j , y) ⊆ I . Show that J = I . [Hint: use c).]

Exercise 2.3 Let A = k[X], B = k[X,Y ] and C = k[X,Y ]/(X2 + Y 2 − 1), where k be a field of
characteristic 6= 2. Denote x and y the classes of X and Y in C. As usual, write Rf for S−1R,
where S = {1, f, f2, . . . }.

a) Compute Ω1
A/k, Ω1

B/k, Ω1
C/k, and Ω1

B/A.

b) Compute the localisations (Ω1
C/k)x, (Ω1

C/k)y and (Ω1
C/A)y.

c) Compute the dimension of Ω1
C/A as a k-vector space.

d) Write down the first fundamental sequence of differentials for k ⊂ A ⊂ C. Is it exact on
the left?

e) Write down the second fundamental sequence of differentials for k ⊂ B → C. Is it exact
on the left?

Definition 2.4.1 An R-algebra A is called an formally smooth (resp. formally unramified, resp.
formally étale) if for every R-algebra B and every nilpotent ideal J ⊂ B, the map

ρ : HomR−algebras(A,B) −→ HomR−algebras(A,B/J)
u 7−→ π ◦ u

(where π : B → B/J is the projection) is surjective (resp. injective, resp. bijective). If moreover A is
finitely presented as an R-algebra, we drop the adverb “formally”.
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Exercise 2.4 Let A be an R-algebra.

a) Check that in the conditions in the definition above it suffices to assume J2 = 0.

b) Let A′ be an A algebra. Show that if A is formally smooth (resp. form. unramified, resp.
form. étale) over R and A′ is formally smooth (resp. form. unramified, resp. form. étale)
over A then A′ is formally smooth (resp. form. unramified, resp. form. étale) over R.

c) Let S ⊂ A be a multiplicative subset. Show that if A is formally smooth (resp. formally
unramified, resp. formally étale), then S−1A has the same property.

d) Let f ∈ R. Show that Rf is an étale R-algebra.

Exercise 2.5 Let A and B be R-algebras and J ⊂ B a square-zero ideal.

a) Let ū : A → B/J be an R-algebra homomorphism and denote ū∗J the B/J-module J
viewed as an A-module via ū. Suppose that there exists some u : A → B such that
ρ(u) = ū. Show that δ 7→ u+ δ is a bijection between DerR(A, ū∗J) and the set ρ−1(ū).

b) Show that A is formally unramified if and only if Ω1
A/R = 0.

c) Show that A is formally unramified over R ⇐⇒ Ap is formally unramified over R for
every prime ideal p ⊂ A⇐⇒ Am is formally unramified over R for every maximal ideal
m ⊂ A.

Exercise 2.6 LetA be a finitely presentedR-algebra. Write P = R[X1, . . . , Xn] and fix a presen-
tation ψ : P � A with a = kerψ = (F1(X1, . . . , Xn), . . . , Fm(X1, . . . , Xn)). The jacobian matrix
is denoted

J(ψ) =

Ç
∂Fi
∂Xj

å
i=1,...,n; j=1,...,m

∈M (m× n, P ) .

a) Show that P is a smooth R-algebra.

b) Let ū : A→ B/J be an R-algebra homomorphism and put v̄ = ū ◦ ψ : P → B/J . Choose
a lifting v : P → B. Show that ū can be lifted to u : A → B if and only if there exists an
R-linear derivation δ : P → ū∗J such that δ(a) = v(a) for all a ∈ a.

c) Show that A is a smooth R-algebra if and only if the second fundamental sequence of
differentials for R → P → A is injective on the left and splits (hence Ω1

P/R ⊗ A ∼= a/a2 ⊕
Ω1
A/P ).

d) Show that A is a smooth R-algebra if and only if Ap is a formally smooth R-algebra for
every prime ideal p ⊂ A. [Hint: use theorem 2.3.2]

e) Let m ≤ n and suppose that the image of J(ψ) in M (m× n,A) has rank m. Show that
A is a smooth R-algebra. Show moreover that, up to reordering the variables, A is étale
over R[Xm+1, . . . , Xn].

f) Again letm ≤ n and let f ∈ A. Suppose that the image of J(ψ) inM (m× n,Af ) has rank
m. Show that Af is a smooth R-algebra and (possibly reordering the variables) an étale
R[Xm+1, . . . , Xn]-algebra. [Hint: write Af as a quotient of R[X1, . . . , Xn, Xn+1].]



52 Local properties

g) Conversely, let p ⊂ A be a prime ideal and suppose that Ap is formally smooth over R.
Show that there exist r ≤ n among the polynomials Fi such that their classes generate(
a/a2

)
p and the image in M (r × n,Ap) of the jacobian matrix has rank r.

h) Show that A is a smooth R-algebra if and only if for every prime ideal p ⊂ A there exists
f ∈ A− p such that Af is isomorphic to an algebra as in f) above.
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Integral dependence, valuations and
completions

§ 1 Integral elements

Let A be a ring and R ⊆ A a subring.

Definition 3.1.1 An element x ∈ A is integral over R if there exists a monic polynomial f(X) ∈
R[X] such that f(x) = 0.

Example 3.1.2 Any element a+ ib ∈ Z[i] is integral over Z, root of X2 − 2aX + a2 + b2.

In general it is tricky to show directly that if x, y ∈ A are integral, then x+ y is integral. It is
better to linearize the problem and work with modules.

Proposition 3.1.3 Let A be a ring, R ⊆ A a subring and x ∈ A. The following conditions are equiva-
lent:

a) x is integral over R;

b) R[x] = {∑i αix
i, αi ∈ R} is a finitely generated R-module;

c) There exists an intermediate subring R[x] ⊆ B ⊆ A with B finitely generated as an R-module;

d) There exists a faithful R[x]-module which is finitely generated as R-module.

Proof. a) =⇒ b) If x is integral, R[x] is generated by 1, x, . . . , xdeg f−1. b) =⇒ c) Take B = R[x].
c) =⇒ d) Let M = B: it is a faithful module because 1 ∈ B, hence for any a ∈ AnnR[x](B) we
have a = a · 1 = 0.
d) =⇒ a) Let µx : M → M the multiplication by x (i.e. µx(m) = xm). By the Cayley–Hamilton
theorem, there exists a monic p(T ) ∈ R[T ] such that p(µx) is the zero endomorphism of M .
That means p(x)m = 0 for every m ∈M . Since M is faithful, this implies p(x) = 0. �
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Corollary 3.1.4 Let A be a ring and R ⊆ A a subring. If x1, . . . , xn are integral over R then
R[x1, . . . , xn] = {∑i1,...,in αi1,...,inx

i1
1 · · ·xinn , αi1,...,in ∈ R} is a finitely generated R-module.

Proof. By induction on n. If R[x1, . . . , xn−1] is a finitely generated R-module and R[x1, . . . , xn]
is a finitely generated R[x1, . . . , xn−1]-module, then R[x1, . . . , xn] is a finitely generated R-
module. �

Corollary 3.1.5 Let A be a ring and R ⊆ A a subring. The susbset {x ∈ A |x is integral over R} is a
subring of A called the integral closure of R in A.

Proof. If x, y ∈ A are integral over R then R[x, y] is a finitely generated R-module. It contains
R[x + y] and R[xy] as submodules. By applying condition c) in proposition 3.1.3 we get that
x+ y and xy are integral over R. �

Definition 3.1.6 Let A be a ring and R ⊆ A a subring. We say that R is integrally closed in A
if R coincides with its integral closure in A. We say that a domain R is integrally closed if R is
integrally closed in its fraction field.

Example 3.1.7 A UFD is integrally closed. If xy satisfies an integral equationÅ
x

y

ãn
+ an−1

Å
x

y

ãn−1
+ · · ·+ a0 = 0 =⇒ xn + y

Ä
an−1x

n−1 + · · ·+ a0y
n−1
ä

= 0.

We deduce that y|xn. Hence y|x and thus x
y ∈ R.

Definition 3.1.8 A finite field extension K of Q is called a number field. The integral closure
of Z in a number field K is denoted OK and called the ring of integers of K.

Example 3.1.9 Let d ∈ N be a squarefree integer and K = Q(
√
d). Then

OK =

Z[
√
d] d ≡ 2, 3 mod 4

Z
[
1+
√
d

2

]
d ≡ 1 mod 4.

To prove this, recall that the Galois group is Gal(K/Q) = {1, σ}, where σ(a + b
√
d) = a − b

√
d

and z ∈ K belongs to Q if and only if σ(z) = z. If z = x+ y
√
d ∈ K is integral over Z, then σ(z)

is also integral, root of the same polynomial as z:

0 = σ(0) = σ(zn + an−1z
n−1 + · · ·+ a0) = σ(z)n + an−1σ(z)n−1 + · · ·+ a0

since we assume that ai ∈ Z. As any UFD, Z is integrally closed (example 3.1.7), therefore

z + σ(z) = 2x ∈ OK ∩ Z = Z; zσ(z) = x2 − dy2 ∈ OK ∩ Z = Z.

Since 2x ∈ Z, multiplying the second equation by 4 we get that 4dy2 ∈ Z. Write y = u
v with

(u, v) = 1 and consider a prime divisor p of v. Since 4du
2

v2 is an integer, p2 divides 4du2. Since
d is squarefree, if p is odd, then p must divide u2, hence p divides u, which is impossible since
we assumed (u, v) = 1. So 2 is the only possible prime divisor for the denominators of x and y.
Write x = a

2 and y = b
2 , with a, b ∈ Z. The equation x2 − dy2 ∈ Z becomes a2 − db2 ∈ 4Z. If 2|b,
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then a2 ∈ 4Z, hence 2|a and x, y ∈ Z. If 2 - b, since the only squares mod 4 are 0 and 1, we get
b2 ≡ 1 mod 4 and a2 ≡ 0, 1 mod 4. Since d 6≡ 0 mod 4 (it is squarefree), it must be a2 ≡ 1 mod
4. Hence 2 - b implies a2 − db2 ≡ 1 − d ≡ 0 mod 4. So for d ≡ 2, 3 mod 4, we get a and b even,
hence OK = Z[

√
d].

On the other hand, if d ≡ 1 mod 4 then 1+
√
d

2 is integral, root of X2 − X − d−1
4 and if a, b are

odd we have a
2 + b

2

√
d = a−b

2 + b1+
√
d

2 ∈ Z
[
1+
√
d

2

]
.

Definition 3.1.10 Let A be a ring and R ⊆ A a subring. We say that A is integral over R if
every element x ∈ A is integral over R. More generally, if ϕ : R→ A is a ring homomorphism,
we say that A is integral over R if every element x ∈ A is integral over the subring ϕ(R).

Corollary 3.1.11 For an R-algebra A the following conditions are equivalent:

a) A is a finite R-algebra.

b) A is integral and of finite type over R.

Proof. a) =⇒ b) is obvious. For the converse, choose x1, . . . , xn generating A as an R-algebra
and apply corollary 3.1.4. �

Corollary 3.1.12 Let R ⊆ A ⊆ B be rings. If A is integral over R and B is integral over A then B is
integral over R.

Proof. Let x ∈ B and xn + an−1x
n−1 + · · · + a0 = 0 be an integral equation with ai ∈ A. Since

the ai are integral over R, the subring A′ = R[a0, . . . , an−1] is a finitely generated R-module.
Moreover A′[x] is a finitely generated A′-module. Therefore x ∈ A′[x] = R[a0, . . . , an−1, x] and
the latter is a finitely generated R-module, hence x is integral over R. �

Corollary 3.1.13 Let A be a ring, R ⊆ A a subring and ‹R the integral closure of R in A. Then ‹R is
integrally closed in A.

Proof. If x ∈ A is integral over ‹R it is integral over R and thus belongs to ‹R. �

Corollary 3.1.14 LetR be a domain andK = FracR. LetK ⊆ L andL ⊆M be finite field extensions,
A the integral closure of R in L and B the integral closure of A in M . Then B is the integral closure of
R in M .

Proof. If ‹R is the integral closure of R in M , then B ⊆ ‹R by corollary 3.1.12. On the other hand,
any x ∈ ‹R ⊆ M satisfies an integral equation with coefficients in R ⊆ A and is thus integral
over A. Hence x ∈ B and therefore ‹R ⊆ B. �

Proposition 3.1.15 Let A be a ring and R ⊆ A a subring. Assume A is integral over R.

a) Let I ⊂ A be an ideal and J = R ∩ I . Then A/I is integral over R/J .

b) Let S ⊂ R be a multiplicative set. Then S−1A is integral over S−1R.
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Proof. a) Let x ∈ A/I and x ∈ A a representative. Then xn+αn−1x
n−1 + · · ·+α0 = 0 for suitable

αi ∈ R and therefore xn + αn−1x
n−1 + · · ·+ α0 = 0.

b) Let xs ∈ S
−1A, with x ∈ A and s ∈ S. From an integral equation xn+αn−1x

n−1 + · · ·+α0 = 0

we deduce the equation
(x
s

)n + αn−1

s

(x
s

)n−1 + · · ·+ α0
sn = 0. �

Corollary 3.1.16 Let A be a ring, R ⊆ A a subring, ‹R the integral closure of R in A and S ⊂ R a
multiplicative set. Then S−1‹R is the integral closure of S−1R in S−1A.

Proof. Let xs ∈ S
−1A, with x ∈ A and s ∈ S. If it is integral over S−1R there is an equation

(3.1)
Å
x

s

ãn
+
αn−1
sn−1

Å
x

s

ãn−1
+ · · ·+ α0

s0
= 0

for some αi ∈ R and si ∈ S. Put t = s0 · · · sn−1 ∈ S. Multiplying (3.1) by (st)n we get an
integral equation (xt)n+βn−1(xt)

n−1 + · · ·+β0 = 0, for suitable βi ∈ R. Hence xt ∈ ‹R and thus
x
s = xt

st ∈ S
−1‹R. �

Corollary 3.1.17 Let R be a domain. The following conditions are equivalent.

a) R is integrally closed:

b) Rp is integrally closed for every prime ideal p;

c) Rm is integrally closed for every maximal ideal m.

Proof. Let K be the common fraction field of R, Rp and Rm. Then a) =⇒ b) follows from
corollary 3.1.16; b) =⇒ c) is trivial. For c) =⇒ a), let ‹R be the integral closure of R and denote
ϕ : R ↪→ ‹R the inclusion. Again corollary 3.1.16 implies that ϕm is an isomorphism for all
maximal ideals m, hence ϕ is an isomorphism. �

§ 2 Going Up and Going Down

Proposition 3.2.1 Let A be a domain integral over a subring R. Then A is a field if and only if R is a
field.

Proof. Suppose R is a field and 0 6= x ∈ A. Let xn + αn−1x
n−1 + · · · + α0 = 0 be an integral

equation. Since A is a domain, we may assume α0 6= 0. Then 1
x = −1

α0
(xn−1 + · · ·+ α1) ∈ A.

Suppose A is a field and 0 6= z ∈ R. Then 1
z ∈ A satisfies an integral equationÅ

1

z

ãn
+ βn−1

Å
1

z

ãn−1
+ · · ·+ β0 = 0 =⇒ 1

z
= −βn−1 − · · · − β0zn−1 ∈ R. �

Corollary 3.2.2 Let A be a ring integral over a subring R. Let q ⊂ A be a prime ideal and p = q ∩ R.
Then q is maximal if and only if p is maximal.
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Proof. By proposition 3.1.15.a, A/q is integral over R/p. �

Corollary 3.2.3 Let A be a ring integral over a subring R. Let q1 ⊆ q2 ⊂ A be prime ideals such that
q1 ∩R = q2 ∩R. Then q1 = q2.

Proof. Let p = q1 ∩R = q2 ∩R. We may replace R ⊆ A by Rp ⊆ Ap. Then p is maximal, so both
q1 and q2 are maximal. Since q1 ⊆ q2, they must be equal. �

Proposition 3.2.4 (Lying over) Let A be a ring integral over a subring R. Let p ⊂ R be a prime ideal.
Then there exists a prime ideal q ⊂ A such that p = q ∩R.

Proof. Again we may replace R ⊆ A by Rp ⊆ Ap. Pick any maximal ideal m ⊆ A, then m ∩ R is
maximal, hence m ∩R = p.

Corollary 3.2.5 Let A be a ring integral over a subring R and I ⊆ R an ideal. Then
√
I =
√
IA ∩R.

Proof. Clearly
√
I ⊆

√
IA ∩ R. An element x ∈

√
IA if and only if it belongs to every prime

q ⊂ A containing IA. For every prime p ⊂ R, proposition 3.2.4 provides a prime q such that
p = q ∩ R. If I ⊆ p then IA ⊆ pA ⊆ q. So if x ∈

√
IA ∩ R, then x ∈ q ∩ R = p for every such

p ⊇ I , hence x ∈
√
I . �

Proposition 3.2.4 can be interpreted geometrically: if ϕ : R ↪→ A is an injective homomor-
phism and A is integral over R then ϕ] : SpecA→ SpecR is surjective. Moreover:

Corollary 3.2.6 Suppose ϕ : R ↪→ A is an injective homomorphism and A integral is over R. Then
ϕ] : SpecA→ SpecR is a closed map.

Proof. Clearly, for every ideal I ⊆ A we have ϕ] (Z(I)) ⊆ Z
(
ϕ−1(I)

)
. Let us show that it is an

equality. If p ∈ Z
(
ϕ−1(I)

)
then p ⊇ ϕ−1(I). By proposition 3.1.15.a, ϕ : R/ϕ−1(I) ↪→ A/I is

an integral homomorphism. Proposition 3.2.4 ensures that there exists a prime q ⊂ A/I such
that ϕ−1(q) = p. Denoting by π : A → A/I the projection, we get q = π−1(q) ∈ Z(I) and by
construction ϕ](q) = ϕ−1(q) = p. �

Corollary 3.2.7 LetR be a domain, ϕ : R ↪→ A be an injective homomorphism makingA into a finitely
generated R-algebra. Then the image of ϕ] : SpecA → SpecR contains a non-empty open subset of
SpecR.

Proof. Choose a presentation π : R[X1, . . . , Xn]� A. Suppose one of the generators, say π(X1),
is not algebraic over R. Then we can factor ϕ as R ⊂ R[X1] ⊂ A. Repeating this, we may
assume that ϕ factors as R ⊆ R′ = R[X1, . . . , Xm] ⊆ A = R′[Xm+1, . . . , Xn]/I where, for all
m < i ≤ n the element xi = Xi mod I satisfies a polynomial equation

ai,diX
di
i + ai,di−1X

di−1
i + · · ·+ ai,0 = 0, 0 6= ai,di ∈ R

′.

Let f ∈ R be any non-zero coefficient of the polynomial
∏n
i=m+1 ai,di ∈ R′. Then imϕ] con-

tains the open subset SpecR − Z(f). Indeed, every prime p ⊂ R is the image of the ideal
p′ = p[X1, . . . , Xm] (the set of polynomials with coefficients in p), which is prime because
R[X1, . . . , Xm]/p[X1, . . . , Xm] ∼= (R/p)[X1, . . . , Xm] is a domain. If moreover f /∈ p, then∏n
i=m+1 ai,di /∈ p′, so Ap′ is integral over R′p′ . By proposition 3.2.4, there exists a prime q ⊂ A

lying over p′ and q ∩R = q ∩R′ ∩R = p′ ∩R = p. �
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Corollary 3.2.7 is a special case (and a crucial step in the proof) of theorem 6.1.37, to be
established later. Proposition 3.2.4 can be refined to arbitrary finite increasing chains of primes:

Theorem 3.2.8 (Going Up) Let A be a ring integral over a subring R. Let p1 ⊆ · · · ⊆ pn ⊂ R be
a chain of prime ideals, m ≤ n and q1 ⊆ · · · ⊆ qm ⊂ A a chain of primes such that pi = qi ∩ R for
1 ≤ i ≤ m. Then there exist primes qm ⊆ qm+1 ⊆ · · · ⊆ qn ⊂ A such that pi = qi ∩R for 1 ≤ i ≤ n.

Proof. We are easily reduced to the case n = m+1. We may replaceR andA by their localisation
at pm+1. We may then replace R by R/pm and A by A/qm, thereby reducing to the case m = 1,
n = 2, both rings are domains, p1 = 0 and q1 = 0. Apply now proposition 3.2.4 to find q2 ⊆ A
such that q2 = p2. �

Definition 3.2.9 We shall say that a ring homomorphism ϕ : R → A has the going down
property if for any two primes p1 ⊇ p2 in R and for every prime q1 ⊂ A such that ϕ−1(q1) = p1
there exists a prime q1 ⊇ q2 in A such that ϕ−1(q2) = p2.

Remark 3.2.10 As before, we may refine the going down property and consider a descending
chain p1 ⊇ · · · ⊇ pn of prime ideals in R and, for m ≤ n, a chain q1 ⊇ · · · ⊇ qm of primes in
A such that pi = ϕ−1(qi) for 1 ≤ i ≤ m. The requirement is then that there exist prime ideals
qm ⊇ qm+1 ⊇ · · · ⊇ qn in A such that pi = ϕ−1(qi) for 1 ≤ i ≤ n.
We leave it as an exercise to check that if ϕ : R → A satisfies the going down property in the
sense of definition 3.2.9, then it satisfies the stronger property just stated.

While apparently similar, the going up and going down properties are of a very different
nature, as becomes apparent from their geometric translations (corollary 3.2.6 above for going
up, propositions 3.2.13 below for going down). See also proposition 3.2.15 and remark 3.2.17.

Proposition 3.2.11 A homomorphism ϕ : R→ A has the going down property if and only if for every
prime p1 ⊂ R and q1 ⊂ A such that ϕ−1(q1) = p1, the induced map ϕ] : SpecAq1 → SpecRp1 is
surjective.

Proof. Follows directly from the bijections given by proposition 2.1.10. �

Corollary 3.2.12 A flat homomorphism ϕ : R→ A has the going down property.

Proof. The map ϕp1 : Rp1 → Aq1 is a flat local homomorphism. By lemma 2.2.8, is faithfully flat,
hence ϕ] : SpecAq1 → SpecRp1 is surjective by proposition 2.2.2. �

The following proposition is a direct translation of the going down property in geometric
terms. Recall the discussion in remark 1.1.79 on non-closed points in spectra.

Proposition 3.2.13 A homomorphism ϕ : R → A has the going down property if and only if the
induced map ϕ] : SpecA → SpecR satisfies the following property: for every p1 = ϕ](q1) and
p1 ∈ Z(p2) = {p2}, there exists q2 ∈ A with q1 ∈ Z(q2) such that p2 = ϕ](q2).

Even more explicitely: if p1 is the image of q1, for any irreducible subset Z(p2) ⊆ SpecR
containing p1 there exists an irreducible subset Z(q2) ⊆ SpecA such that ϕ] (Z(q2)) = Z(p2).
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Example 3.2.14 Let R = C[X,Y, Z]/(X3 − Y 2 +XY ) and A = C[T,Z]. Define ϕ : R ↪→ A by

ϕ(X) = T 2 − T ; ϕ(Y ) = T 3 − T 2; ϕ(Z) = Z.

Let p1 = (X,Y, Z), p2 = ϕ−1(T − Z) and q1 = (T − 1, Z). Put q1 = Z(q1) and y′1 = Z(T,Z − 1).
Then

(ϕ])−1 (Z(p2)) = {Z(T − Z), q1, y
′
1}.

In this set, (T − Z) is the only ideal mapping to p2, but q1 /∈ Z(T − Z).

ϕ#

p1

x1

q′1 q1

y1y′1

We give now a simple sufficient topological condition for the going down property to hold.
The proof we present forces us to introduce an (unnecessary) technical assumption in the state-
ment: we assume that the rings are noetherian (see definition 4.1.2). This class of rings, the most
widely used in algebraic geometry and number theory, will be studied in detail from the next
chapter. Notice that the map ϕ] in example 3.2.14 is not open: U = SpecA− [Z(T − Z) ∪ Z(T )]
is an open subset but ϕ](U) = [SpecR−Z(p2)] ∪ {p1} is not.

Proposition 3.2.15 Let ϕ : R→ A be morphism of noetherian rings such that ϕ] : SpecA→ SpecR
is open. Then ϕ has the going down property.

Proof. Let us first remark that if p2 ⊆ p1 then p2 belongs to every open neighborhood of p1 in
SpecR. Indeed, such neighborhoods are of the form U = SpecR − Z(I) for some ideal I ⊂ R
and p1 ∈ U means I * p1. This forces I * p2, hence p2 ∈ U .
If im (ϕ]) is open and contains p1, it is an open neighborhood of it and as such p2 ∈ im (ϕ]):
there exists some q2 ∈ SpecA such that p2 = ϕ−1(q2). We need to show that at least one such
prime q2 is contained in q1.
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Since we are only interested in primes above p2, we may assume p2 = 0 (replace R by R/p2
and A by A/ϕ(p2)A; the induced map SpecA/ϕ(p2)A) = Z (ϕ(p2)A) → SpecR/p2 = Z(p2) is
just the restriction of ϕ], hence still open; we shall see in corollary 4.1.13 that the rings remain
noetherian).
Let us consider the minimal prime ideals in A (i.e. prime ideals minimal with respect to inclu-
sion). A simple application of Zorn’s lemma shows that every prime ideal contains a minimal
prime (see corollary 6.1.10). Therefore, every non-empty open set U ⊆ SpecA contains some
minimal prime. Since ϕ](U) is open, it contains 0, hence some prime q ∈ U maps to 0. If n ⊆ q
is a minimal prime, then 0 ∈ ϕ−1(n) ⊆ ϕ−1(q) = 0. Hence, for every open subset in U ⊆ SpecA,
some of the minimal primes in U map to 0.
We now use the assumption that A is noetherian: it implies that the set of minimal primes in A
is finite (we shall prove this in corollary 6.1.11). Let n1, . . . , nr be these minimal primes. The set
Ui = SpecA−⋃j 6=iZ(nj) is open, therefore ϕ](ni) = 0, since ni is the only minimal prime in Ui.
Thus every minimal prime maps to 0.
Therefore any prime q1 ⊂ A mapping to p1 contains a minimal prime mapping to 0. �

Remark 3.2.16 The result holds without the noetherian assumption, but the proof requires
more techniques. If A is a domain, one argues as follows: write Aq1 =

⋃
f /∈q1

Af ⊂ FracA.
Then SpecAq1 =

⋂
f /∈q1

SpecAf . Since SpecAf ⊆ SpecA is open, SpecRp1 ⊆ ϕ](SpecAf ) for all
f /∈ q1, hence SpecRp1 ⊆

⋂
f ϕ

] (SpecAf ) = ϕ](SpecAq1). For a general ring A, the same proof
will work by replacing the union of the Af with their direct limit, a notion which we will not
cover in this course (somehow dual to that of inverse limit discussed in § 3.6).

Remark 3.2.17 LetR be noetherian andA a finitely generatedR-algebra (henceA is noetherian
too, corollary 4.1.19). In corollary 6.1.38 we will show that if ϕ : R → A has the going down
property, then ϕ] : SpecA→ SpecR is open. Hence, for noetherian rings,

flat =⇒ going down ⇐⇒ open.

A direct proof of flat =⇒ open can be found in [10], theorem I.2.12.

The ring R in example 3.2.14 is not integrally closed. A domain integral over an integrally
closed domain has the going down property, as we shall see in theorem 3.2.21 below. We need
some preliminary results.

Definition 3.2.18 Let A be a ring, R ⊆ A a subring and I ⊆ R an ideal. We say that x ∈ A is
integral over I if there exists a monic polynomial f(X) = Xn + αn−1X

n−1 + · · · + α0 ∈ R[X]
with αi ∈ I such that f(x) = 0. Let Ĩ = {x ∈ A |x is integral over I} be the integral closure of I
in A.

Lemma 3.2.19 Ĩ =
√
I‹R. In particular, Ĩ is an ideal in ‹R.

Proof. If x ∈ Ĩ , then xn + αn−1x
n−1 + · · · + α0 = 0, with αi ∈ I . Therefore x ∈ ‹R and xn =

−(αn−1x
n−1 + · · · + α0) ∈ I‹R, hence x ∈

√
I‹R. Conversely, if xn ∈ I‹R, write xn =

∑m
i=1 βixi

with βi ∈ I and xi ∈ ‹R. The R-module M = R[x1, . . . , xm] is finitely generated and the
multiplication by xn map µxn : M → M has image in IM . By the Cayley-Hamilton theorem
(and remark 1.2.33), we conclude that xn is integral over I , hence x is integral over I . �
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Lemma 3.2.20 Let A be a domain, integral over an integrally closed subdomain R and K = FracR.
Let x ∈ A be integral over an ideal I ⊆ R. Then if g(X) = Xn + βn−1X

n−1 + · · ·+ β0 ∈ K[X] is the
minimal polynomial of x, the coefficients βi belong to

√
I .

Proof. Let L be a splitting field of g, denote x1 = x, . . . , xr the roots of g in L. For any xj , fix aK-
linear automorphism σj : L → L such that xj = σj(x). By assumption, x satisfies an equation
xm + αm−1x

m−1 + · · · + α0 = 0, with αi ∈ I . Applying σj , we see that xj satisfies the same
equation and is thus integral over I . The coefficients βi are polynomials in x1, . . . , xr, hence
also integral over I . Since they belong to K and are integral over I ⊆ R and R is integrally
closed, we conclude βi ∈ Ĩ ∩R =

√
I‹R ∩R =

√
I , the last equality being corollary 3.2.5. �

Theorem 3.2.21 (Going Down) Let A be a domain, integral over an integrally closed subdomain R.
Then R ↪→ A has the going down property.

Proof. Let p1 ⊇ p2 in R and q1 ⊂ A a prime such that q1 ∩ R = p1. We may replace R by
Rp1 and A by Ap1 . By lemma 2.1.14, it suffices to show that p2Aq1 ∩ R = p2. The inclusion
p2 ⊆ p2Aq1 ∩R being obvious, let x ∈ p2Aq1 ∩R, written as x = z

s , with z ∈ p2A and s ∈ A− q1.
Then z ∈ p2A ⊆

√
p2A, so by lemma 3.2.19, it is integral over p2. By lemma 3.2.20, its minimal

polynomial g(Z) = Zn + βn−1Z
n−1 + · · · + β0 ∈ K[Z] has coeffficients βi ∈

√
p2 = p2. On the

other hand, x ∈ R, so x−1 ∈ K, hence the minimal polynomial h(S) = Sn+ βn−1

x Sn−1 + · · ·+ β0

xn

for s = z
x over K is obtained dividing g by xn. But s ∈ A − q1, so it is integral over R:

applying lemma 3.2.20 to I = R we get that αj =
βj
xn−j

∈ R for j = 0, . . . , n − 1. Therefore,
xn−jαj = βj ∈ p2. If x /∈ p2, then αj ∈ p2 and then sn = −αn−1sn−1 − · · · − α0 ∈ p2A ⊆ q1,
contadicting s ∈ A− q1. Therfore, any x ∈ p2Aq1 ∩R belongs to p2. �

§ 3 Norm, trace, discriminant

Let R be a ring and F a free R-module of finite rank. Define the characteristic polynomial,
trace and determinant of an endomorphism F → F as in linear algebra. If A is an R-algebra,
which is free of finite rank as anR-module, for any x ∈ A, the multiplication by x is anR-linear
endomorphism µx : A→ A.

Definition 3.3.1 Let A be an R-algebra, which is free of finite rank as an R-module and x ∈ A.
The trace of x is TrA/R(x) = Tr(µx). The norm of x is NA/R(x) = det(µx).

The following result lists well-known properties from linear algebra.

Proposition 3.3.2 Let A be an R-algebra, which is free of rank n as an R-module. For any x, y ∈ A
and α, β ∈ R,

TrA/R(αx+ βy) = αTrA/R(x) + β TrA/R(y);

NA/R(xy) = NA/R(x)NA/R(y); NA/R(αx) = αnNA/R(x).
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Proposition 3.3.3 Let A be an R-algebra, free of finite rank as an R-module and B an A-algebra, free
of finite rank as an A-module. Then B is a free R-module and for any x ∈ B,

TrB/R(x) = TrA/R(TrB/A(x)).

Proof. For any R-basis A = {a1, . . . , an} of A and A-basis B = {b1, . . . , bm} of B we have the
R-basis C = {aibj | 1 ≤ i ≤ n; 1 ≤ j ≤ m} for B. Denote (βi,j(x)) ∈ Mm(A) be the matrix of µx
in B i.e. xbj =

∑m
i=1 βi,j(x)bi. Moreover, for y ∈ A, let (αp,q(y)) ∈ Mn(R) be the matrix of µy in

A, i.e. yaq =
∑n
p=1 αp,q(y)ap. Then, applying linearity of the trace,

(3.2) TrA/R
Ä
TrB/A(x)

ä
=

m∑
j=1

TrA/R (βj,j(x)) =
n∑
i=1

m∑
j=1

αi,i (βj,j(x)) .

On the other hand

µx(aibj) = xaibj =
m∑
q=1

[aiβq,j(x)] bq =
n∑
p=1

m∑
q=1

αp,i (βq,j(x)) apbq

so the matrix of µx in the basis C is (αp,i (βq,j(x)))1≤i,p≤n; 1≤j,q≤m and its trace coincides with
the result of (3.2). �

Example 3.3.4 Let K ⊆ L be a finite field extension and x ∈ L. Let f(X) ∈ K[X] be the
minimal polynomial of x over K and x1 = x, . . . , xn the (possibly repeated) roots of f in a
splitting field. Then TrK[x]/K(x) = x1 + · · ·+ xn and NK[x]/K(x) = x1 · · ·xn. Indeed, the matrix
Mx of µx in the basis {1, x, . . . , xn−1} of K[x] is just the companion matrix of f(X). It follows
from proposition 3.3.3 that TrL/K(x) = [L : K[x]] · TrK[x]/K(x). We can say more: if y1, . . . , ym
is a K[x]-basis of L, then the matrix of µx : L→ L in the basis {xiyj | 0 ≤ i ≤ n− 1; 1 ≤ j ≤ m}
is block diagonal, with blocks all equal to Mx. Hence the characteristic polynomial of µx on L
is the m = [L : K[x]]-th power of f(X). In particular, NL/K(x) = NK[x]/K(x)[L:K[x]].

The trace defines a bilinear symmetric form

A×A −→ R
(x, y) 7−→ TrA/R(xy)

Definition 3.3.5 If {x1, . . . , xn} is a basis for the free R-module A, its discriminant is

∆A/R(x1, . . . , xn) = det
Ä
TrA/R(xixj)

ä
.

If {y1, . . . , yn} is another basis, let yj =
∑n
i=1 ai,jxi and U = (ai,j) be the change of basis matrix.

Then
Ä
TrA/R(ypyq)

ä
= U

Ä
TrA/R(xixj)

ä
U t, hence

(3.3) ∆A/R(y1, . . . , yn) = (detU)2∆A/R(x1, . . . , xn).

Since U ∈ GLn(R), the two differ by a unit. If A is a free R-module, we can thus define the
discriminant ideal as the principal ideal dA/R ⊆ R generated by the discriminant of any basis.

We shall be mostly concerned with the following situation. R is an integrally closed domain
with fraction field K. We consider a finite field extension K ⊆ L and a subring A ⊂ L, integral
over R and such that L = FracA. If x ∈ A, let f(X) = Xn+αn−1X

n−1 + · · ·+α0 ∈ K[X] be the
the minimal polynomial of x. By example 3.3.4, TrK[x]/K(x) = αn−1, so by lemma 3.2.20 (with
I = R) we get TrK[x]/K(x) ∈ R. Hence TrL/K(x) = [L : K[x]] TrK[x]/K(x) ∈ R for every x ∈ A.
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Definition 3.3.6 Let R be an integrally closed domain, K its fraction field, L a finite field ex-
tension of K and A ⊂ L a subring, integral over R. Assume furthermore that A contains a
K-basis for L. The discriminant ideal is the ideal dA/R ⊆ R generated by the discriminants
∆L/K(x1, . . . , xn) of all the K-bases {x1, . . . , xn} of L contained in A.

If A is a free R-module, this definition coincides with the one given above, in view of formula
(3.3), but in general it won’t be a principal ideal. It can be computed by localisation.

Lemma 3.3.7 Let S ⊂ R be a multiplicative subset. Then dS−1A/S−1R = S−1dA/R.

Proof. Since A ⊆ S−1A, any K-basis of L contained in A is in S−1A, hence dA/R ⊆ dS−1A/S−1R

so S−1dA/R ⊆ dS−1A/S−1R. If x1, . . . , xn ∈ S−1A are a K-basis for L then, for a suitable s ∈
S we have that sx1, . . . , sxn ∈ A, hence ∆L/K(sx1, . . . , sxn) = s2n∆L/K(x1, . . . , xn) ∈ dA/R.
Therefore dS−1A/S−1R ⊆ S−1dA/R. �

As usual, the bilinear form allows us to define K-linear (respectively R-linear) maps

L −→ HomK(L,K)

x 7−→
î
y 7→ TrL/K(xy)

ó ;
A −→ HomR(A,R)

x 7−→
î
y 7→ TrL/K(xy)

ó .
Definition 3.3.8 LetR be an integrally closed domain, K its fraction field, L a finite field exten-
sion ofK andA ⊂ L a subring, integral overR and containing aK-basis for L. The codifferent

D−1A/R = {x ∈ L |TrL/K(xy) ∈ R ∀ y ∈ A}

is the largest sub-A-module M ⊆ L such that TrL/K(M) ⊆ R. Notice that A ⊆ D−1A/R.

Also the codifferent can be computed by localisation.

Lemma 3.3.9 Let S ⊂ R be a multiplicative subset. Then S−1D−1A/R ⊆ D−1S−1A/S−1R and equality
holds if A is finitely generated as an R-module.

Proof. By definition, if x ∈ D−1A/R then TrL/K(xy) ∈ R for all y ∈ A. Then, for s, t ∈ S, we have
TrL/K(xs

y
t ) = 1

stTrL/K(xy) ∈ S−1R. Thus S−1D−1A/R ⊆ D−1S−1A/S−1R. For the reverse inclusion,
let y1, . . . , yr be generators for A. If x ∈ D−1S−1A/S−1R, select s ∈ S such that sTrL/K(xyi) ∈ R
for all i = 1, . . . , r. Then for all y = α1y1 + · · · + αryr ∈ A, with αi ∈ R, we get TrL/K(sxy) =∑r
i=1 αisTrL/K(xyi) ∈ R, hence sx ∈ D−1A/R and therefore x ∈ S−1D−1A/R. �

Proposition 3.3.10 Let R be an integrally closed domain, K its fraction field, f(X) ∈ R[X] a monic
separable polynomial, L = K[X]/ (f(X)) and A = R[X]/ (f(X)). Let x ∈ A be the class of X . Then
the pairing TrL/K : L× L→ K is non-degenerate and D−1A/R is the free A-module generated by 1

f ′(x) .

Proof. Under these assumption, A is a freeR-module with basis 1, x, . . . , xn−1, where n = deg f .
Put ri,j = TrL/K

(
xixj

f ′(x)

)
, for i, j ∈ {0, . . . , n − 1}. Lemma 3.3.12 below shows that ri,j = 0 for

0 ≤ i+ j ≤ n− 2 and ri,j = 1 for i+ j = n− 1. Moreover, for i+ j ≥ n we have,

ri,j = TrL/K

Ç
xn · x

i+j−n

f ′(x)

å
= TrL/K

(
n−1∑
k=0

βk
xk

f ′(x)

)
=

n−1∑
k=0

βkTrL/K

Ç
xk

f ′(x)

å
∈ R
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for suitable β0, . . . , βn−1 ∈ R. Therefore the matrix (ri,j) =
(
TrL/K

(
xixj

f ′(x)

))
is in GLn(R) and

det

Ç
TrL/K

Ç
xixj

f ′(x)

åå
= det

à
0 . . . 0 1
0 . . . 1 ∗
... . .. . ..

...
1 ∗ . . . ∗

í
= (−1)

n(n−1)
2 .

Therefore the basis (1, x, . . . , xn−1) admits
(

1
f ′(x) , . . . ,

xn−1

f ′(x)

)
(ri,j)

−1 = (y1, . . . , yn) ∈ Ln as dual
basis with respect to the pairing TrL/K : L× L→ K, which is thus non-degenerate. By defini-
tion, z =

∑n
i=1 αiyi ∈ L is in D−1A/R if and only if TrL/K(zxi) = αi ∈ R for i = 0, . . . , n1. Since

(ri,j) ∈ GLn(R), the R-submodules generated by y1, . . . , yn and 1
f ′(x) , . . . ,

xn−1

f ′(x) coincide. �

Corollary 3.3.11 ∆L/K(1, x, . . . , xn−1) = (−1)
n(n−1)

2 NL/K (f ′(x)).

Proof. Let M ∈ GLn(K) be the matrix of the multiplication by f ′(x), in the basis 1, x, . . . , xn−1.
By linearity of the trace, we have

(
TrL/K

(
xixj

f ′(x)

))
=
Ä
TrL/K

(
xixj

)ä
M−1. Thus

∆(1, x, . . . , xn−1) = det
Ä
TrL/K

Ä
xixj

ää
= det

Ç
TrL/K

Ç
xixj

f ′(x)

åå
det(M)

= (−1)
n(n−1)

2 NL/K

(
f ′(x)

)
. �

Lemma 3.3.12 (Euler) TrL/K
(

xi

f ′(x)

)
= 0 for 0 ≤ i ≤ n− 2 and TrL/K

(
xn−1

f ′(x)

)
= 1.

Proof. Let x1 = x, x2, . . . , xn the roots of f in its splitting field. Decompose the rational fraction
1

f(X) into simple elements, substitute Y = 1
X and expand the geometric series:

1

f(X)
=

n∑
j=1

1

f ′(xj)(X − xj)

=
n∑
j=1

Y

f ′(xj)

1

(1− xjY )

=
n∑
j=1

Y

f ′(xj)
(1 + xjY + x2jY

2 + · · ·+ xn−1j Y n−1 + . . . )

=

Ñ
n∑
j=1

1

f ′(xj)

é
Y +

Ñ
n∑
j=1

xj
f ′(xj)

é
Y 2 + · · ·+

Ñ
n∑
j=1

xn−1j

f ′(xj)

é
Y n + . . .

= TrL/K

Ç
1

f ′(x)

å
Y + TrL/K

Ç
x

f ′(x)

å
Y 2 + · · ·+ TrL/K

Ç
xn−1

f ′(x)

å
Y n + . . .

(3.4)

the last equality follows from example 3.3.4. On the other hand, if f(X) = a0 +a1X + · · ·+Xn,
we can expand directly

(3.5)
1

f(X)
=

1

a0 + a1
1
Y + · · ·+ 1

Y n
=

Y n

1 + · · ·+ a1Y n−1 + a0Y n
= Y n

(
1 +

∞∑
h=1

chY
h

)
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for suitable ci ∈ R. The identities in the statement now follow by comparing the coefficients of
Y, Y 2, . . . , Y n in (3.4) and (3.5). �

Theorem 3.3.13 Let K ⊆ L be a finite field extension. The following are equivalent:

a) L/K is separable;

b) TrL/K : L× L→ K is a non-degenerate bilinear form.

Proof. If L/K is separable, we can invoke Abel’s theorem to apply proposition 3.3.10 to con-
clude that the trace pairing is non-degenerate.
On the contrary, if L/K is not separable, one can find an intermediate extension K ⊆ F ⊆ L
such that

i) [L : F ] = pm for some m ≥ 1, where p = charK;

ii) xp ∈ F for all x ∈ L.

Let us show that TrL/K(xy) = 0 for all y ∈ L and all x ∈ L but x /∈ F . There are two cases. If
xy /∈ F , since a = (xy)p ∈ F , the minimal polynomial of xy over F is T p − a. The characteristic
polynomial of the multiplication map µxy : L → L is (T p − a)p

m−1

. Hence TrL/F (xy) = 0. On
the other hand, if xy ∈ F , we get TrL/F (xy) = xyTrL/F (1) = xypm = 0.
Either way, TrL/F (xy) = 0 and by transitivity of the trace (proposition 3.3.3) we conclude that
TrL/K(xy) = TrF/K(TrL/F (xy)) = TrF/K(0) = 0. �

Corollary 3.3.14 Let R be an integrally closed domain, K its fraction field, K ⊆ L a finite separable
extension, A the integral closure of R in L. Then A is a submodule of a free R-module of rank [L : K].

Proof. Let {x1, . . . , xn} be a basis for L/K. Each xi is algebraic. If anxni + · · ·+a1xi+a0 = 0 with
aj ∈ K, an 6= 0, then multiplying by a common denominator of the aj we may assume aj ∈ R.
Multiplying by an−1n we get an integral equation (anxi)

n + · · ·+ an−2n a1(anxi) + an−1n a0 = 0 for
anxi.
Therefore, there exists a basis {y1, . . . , yn} be a basis for L/K with yi ∈ A. Let {y∗1, . . . , y∗n} be
the dual basis with respect to the trace form. For x ∈ A, let x =

∑n
j=1 αjy

∗
j , with αj ∈ K. Then

TrL/K(xyi) =
n∑
j=1

αjTrL/K(yiy
∗
j ) = αi.

Since xyi ∈ A we conclude that αi = TrL/K(xyi) ∈ R. Hence A ⊆ Ry∗1 ⊕ · · · ⊕Ry∗n. �

Corollary 3.3.15 Let R be an PID, K its fraction field, L a finite separable extension of K and A the
integral closure of R in L. Then A is a free R-module of finite rank [L : K].

Proof. As a submodule of a free R-module, A is torsion-free. Since A is a finitely generated, the
claim follows from the elementary divisors theorem. �

§ 4 Valuation rings

In this section, K is a field and R ⊂ K is a subring.
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Definition 3.4.1 R ⊂ K is a valuation ring if for every x ∈ K× either x ∈ R or x−1 ∈ R. As a
consequence, K is the fraction field of R.

Example 3.4.2 For any prime number p, the ring Z(p) is a valuation ring: let a
b ∈ Q

× with
(a, b) = 1. If p|b (i.e. ab /∈ Z(p)), then p - a, thus b

a ∈ Z(p).

Example 3.4.3 If k is a field, the ring k[X](X) is a valuation ring: let fg ∈ k(X)× with (f, g) = 1.
If X|g (i.e. fg /∈ k[X](X)), then X - f , hence g

f ∈ k[X](X).

Proposition 3.4.4 Any valuation ring is a local ring, with maximal ideal m = {x ∈ R |x−1 /∈ R}.

Proof. The set m is closed under multiplication: for any x ∈ m and y ∈ R, if xy /∈ m ⊂ R, then
(xy)−1 ∈ R, therefore x−1 = (xy)−1y ∈ R, which is a contradiction.
It is also closed under addition: if x, z ∈ m−{0} then either xz−1 ∈ R or x−1z ∈ R. Say the first
inclusion occurs, then x+ z = (xz−1 + 1)z ∈ m.
Finally, if u ∈ R but u /∈ m then u−1 ∈ R. Hence R× = R−m, thus R is a local ring. �

Example 3.4.5 The ring k[X,Y ](X,Y ) is local but not a valuation ring: both X
Y ,

Y
X /∈ k[X,Y ](X,Y ).

Proposition 3.4.6 Any valuation ring is integrally closed.

Proof. Let x ∈ K be integral over R, say xn + an−1x
n−1 + · · · + a0 = 0, with ai ∈ R. If x /∈ R,

then x−1 ∈ R, hence x1−n ∈ R, therefore

x = x1−nxn = −x1−n(an−1x
n−1 + · · ·+ a0) = −an−1 − · · · − a0x1−n ∈ R

which is a contradiction. �

Valuation rings are intimately related to the integral closure of domains, as we shall see in
theorem 3.4.9 below. We need a preliminary result.

Proposition 3.4.7 Let K be a field and Σ the set of all subdomains A ⊂ K which are local, with
maximal ideal mA 6= 0. Order Σ by (A,mA) ≤ (B,mB) if A ⊆ B and mA = A ∩mB .

a) If Σ is non-empty, it contains maximal elements.

b) For any subring R ⊂ K, R not a field, there exists a maximal element A ∈ Σ such that R ⊆ A.

c) The maximal elements in Σ are the non-trivial valuation rings with fraction field K.

Proof. If {(An,mAn)}n is a chain in Σ then A =
⋃
nAn is a subdomain in K, local with maximal

ideal mA =
⋃
nmAn . Hence Σ satisfies the assumptions of Zorn’s lemma and has thus maximal

elements. The same holds for the subset ΣR ⊆ Σ consisting of the A containing R. Notice that
ΣR 6= ∅: it contains (Rp, pRp) for any prime p ⊂ R.
LetA be a valuation ring with fraction fieldK. As a local ring, it is belongs to Σ. Let (B,mB) be
a local subdomain in K containing A; if B properly contains A, for any b ∈ B, b /∈ A we have
b−1 ∈ A. Moreover b−1 /∈ A× (otherwise b ∈ A× ⊂ A), so b−1 ∈ mA ⊆ mB . This means that mB

contains a unit, a contradiction. Valuation rings are thus maximal in Σ.
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Conversely, let (A,mA) be a maximal element in Σ. Fix 0 6= y ∈ K and consider the subrings
A[y] and A[y−1] of K. We shall prove that if both y /∈ A and y−1 /∈ A then either A[y] or A[y−1]
belongs to Σ, contradicting maximality. So either y ∈ A or y−1 ∈ A, hence A is a valuation ring.
Let us thus assume that both y and y−1 do not belong to A. We first check that either mAA[y] or
mAA[y−1] is a proper ideal. Otherwise, we would have

(3.6) 1 = a0 + a1y + · · ·+ any
n, a0, . . . , an ∈ mA;

(3.7) 1 = b0 + b1y
−1 + · · ·+ bmy

−m, b0, . . . , bm ∈ mA.

Since mA 6= A, m,n ≥ 1. Choose m,n minimal. By symmetry, we may assume n ≥ m. From
(3.7) we get (1− b0)ym = b1y

m−1 + · · ·+ bm. Multiplying (3.6) by 1− b0 and substituting gives

1− b0 = a0(1− b0) + · · ·+ an−1(1− b0)yn−1 + an[b1y
m−1 + · · ·+ bm]yn−m

which is an equation like (3.6) but of degree strictly smaller than n, contradicting minimality.
So either mAA[y] or mAA[y−1] is a proper ideal. Say mAA[y] ( A[y] and pick a maximal ideal n
in A[y] containing mAA[y]. Notice that n∩A ⊇ mA and the latter is maximal, hence n∩A = mA.
Then (A[y]n, n) ∈ Σ with (A,mA) ≤ (A[y], n) and A[y] properly containing A, contradicting the
maximality of A. �

Example 3.4.8 The prime field Fp contains no local subrings.

Theorem 3.4.9 Let K be a field, R ⊂ K a subdomain which is not a field. The integral closure of R in
K is the intersection of all the valuation rings of K containing R.

Proof. Let ‹R be the integral closure of R in K. If R ⊆ A ⊂ K is a valuation ring, any x ∈ K
integral over R is integral over A, hence x ∈ A because A is integrally closed. Thus ‹R is
contained in every valuation ring.
On the other hand, for y ∈ K, y /∈ ‹R we shall construct a valuation ring A of K with y /∈ A.
ConsiderR[y−1]. The ideal y−1R[y−1] ⊆ R[y−1] is proper, otherwise 1 = a1y

−1 + · · ·+any
−n for

suitable ai ∈ R and, multiplying by yn, we would get yn = a1y
n−1 + a2y

n−2 + · · · + an, which
implies y integral over R. Take any prime ideal y−1R[y−1] ⊆ p ⊂ R[y−1]. By proposition 3.4.7
there exists a valuation ring (A,mA) in K with A ⊇ R[y−1]p such that pR[y−1]p = mA ∩R[y−1]p.
In particular, y−1 ∈ p ⊆ mA, so y /∈ A. �

Another useful consequence of proposition 3.4.7 is the following existence theorem for ex-
tensions of valuation rings.

Theorem 3.4.10 Let R be a valuation ring, K its fraction field and L a finite extension of K. There
exists a valuation ring A ⊆ L such that R ⊆ A.

Proof. The statement is obvious if R = K. The non-trivial case follows immediately from
proposition 3.4.7.b applied to R ⊂ L. �

Remark 3.4.11 Let R be a valuation ring and L a finite extension of K = FracR. By theo-
rem 3.4.9, the integral closure ‹R of R in L is contained in any valuation ring R ⊆ A ⊆ L. In
general ‹R has more than one maximal ideal, so can’t be a valuation ring itself. We shall see in
theorem 3.6.11 that ‹R is a valuation ring if R is complete.
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Definition 3.4.12 For any valuation ring R, denote Γ = K×/R×. The projection v : K× � Γ
is called a valuation. The abelian group Γ = K×/R× is ordered by the relation v(x) ≥ v(y) if
xy−1 ∈ R. Notice that R = {x ∈ K× | v(x) ≥ v(1) = 0} ∪ {0}. We extend v to 0 by setting
v(0) = +∞.

Proposition 3.4.13 The valuation map v : K× → Γ satisfies

(3.8) v(x+ y) ≥ min{v(x), v(y)} ∀ x, y ∈ K∗;

(3.9) v(x+ y) = min{v(x), v(y)} if v(x) 6= v(y).

Proof. Say v(x) ≥ v(y) (i.e. xy−1 ∈ R). Then (x+ y)y−1 = xy−1 + 1 ∈ R, which is equivalent to
v(x+ y) ≥ v(y). This proves (3.8).
The inequality v(x) > v(y) holds if and only if xy−1 ∈ m (since x−1y /∈ R). In this case,
(x+y)y−1 ∈ 1 +m, so (x+y)−1y ∈ R, hence v(y) ≥ v(x+y). Together with (3.8) we get (3.9). �

Remark 3.4.14 If Γ is an ordered abelian group, K a field and v : K× → Γ a group homomor-
phism satisfying (3.8), it is a simple exercise to check that R = {x ∈ K× | v(x) ≥ 0} ∪ {0} is a
valuation ring.

Example 3.4.15 Any field K is a valuation ring with the trivial valuation v : K× → {0}. Notice
that R = K and m = {0}.

Example 3.4.16 Let p be prime number. Any nonzero integer a ∈ Z can be written uniquely as
a = upvp(a), with (u, p) = 1. For any a

b ∈ Q
×, set vp(ab ) = vp(a) − vp(b). Obviously vp(x) ≥ 0 if

and only if x ∈ Z(p). The map vp : Q× → Q×/Z×(p) ' Z is called the p-adic valuation on Q.

Example 3.4.17 Let k be a field. Any nonzero polynomial f ∈ k[X] can be written uniquely as
f = XvX(f)h, with vX(f) ∈ N and (h,X) = 1. For any f

g ∈ k(X)×, set vX(fg ) = vX(f)− vX(g).
Also in this case, for the valuation group we have k(X)×/k[X]×(X) ' Z.
In the same vein, any nonzero Laurent series f =

∑∞
i=n aiX

i ∈ k((X)), with an 6= 0, setting
vX(f) = n ∈ Z defines a valuation and k((X))×/k[[X]]× ' Z.

Definition 3.4.18 Valuation rings with valuation group isomorphic to Z are called discrete.

The algebraic properties of discrete valuation rings will be investigated in detail in § 5.1.
For these, we’ll get a much simpler proof of the existence theorem 3.4.10.

§ 5 Absolute values

Valuations can also be used to introduce very useful analytic tools. The starting point is to
notice that a real-valued valuation on a field induces a metric (example 3.5.4 below). Let us
begin with a more general definition:

Definition 3.5.1 An absolute value on a field K is a map | | : K −→ R satisfying:
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a) |x| ≥ 0 for all x ∈ K and |x| = 0 if and only if x = 0;

b) |xy| = |x||y| for all x, y ∈ K;

c) |x+ y| ≤ |x|+ |y| for all x, y ∈ K (triangle inequality).

We say that | | is non-archimedean if the following stronger condition holds:

c’) |x+ y| ≤ max{|x|, |y|} for all x, y ∈ K.

If (K, | |) and (K ′, | |′) are fields with an absolute value, an embedding ϕ : K → K ′ is an
isometric embedding if |x| = |ϕ(x)|′ for all x ∈ K.

Remark 3.5.2 If | | is non-archimedean and |x| 6= |y|, then |x + y| = max{|x|, |y|}. Indeed,
suppose |x| < |y|. On the one hand |x+ y| ≤ max{|x|, |y|} = |y|. On the other

|y| = |x+ y − x| ≤ max{|x+ y|, |x|} = |x+ y|

(if max{|x+ y|, |y|} = |x|, we would get |y| ≤ |x|, a contradiction).

Example 3.5.3 The usual modulus

|x| =
{
x x ≥ 0

−x x ≤ 0

is an absolute value on Q and R. We shall denote it | |∞. The complex modulus |z| =
√
zz is an

absolute value on C.

Example 3.5.4 Let v : K× → Γ be a valuation with values in a subgroup Γ ⊆ R (e.g. a discrete
valuation). Choose a real number 0 < c < 1 and put |x|v = cv(x) for x 6= 0 and |0|v = 0. Then
| |v is a non-archimedean absolute value on K: axioms a) and b) follow because v : K× → Γ is
a group homomorphism and the triangle inequality follows from proposition 3.4.13: if v(y) ≤
v(x) then

|x+ y|v = cv(x+y) ≤ cv(y) = |y|v = max{|x|v, |y|v}.

For example, any field can be given the trivial absolute value, defined by |0| = 0 and |x| = 1
for x 6= 0. It is attached to the trivial valuation of example 3.4.15.
More interesting is the p-adic absolute value on Q, attached to the p-adic valuation, given by
|0|p = 0 and |x|p = p−vp(x) for x 6= 0 (i.e. we have chosen c = 1

p ).

We have used here a lax notation: the absolute value attached to the valuation v also de-
pends on the choice of the constant c, so we should rather write | |c,v. Changing the constant
will raise the absolute value to an exponent:

|x|b,v = bv(x) = c
v(x)
logb c = |x|

1
logb c
c,v .

The absolute values | |c,v and | |b,v are thus equivalent in the sense of the next definition.

Definition 3.5.5 Two absolute values | |1 and | |2 on a field K are equivalent if there exists a
real number α > 0 such that |x|2 = |x|α1 for all x ∈ K.
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It is trivial to check that this notion defines an equivalence relation on the set of all possible
absolute values on K. In the literature, an equivalence class of absolute values on a field is
called a place, and sometimes also a valuation. The latter term is justified by the following

Proposition 3.5.6 Let | | be a non-trivial non-archimedean absolute value on a field K. Then

R = {x ∈ K | |x| ≤ 1}

is a valuation ring with maximal ideal m = {x ∈ K | |x| < 1} and unitsR× = {x ∈ K | |x| = 1}. Two
equivalent non-archimedean absolute values on K define the same ring.

Proof. It follows immediately from the axioms in definition 3.5.1 thatR is closed under addition
and multiplication. Notice that |1| = |1|2, hence |1| = 1, since | | is nontrivial (if |1| = 0 then
|x| = |1||x| = 0 for all x ∈ K). Therefore 1 ∈ R. This also implies that | − 1|2 = 1, thus | − 1| = 1
and then |−x| = |x| for all x ∈ K, which implies thatR is an abelian group and thus a ring. For
x ∈ K×, from |xx−1| = |1| = 1 it follows that |x−1| = |x|−1, so R is a valuation ring: if |x| > 1,
then |x−1| < 1. The statement on equivalent absolute values is also obvious. �

Example 3.5.7 Let k be a field, | | the absolute value on k((X)) induced by the valuation vX of
example 3.4.17. Then k[[X]] = {f ∈ k((X)) | |f | ≤ 1} and Xk[[X]] = {f ∈ k((X)) | |f | < 1}.

There is a simple test to check whether an absolute value on a field K is archimedean or
not. Recall from example 1.1.15 that there is a canonical ring homomorphism ϕ : Z→ K given
by ϕ(n) = n · 1.

Lemma 3.5.8 An absolute value | | on a field K is non-archimedean if and only if {|ϕ(n)|}n∈Z ⊂ R is
a bounded set.

Proof. If | | is non-archimedean, it follows from c’) that |ϕ(n)| = |1+· · ·+1| ≤ max{1, . . . , 1} = 1,
so the set is bounded. Conversely, suppose |ϕ(n)| ≤ B for all n ∈ Z and let x, y ∈ K. For all
n ∈ Nwe have

|x+ y|n =

∣∣∣∣∣∣
n∑
k=0

Ç
n

k

å
xkyn−k

∣∣∣∣∣∣
n

≤

∣∣∣∣∣∣
n∑
k=0

Ç
n

k

å∣∣∣∣∣∣ |x|k|y|n−k ≤ (n+ 1)Bmax{|x|, |y|}n.

Therefore |x + y| ≤ (n + 1)
1
nB

1
n max{|x|, |y|} for all n ∈ N. Taking the limit for n → ∞ we get

the strict triangle inequality c’). �

Corollary 3.5.9 Any absolute value on a field of positive characteristic is non-archimedean.

Theorem 3.5.10 (Ostrowski) Any nontrivial absolute value on Q is equivalent to | |∞ or to | |p for
some prime number p.

Proof. Letm > 1 be an integer. Any ν ∈ Z can be written uniquely as ν = akm
k+ · · ·+a1m+a0,

with 0 ≤ ai < m and ν ≤ mk. Let M = max{1, |m|}. We have

(3.10) |ν| ≤
k∑
i=0

|ai||m|i ≤
k∑
i=0

|ai|Mk.
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Since ai < m, we have |ai| = |1 + 1 + · · ·+ 1| ≤ ai|1| < m. Since k ≤ log ν
logm , from (3.10) we get:

(3.11) |ν| ≤ (k + 1)mMk ≤
Å

log ν

logm
+ 1

ã
mM

log ν
logm .

Applying (3.11) to ν = nt and taking t-roots on both sides we get

|n| ≤
Å
t

log n

logm
+ 1

ã 1
t

m
1
tM

logn
logm

for every integer n ∈ Z and every t ∈ N. Taking the limit for t→∞we get

(3.12) |n| ≤M
logn
logm = max {1, |m|}

logn
logm ∀ n ∈ Z.

There are now two cases. If |m| > 1 for all integers m > 1, inequality (3.12) yields |n|
1

logn ≤
|m|

1
logm for all n,m > 1, hence by symmetry |n|

1
logn = |m|

1
logm . Writing c = |n|

1
logn ∈ R for the

constant value of these expressions, we get |n| = clogn for all n > 1. Since | | is multiplicative,
we get | nm | = clog

n
m for all positive rational numbers and, since | − x| = |x| we conclude that

|x| = clog |x|∞ for all x ∈ Q×. Therefore |x| = |x|α∞ for all x ∈ Q, with α = log c.

On the contrary, suppose that there exists an integer m > 1 such that |m| ≤ 1. Then inequality
(3.12) yields |n| ≤ 1 for all integers, so | | is non-archimedean by lemma 3.5.8. By proposi-
tion 3.5.6, R = {x ∈ Q | |x| ≤ 1} is a subring of Q containing Z and {x ∈ Q | |x| < 1} ∩ Z = pZ
is a prime ideal in Z. It can’t be the zero ideal, otherwise |m| = 1 for all m ∈ Z − {0} and, by
multiplicativity of | | this would imply that |x| = 1 for all x ∈ Q×, contrary to the assumption
that | | is nontrivial. Now every x ∈ Q can be written uniquely as x = upvp(x), with u ∈ Z×(p).
Therefore |x| = |pvp(x)| = |p|vp(x), hence |x| = |x|αp , with α = − logp |p|. �

§ 6 Completion

Definition 3.6.1 Let K be a field with an absolute value | |. A sequence {an}n∈N in K

a) converges to a ∈ K if for every ε > 0 there exists Nε ∈ N such that |an − a| < ε for all
n ≥ Nε.

b) is a Cauchy sequence if for every ε > 0 there exists an Nε ∈ N such that |an − am| < ε for
all n,m ≥ Nε.

It is elementary to check that a convergent sequence is Cauchy. The field (K, | |) is complete if
every Cauchy sequence converges.

It is well known from calculus thatR andC are complete fields. The field of Laurent series is
complete: since checking this directly is quite messy, we shall rather get it as a byproduct of the
technique of completion (corollary 3.6.19 below). The classical construction of R from (Q, | |∞)
by adjoining all the limits of Cauchy sequences can be carried out in the general setting.



72 Integral dependence, valuations and completions

Theorem 3.6.2 Let K be a field with an absolute value | |. There exists a field K̂, complete with respect
to an absolute value also denoted | | and an isometric embedding ι : K ↪→ K̂ such that for every complete
field K ′ and isometric embedding ϕ : K ↪→ K ′, there exists an isometric embedding ϕ̂ : K̂ → K ′ such
that ϕ = ϕ̂ ◦ ι.

K

ι
��

ϕ
// K ′

K̂

ϕ̂

>>

The pair (K̂, ι) is unique up to unique isomorphism and called the completion of K with respect to | |.

Proof. The unicity is clear from the universal property. Let CS(K) the set of all Cauchy se-
quences in K and NS(K) the subset of null sequences, i.e sequences {an} ∈ CS(K) such that
lim
n→∞

|an| = 0. Using standard calculus techniques, one can show (exercise 3.8) that CS(K) is

a ring with termwise addition and multiplication and NS(K) is a maximal ideal. Let K̂ =
CS(K)/NS(K) and denote [an] the class of {an}. Define |[an]| = lim

n→∞
|an|. This is clearly

well defined and provides an absolute value on K̂. Embedding K ⊂ CS(K) as the constant
sequences and projecting onto K̂ we get an isometric embedding ι : K ↪→ K̂. The univer-
sal property is also clear: if ϕ : K → K ′ is an isometric embedding and {an} is a Cauchy
sequence in K then |an − am| = |ϕ(an − am)|′ = |ϕ(an) − ϕ(am)|′, so {ϕ(an)} is Cauchy
and we can define ϕ̃ : CS(K) → K ′ by ϕ̃ ({an}) = lim

n→∞
ϕ(an). If {an} ∈ NS(K), then

|ϕ̃ ({an}) |′ = lim
n→∞

|ϕ(an)|′ = lim
n→∞

|an| = 0, so ϕ̃ ({an}) = 0, hence NS(K) ⊆ ker ϕ̃ and this
defines the map ϕ̂. As a nonzero field homomorphism preserving absolute values, ϕ̂ is an
isometric embedding.
The tricky bit is to show that K̂ is complete. Let {αn}n∈N be a Cauchy sequence in K̂ i.e. for
each n ∈ N, αn is the class of a Cauchy sequence {αn,ν}ν∈N in K. To say that {αn} is Cauchy in
K̂ means that for every ε > 0 there exists Nε such that

(3.13) |αn − αm| = |[αn,ν ]− [αm,ν ]| = lim
ν→∞
|αn,ν − αm,ν | < ε

for n,m ≥ Nε. Fix n ∈ N. Since {αn,ν}ν∈N is a Cauchy sequence, there exists an integer Mn

such that |αn,ν − αn,µ| < 1
n for all ν, µ ≥ Mn. Put an = αn,Mn . This defines a sequence {an} in

K such that |αn − an| < 1
n . Let us check that {an} ∈ CS(K): for every ε > 0 we have

|an−am| = |an−αn+αn−αm+αm−am| ≤ |an−αn|+ |αn−αm|+ |αm−am| ≤
ε

3
+
ε

3
+
ε

3
= ε

for all n,m ≥ max{N ε
3
, 3ε}. We are done if we show that {αn} converges to α = [an] in K̂. But

for every ε > 0 we have

|αn − α| = |αn − an + an − α| ≤ |αn − an|+ |an − α| = |αn − an|+ lim
ν→∞
|an − aν | <

ε

2
+
ε

2
= ε

for all n ≥ max{N ε
6
, 6ε}. �

Corollary 3.6.3 If | | is a non-archimedean absolute value on K, then K̂ is also non-archimedean.

Proof. Follows from lemma 3.5.8, since the canonical map ϕ : Z→ K̂ factors through K. �
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Corollary 3.6.4 If | | is an absolute value on K induced by a discrete valuation, then |K| = |K̂| ⊂ R.

Proof. Indeed, representing any α ∈ K̂ as α = [an], we have |α| = lim
n→∞

|an| and the values |an|
range in the discrete group cZ ⊂ R, so |an| is constant for large n. �

Remark 3.6.5 If K is a discrete valuation field, we may in fact represent every α ∈ K̂ by a
sequence {an}n∈N with |an| = |α| for all n ∈ N: we know that there exists an N such that
|an| = |α| for n ≥ N and we may replace {an} by the sequence {a′n} defined as a′n = aN for
n ≤ N and a′n = an for n ≥ N without changing the class mod NS(K).

Example 3.6.6 The completion Qp of Qwith respect to the p-adic absolute value | |p is the field
of p-adic numbers. Elements in the ring Zp = {x ∈ Qp | |x| ≤ 1} are called p-adic integers.

In order to investigate finite extensions of complete fields, it is convenient to discuss vector
spaces over such fields.

Definition 3.6.7 Let K be a field with an absolute value | | and V a K-vector space. A norm on
V compatible with | | is a function ‖ ‖ : V → R such that

a) ‖v‖ ≥ 0 for all v ∈ V and ‖v‖ = 0 if and only if v = 0;

b) ‖xv‖ = |x|‖v‖ for all x ∈ K and v ∈ V ;

c) ‖v + w‖ ≤ ‖v‖+ ‖w‖ for all v,w ∈ V (triangle inequality).

Two norms ‖ ‖1 and ‖ ‖2 on V compatible with | | are equivalent if there exist c1, c2 ∈ R such
that c1‖v‖1 ≤ ‖v‖2 ≤ c2‖v‖1 for all v ∈ V .

Definition 3.6.8 Let K be a field with an absolute value | | and V a K-vector space with a
compatible norm ‖ ‖. A sequence {vn}n∈N in V

a) converges to v ∈ V if for every ε > 0 there exists Nε ∈ N such that ‖vn − v‖ < ε for all
n ≥ Nε.

b) is a Cauchy sequence if for every ε > 0 there exists an Nε ∈ N such that ‖vn − vm‖ < ε
for all n,m ≥ Nε.

We say that V is complete if every Cauchy sequence converges.

Example 3.6.9 If V = Kd then ‖(x1, . . . , xd)‖max = max{|x1|, . . . , |xd|} is a compatible norm. If
K is complete,Kd is clearly complete, since taking coordinates in a Cauchy sequence of vectors
yields a Cauchy sequence in K.

Proposition 3.6.10 Let K be a field complete with respect to a nontrivial absolute value and V a finite
dimensional vector space. Any two compatible norms on V are equivalent and V is complete.
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Proof. Choose a basis {e1, . . . , ed} of V and write each vector as v = x1(v)e1 + · · · + xd(v)ed.
This gives an isomorphism V ' Kd and a norm ‖ ‖max on V for which V is complete. Let ‖ ‖
be any other norm on V : we are done if we prove that ‖ ‖ and ‖ ‖max are equivalent. Clearly

‖v‖ ≤
d∑
i=1

|xi(v)|‖ei‖ ≤ max
i=1,...,d

‖ei‖ ·
d∑
i=1

|xi(v)| ≤ c2‖v‖max

where c2 = dmax{‖ei‖}. To prove inequality c1‖v‖max ≤ ‖v‖, replacing v by a non-zero
multiple, we may assume that ‖v‖ ≤ 1. We proceed by induction on d. If d = 1 the claim is
trivial: v = x1(v)e1 hence c1 = ‖e1‖. So assume that every (d− 1)-dimensional K-vector space
is complete and all norms on it are equivalent. Let us first assume that for each i = 1, . . . , d
there exists bi ∈ R such that

(3.14) |xi(v)| ≤ bi ∀ v such that ‖v‖ ≤ 1.

Fix π ∈ K such that 0 < |π| < 1. For 0 6= v ∈ V , let m ∈ N such that |πm+1| ≤ ‖v‖ ≤ |πm|. Then

‖v‖max = max
i=1,...,d

|xi(v)| = |πm| max
i=1,...,d

∣∣∣∣xi Å v

πm

ã∣∣∣∣ ≤ |πm| max
i=1,...,d

bi ≤
Å
|π|−1 max

i=1,...,d
bi

ã
‖v‖

hence c1‖v‖max ≤ ‖v‖ for all v ∈ V , with c1 = |π|(max{bi})−1.
We now use the induction assumption to prove bound (3.14) for the coordinate x1 (the general
case follows by permutation). Suppose that the values |x1(v)| are unbounded: for every n ∈ N,
there exists a vector vn with ‖vn‖ ≤ 1 and |x1(vn)| ≥ n. For n ≥ 1, let un = 1

x1(vn)
vn. Then

‖un‖ =
‖vn‖
|x1(vn)|

≤ 1

n

so the sequence {un} converges to 0 in V . By construction, un = e1 +x2(un)e2 + · · ·+xd(un)ed,
so the sequence {x2(un)e2 + · · · + xd(un)ed} converges to −e1. But the latter is a sequence of
vectors in the subspace V ′ =< e2, . . . , ed > which has dimension d− 1 and is thus complete by
inductive assumption. Hence e1 ∈ V ′, contradicting the fact that {e1, e2, . . . , ed} is a basis. �

Theorem 3.6.11 Let K be a field, complete with respect to a nontrivial non-archimedean absolute value
| | and L a finite extension of K. There exists a unique absolute value on L, also denoted | |, such that
K ⊆ L is an isometric embedding. L is complete for this absolute value. The valuation ring of L is the
integral closure of the valuation ring of K.

Proof of uniqueness. Two extensions | |1 and | |2 of | | to L define two compatible norms on the
finite dimensional vector space L, so by proposition 3.6.10 they are equivalent in the sense of
definition 3.6.7. Let 0 6= y ∈ L such that |y|1 < 1. Then the sequence {yn} converges to 0 in L
for the norm | |1 and thus also for the equivalent norm | |2: this forces |y|2 < 1. Now fix x ∈ K
with 0 < |x| < 1 and consider the positive real number log |y|1

log |x| . For any rational n
m ≥

log |y|1
log |x|

we have |x|n ≤ |y|m1 , hence
∣∣∣ xnym ∣∣∣1 ≤ 1, thus

∣∣∣ xnym ∣∣∣2 ≤ 1 and therefore |x|n ≤ |y|m2 , which implies
n
m ≥

log |y|2
log |x| . In a similar way, one proves that any rational n

m ≤
log |y|1
log |x| satisfies n

m ≤
log |y|2
log |x| .

Taking sequences or rational numbers approaching from above and from below, we conclude
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that log |y|1
log |x| = log |y|2

log |x| , hence |y|1 = |y|2 for all y ∈ L such that |y|1 < 1. It suffices now to remark
that for any y ∈ L there is a z ∈ K such that |zy|1 < 1 and then compute

|y|1 =
|yz|1
|z|

=
|yz|2
|z|

= |y|2.

Proof of existence. Let R = {x ∈ K | |x| ≤ 1} and recall from theorem 3.4.10 that we have a
valuation ring R ⊆ A ⊂ L. To get an absolute value on L, we need to show that the valuation
group L×/A× is a subgroup of R, as in example 3.5.4. We have a commutative diagram

K×
v−−−−→ K×/R×y y

L×
w−−−−→ L×/A×

where the horizontal maps are the valuations and the vertical ones are induced by the inclusion
K ⊆ L. Any y ∈ L× is algebraic over K: take a minimal equation any

n + · · · + a1y + a0 = 0
with ai ∈ K and n ≤ [L : K]. If there exists j ≤ n such that aj 6= 0 and w(ajy

j) > w(aiy
i) for

all other i ≤ n such that ai 6= 0, then by condition (3.9) in proposition 3.4.13 we get w(ajy
j) =

w(any
n + · · · + a1y + a0) = w(0) = +∞, which is absurd. Therefore there exist i 6= j such that

w(aiy
i) = w(ajy

j). Hence w(yi−j) = w(aja
−1
i ) = v(aja

−1
i ) ∈ K×/R×. Therefore

σ : L×/A× −→ L×/A×

y 7−→ y[L:K]!

maps L×/A× to K×/R×. The map σ is injective: if yn = 1 then y ∈ A because A is integrally
closed. We thus get the injection L×/A× σ−→ K×/R× ↪→ Rwe were looking for.
Finally, by theorem 3.4.9 the integral closure in L of the valuation ringR ofK is the intersection
of all the valuation rings of L containing R. In the proof of existence, we have shown that any
such valuation ring corresponds to an absolute value on L and we know that there is only one
of those. �

Now that we know that an extension exists, we can give a formula for it:

Corollary 3.6.12 LetK be a field, complete with respect to a nontrivial non-archimedean absolute value
| | and L a finite extension of K. For any y ∈ L

(3.15) |y| =
∣∣∣NL/K(y)

∣∣∣ 1
[L:K]

is the unique absolute value on L such that K ⊆ L is an isometric embedding.

Proof. Pick a finite normal extension K ⊆ L ⊆ E. Then there is also a unique extension of | |
to E. For any K-linear automorphism σ : E → E define | |σ by |z|σ = |σ(z)|. This is clearly an
absolute value and |x|σ = |x| for all x ∈ K. By uniqueness | |σ = | |, so |z| = |σ(z)| for all z ∈ E.
For z ∈ E we have NE/K(z) =

∏
σ σ(z) where σ ranges among all K-linear automorphisms of

E (see example 3.3.4). Then for all y ∈ L∣∣∣NL/K(y)
∣∣∣ =

∣∣∣NE/K(y)
∣∣∣ 1

[E:L] =

∣∣∣∣∣∏
σ

σ(y)

∣∣∣∣∣
1

[E:L]

= |y|
[E:K]
[E:L] = |y|[L:K].

�
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Remark 3.6.13 We could try to define an absolute value directly by formula (3.15), bypassing
the existence part of theorem 3.6.11. Clearly (3.15) satifies conditions a) and b) in definition 3.5.1
and coincides with | | on K, but checking condition c) is subtler. See exercise 3.13.

Remark 3.6.14 Theorem 3.6.11 also holds for fields with an archimedean absolute value. In
fact, a much stronger result holds: any field complete with respect to an archimedean absolute
value is isometrically isomorphic to either R or C. See [3]. theorem II.4.1. Formula (3.15) also
fits: if z = x+ iy then NC/R(z) = x2 + y2 and |z| =

√
x2 + y2.

Let us now discuss in more detail completions of fields with a nontrivial discrete valuation.

Lemma 3.6.15 Let K be a field with a nontrivial discrete valuation v and K̂ its completion. Then the
maximal ideals m = {x ∈ K | |x| < 1} and m̂ = {ξ ∈ K̂ | |ξ| < 1} are principal and any generator of
m also generates m̂.

Proof. The ideal m is generated by any element π ∈ K such that v(π) = 1 ∈ Z = K×/R×, since
for any x ∈ m we can write x = πv(x)u and v(u) = 0 so u ∈ R×. By corollary 3.6.4, for any ξ ∈ m̂,
there is an x ∈ m such that |ξ| = |x|; then |ξπ−v(x)| = 1, so it is a unit and ξ =

Ä
ξπ−v(x)

ä
πv(x). �

If K is a field with a non-archimedean absolute value and {αn} is a Cauchy sequence in
R̂ = {α ∈ K̂ | |α| ≤ 1}, its limit α is also in R̂, because |α| ≤ 1 + ε for all ε > 0, as can be seen by
writing |α| = |α−αn +αn| ≤ |α−αn|+ 1. For an arbitrary absolute value, we can’t reasonably
expect a sequence in m̂ to converge in m̂, as a sequence of real numbers strictly smaller than 1
may very well converge to 1. But if the valuation is discrete, then m̂ = {α ∈ K̂ | |α| ≤ |π|}, and
so the limit of any Cauchy sequence in m̂ belongs to m̂. Of course, the same property holds for
the ideals m̂n = {α ∈ K̂ | |α| ≤ |π|n}, generated by πn. We can be more precise:

Proposition 3.6.16 Let K be a field with a nontrivial discrete valuation and K̂ its completion. Then
for every n ∈ N the inclusion R ⊆ R̂ induces an isomorphism R/mn ∼= R̂/m̂n.

Proof. Let α ∈ R̂ − m̂, represented by a sequence {an}n∈N. By remark 3.6.5, we may assume
|an| = 1 = |α| for all n. Since {an} is Cauchy, there exists N ∈ N such that |an − am| < |π| for
all n ≥ N (as before, π denotes a generator of m). Replacing {an} by a sequence whose first N
terms are equal to a = aN as in remark 3.6.5, we may assume that an ≡ a mod m for all n ∈ N.
Therefore α ∈ a + m̂. We conclude that R̂ = R + m̂. We can refine further: take ξ ∈ R̂, write it
as ξ = x+ πη, with x ∈ R and η ∈ R̂; then η ≡ y mod m̂ for some y ∈ R, hence ξ ∈ x+ πy+ m̂2.
Repeating, we conclude that R̂ = R + m̂n for all n. Since m̂n = πnR̂, we have m̂n ∩ R = mn.
Thus

R̂/m̂n = (R+ m̂n) /m̂n ∼= R/ (R ∩ m̂n) = R/mn

where the isomorphism is provided by proposition 1.2.21. �

The proposition suggest an alternative representation for elements in K̂. Fix a generator π
for m and a subset S ⊂ R consisting of one representative for each element in the field R/m.
We assume that 0 ∈ S has been chosen.
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Lemma 3.6.17 Every element α ∈ K̂ can be written uniquely as a formal power series

α = πm(s0 + s1π + · · ·+ snπ
n + . . . )

where m ∈ Z is defined by |α| = |π|m and si ∈ S with s0 6= 0.

Proof. It clearly suffices to check the casem = 0, i.e. α ∈ R̂×. By definition, there exists a unique
0 6= s0 ∈ S representing α mod m. Moreover α − s0 = πα1 for a unique α1 ∈ R̂. If α1 ∈ m̂n1 ,
set s1 = · · · = sn1−1 = 0 and let sn1 ∈ S be the unique representative of α1π

−n1 mod m̂. Then
α − (s0 + · · · + sn1π

n1) = πn1+1α2 for a unique α2 ∈ R̂. Repeating the process, we obtain the
power series expansion of α. �

Notice that the series
∑∞
n=0 snπ

n converges in K̂. Indeed the sequence an =
∑n
i=0 siπ

i is a
Cauchy sequence: for m ≤ n

|an − am| =
∣∣∣∣∣ n∑
i=m

siπ
i

∣∣∣∣∣ ≤ max
i=m,...,n

|si||π|i ≤ max
i=m,...,n

|π|i = |π|m < ε ∀m,n > log|π| ε.

Corollary 3.6.18 Let R be a discrete valuation ring, m the maximal ideal, π ∈ m a generator and
k = R/m. IfR is a k-algebra, there exists a k-algebra isomorphism ϕ : R̂ ' k[[X]] such that ϕ(π) = X .

Proof. Indeed, we may take S = k in lemma 3.6.17. �

Corollary 3.6.19 k((X)) is the completion of k(X) with respect to the valuation vX .

Example 3.6.20 p-adic numbers are usually expanded as x = pm(s0 + s1p + · · · + snp
n + . . . )

with si ∈ S = {0, . . . , p− 1}. Sometimes, it is more convenient to choose S = {0, 1, ζ, . . . , ζp−2},
where ζ ∈ Zp is a p − 1-th root of unity (see example 3.6.34 below), since an expansion with a
multiplicative set of representatives S is preserved under multiplication of power series.

Corollary 3.6.21 Let R be a complete discrete valuation ring, L a finite extension of K = FracR and
A the integral closure of R in L. Then A is a discrete valuation ring, free of rank [L : K] as R-module.

Proof. With notation as in the existential part of the proof of theorem 3.6.11, we have an injection
L×/A×

σ−→ K×/R× ' Z, so the valuation group of L is a subgroup of Z, hence cyclic of infinite
order. Therefore A is a discrete valuation ring.
Let m ⊂ R be the maximal ideal, π ∈ m a generator and k = R/m. Let x1, . . . , xr ∈ A and
α1x1 + · · · + αrxr = 0 a K-linear relation in L. Multiplying by a suitable power of π, we may
assume that αi ∈ R for all i and at least one of the αi is a unit. Reducing mod m we get that the
xi are k-linearly dependent. Hence dimk A/mA ≤ [L : K].
Suppose now that the reduction mod m of x1, . . . , xr ∈ A is a basis of A/mA and let A′ ⊆ A
be the R-submodule generated by the xi. Let y ∈ A. There exist z0 ∈ A′ and y1 ∈ A such
that y = z0 + πy1. Apply the same argument to y1 and repeat to construct a sequence y′n =
z0 +πz1 · · ·+πnzn in A′ such that |y−y′n| ≤ |π|n+1 for all n. Therefore lim

n→∞
y′n = y. On the other

hand, let V ⊆ L be the K-subspace generated by x1, . . . , xn. The absolute value on L restricts
to a norm on V and A′ = V ∩A. By proposition 3.6.10, V is complete, so y ∈ V ∩A = A′.
We have thus that A is a finitely generated module over the PID R. It is torsion-free, hence
free by the elementary divisors’ theorem, of rank r = dimk A/mA. Hence r = dimK A⊗R K =
dimK L = [L : K]. �
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Remark 3.6.22 The proof of corollary 3.6.21 presents a typical situation where one is tempted
to apply Nakayama’s lemma wrongly: conclude right away that the inclusion A′ ⊆ A is an
identity because the two R-modules coincide mod m. We can’t do that, because we don’t know
yet that A is finitely generated.

Proposition 3.6.16 is also a bridge towards another type of completion, valid for general
rings, that plays a major role in Algebraic Geometry and Number theory. It is based on the
notion of inverse, or projective, limit.

Definition 3.6.23 Let I be a partially ordered set. We say that I is directed if for every i, j ∈ I
there exists k ∈ I such that i ≤ k and j ≤ k.

For instance, a totally ordered set is directed: this is in fact the case we shall restrict to most
of the time. Example 3.6.26 illustrates the interest of the more general notion.

Definition 3.6.24 An inverse system of groups (rings, modules) {(Gi, ϕi,j)}i∈I is a collection
of groups (rings, modules) indexed by a directed set and homomorphisms ϕi,j : Gj → Gi for
every i ≤ j in I such that ϕi,j ◦ ϕj,k = ϕi,k for every i ≤ j ≤ k. The inverse limit of the system
is a group (ring, module) lim← Gi, equipped with a homomorphism ϕi : lim← Gi → Gi such that
ϕi = ϕi,j ◦ ϕj for every i ≤ j and such that for every group (ring, module) Γ with morphisms
ψj : Γ→ Gi such that ψi = ϕi,j ◦ ψj for all i ≤ j, there exists a unique morphism γ : Γ→ lim← Gi

such that ψj = ϕj ◦ γ.
Gj

ϕi,j

��

Γ

ψj

44

ψi
**

γ
// lim← Gi

ϕj

<<

ϕi

""

Gi

The universal property in the definition makes the inverse limit unique up to unique iso-
morphism. It can be constructed as the subset of the direct product

∏
iGi consisting of coherent

sequences i.e. elements (. . . , xi, . . . ) such that ϕi,j(xj) = xi. One checks immediately that the
set of coherent sequences forms a subgroup (ring, module) of

∏
iGi. The map ϕi is just the

restriction of the projection onto the i-th factor. As for the universal property, given Γ as above,
define γ(y) = (. . . , ψi(y), . . . ).

Example 3.6.25 Let {(Gn, ιn)} be a chain of subgroups of a group G, with ιn : Gn+1 ↪→ Gn the
inclusion maps. Then lim← Gn =

⋂
n∈NGn, as one easily checks from the universal property.

Example 3.6.26 Let K be a field and Ksep its separable closure. The collection of all inter-
mediate extensions K ⊆ L ⊆ Ksep such that L is finite and Galois over K is a directed
set. If K ⊆ E ⊆ L is an intermediate extension, the Galois correspondence yields a map
Gal(L/K)→ Gal(E/K). We obtain thus an inverse system and the absolute Galois group of K
is defined as Gal(Ksep/K) = lim← Gal(L/K).
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Example 3.6.27 If R is a discrete valuation ring with maximal ideal m then R̂ ∼= lim← R/mn. In-

deed, proposition 3.6.16 gives rise to a sequence of maps R̂→ R/mn, so by the universal prop-
erty we get a morphism γ : R̂ → lim← R/mn. For the inverse map, notice that if (. . . , xn, . . . )

is coherent sequence, for all n,m ∈ N we have xm+n ≡ xm mod mn. Choosing arbitrary
representatives x̃n ∈ R, we get a sequence {x̃n} in R which is Cauchy: |x̃n+m − x̃n| ≤ |π|n.
One checks immediately that lim

n→∞
x̃n ∈ R̂ does not depend on the choice of the liftings, hence

(. . . , xn, . . . ) 7→ lim
n→∞

x̃n defines an inverse map to γ.

This prompts the following

Definition 3.6.28 Let R be a ring, a ⊂ R an ideal and M an R-module. The ring R̂a = lim← R/an

(resp. the module M̂a = lim← M/anM ) is called the a-adic completion of R (resp. M).

When the ideal a is understood, we shall often drop it from the notation. The universal
property provides a map R→ R̂a (which is just x 7→ (. . . , x, . . . )) whose kernel is

⋂
n a

n. Notice
that an = ker[R→ R̂a/â

n], so R/an ↪→ R̂/ân: it is an isomorphism because R̂a → R/an → R̂/ân

is surjective. Hence the â-adic completion of R̂a is again R̂a. This justifies the definition:

Definition 3.6.29 Let R be a ring, a ⊂ R an ideal. We say that R is a-adically complete if the
natural map R→ R̂a is an isomorphism.

Remark 3.6.30 If R is a-adically complete, then a is in the Jacobson radical RR: indeed for any
x ∈ 1 + a the sequence (. . . ,

∑n
k=0(−1)kxk, . . . ) is coherent and thus defines an element y ∈ R

(we could rephrase this by saying that the geometric series
∑∞
k=0(−1)kxk converges in R) such

that (1 + x)y = 1 + z with z = (. . . , (−1)nxn+1, . . . ). Since ϕn(z) = (−1)nxn+1 = 0 in R/an, we
conclude that z = 0, hence 1 + x ∈ R×. From proposition 1.1.56 we conclude a ⊆ RR.

The remark explains why the completions most often considered are with respect to maxi-
mal ideals. Nevertheless, general adic completions can be useful, as in the following example.

Example 3.6.31 Let R be a ring, A = R[X1, . . . , Xm] and a = (X1, . . . , Xm). The a-adic com-
pletion of A is formal power series ring R[[X1, . . . , Xm]]. Indeed for all n we have an obvious
map R[[X1, . . . , Xm]] → R[X1, . . . , Xm]/an , whence a map R[[X1, . . . , Xm]] → Âa by universal
property. Any coherent sequence can be represented as (. . . , fn, . . . ) where the fn ∈ A and
fn+1 − fn ∈ an+1. Whence an inverse map (. . . , fn, . . . ) 7→ f1 +

∑
n≥1(fn+1 − fn).

The following classical result well illustrates the usefulness of completions.

Proposition 3.6.32 (Hensel’s Lemma) Let R be a local ring, m its maximal ideal and k = R/m.
Let F ∈ R[X] be a polynomial whose reduction F ∈ k[X] mod m is not identically 0. Suppose that
g, h ∈ k[X] are coprime polynomials such that gh = F . If R is m-adically complete, there exist
G,H ∈ R[X] such that G = g, degG = deg g, H = h, degH ≤ degF − deg g and F = GH .

Proof. Starting from arbitrary polynomials G1 ≡ g and H1 ≡ h mod m, with degG1 = deg g > 0,
we shall construct inductively polynomials Gn, Hn ∈ R[X] such that

(3.16) Gn+1 ≡ Gn modmn; Hn+1 ≡ Hn modmn; F ≡ GnHn modmn
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with degHn ≤ degF − deg g and such that Gn+1 and Gn have the same leading coefficient. If
we manage that, then writing Gn =

∑
p bp,nX

p and Hn =
∑
q cq,nX

q, for every p, q we obtain
sequences (. . . , bp,n, . . . ) and (. . . , cq,n, . . . ) which are coherent by the first two congruences in
(3.16), hence converge to elements bp, cq ∈ R, and we define G =

∑
p bpX

p and H =
∑
q cqX

q.
Since the sequence of leading coefficients is constant, degG = deg g. Moreover, if F =

∑
r arX

r,
the last congruence in (3.16) shows that ar =

∑
p+q=r bpcq because their difference is in mn for

all n. Hence F = GH .

Suppose Gn, Hn have been constructed, so F − GnHn =
∑
i tiLi with ti ∈ mn, Li ∈ R[X] and

degLi ≤ degF . Since (g, h) = 1 we can find ui, vi ∈ k[X] such that Li ≡ uig + vih mod m.
Without loss of generality, we may assume deg vi < deg g and deg ui ≤ degF − deg g. Indeed
writing vi = v′′i g + v′i with deg v′i < deg g and setting u′i = ui + v′′i , we have Li ≡ u′ig + v′ih and
deg u′ig = deg(Li − v′ih) ≤ degF , hence deg u′i ≤ degF − deg g.
Now choose Ui, Vi ∈ R[X] such that Ui ≡ ui and Vi ≡ vi mod m with deg Vi = deg vi < deg g
and degUi = deg ui ≤ degF − deg g. Then Gn+1 = Gn +

∑
i tiVi and Hn+1 = Hn +

∑
i tiUi

satisfy (3.16) and

F −Gn+1Hn+1 =
∑
i

ti(Li −GnUi −HnVi)−
∑
i,j

titjUiVj ≡ 0 modmn+1.

�

Corollary 3.6.33 Let R be a complete local ring with residue filed k. Let F ∈ R[X] be a monic polyno-
mial whose reduction F ∈ k[X] factors as the product of two coprime monic polynomials g, h ∈ k[X].
Then there exist G,H ∈ R[X] monic such that G = g, degG = deg g, H = h, degH = deg h and
F = GH .

Proof. Follows from the proof of Hensel’s lemma: we can impose the sequence of leading
coefficients in Hn to be constant as that of the Gn. Indeed, since F,Gn, Hn are monic, from the
expression F − GnHn =

∑
i tiLi we get degLi < degF and all the inequalities derived from

this one are strict. �

Example 3.6.34 Zp contains the p− 1-th roots of unity, since Xp−1 − 1 ≡ ∏p−1
i=1 (X − i) mod p.

We conclude by discussing exactness properties of inverse limits and completions. Given
three inverse systems of R-modules {(Mn, ϕn)}, {(M ′n, ϕ′n)} and {(M ′′n , ϕ′′n)} indexed by the
integers, an exact sequence of inverse systems will be a compatible system of exact sequences

(3.17)

0 −−−−→ M ′n+1
fn+1−−−−→ Mn+1

gn+1−−−−→ M ′′n+1 −−−−→ 0

ϕ′n

y ϕn

y ϕ′′n

y
0 −−−−→ M ′n

fn−−−−→ Mn
gn−−−−→ M ′′n −−−−→ 0.

Proposition 3.6.35 Any exact sequence of inverse systems (3.17) induces an exact sequence

0 −−−−→ lim← M ′n
f−−−−→ lim← Mn

g−−−−→ lim← M ′′n .

If the maps ϕ′n are surjective for all n ∈ N, then g is surjective.
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Proof. The system defines a commutative diagram of exact sequences

0 −−−−→ ∏
nM

′
n

f−−−−→ ∏
nMn

g−−−−→ ∏
nM

′′
n −−−−→ 0

δ′

y δ

y δ′′

y
0 −−−−→ ∏

nM
′
n

f−−−−→ ∏
nMn

g−−−−→ ∏
nM

′′
n −−−−→ 0

where δ(. . . ,mn, . . . ) = (. . . , ϕn(mn+1)−mn, . . . ) and the two other maps are defined similarly.
Since ker δ = lim← Mn, the first claim is a consequence of the snake lemma. The second claim
follows as well if we show that δ′ is surjective. Given (. . . , xn, . . . ) ∈

∏
nM

′
n we have to solve

the system 
x1 = ϕ′1(Y2)− Y1
x2 = ϕ′2(Y3)− Y2
... =

...

and this can be done by the surjectivity of the maps ϕ′n: take y1 = 0, choose y2 ∈ M ′2 such that
ϕ′2(y2) = x1, then y3 ∈M ′3 such that ϕ′2(y3) = x2 + y2 and so on. �

Let R be a ring, a ⊂ R an ideal. Write M̂ for the a-adic completion of an R-module M and
consider the functor ModR →ModR̂ taking M to M̂ . It follows easily from proposition 3.6.35
that this functor is additive, but its exactness properties are more delicate. It is certainly not left
exact: 0 −→ Z −→ Q is an exact sequence of Z-modules but for any prime p, since Q/pnQ = 0,
taking p-adic completion we get 0 −→ Zp −→ 0 which is most definitely not exact. The only
positive result that holds in general is the following:

Lemma 3.6.36 With notation as above, if M −→M ′′ −→ 0 is exact, then M̂ −→ M̂ ′′ −→ 0 is exact.

Proof. Let M ′ = ker[M −→M ′′]. For every n ≥ 1 we have an exact sequence

0 −−−−→ M ′/(M ′ ∩ anM) −−−−→ M/an −−−−→ M ′′/anM ′′ −−−−→ 0.

These build up to an exact sequence of inverse systems. We can conclude by proposition 3.6.35,
since the maps M ′/(M ′ ∩ an+1M)→M ′/(M ′ ∩ anM) are surjective. �

A better behaved functor ModR →ModR̂ is M 7→ R̂ ⊗M . As a tensor product, it is right-
exact and it is exact for noetherian rings (corollary 3.6.42 below). To compare the two functors,
notice that the R-linear map M → M̂ given by the universal property induces R̂-linear maps

(3.18) R̂⊗RM −→ R̂⊗R M̂ −→ R̂⊗R̂ M̂ ∼= M̂.

In general, the composite is neither injective nor surjective (and the middle module quite nasty).

Proposition 3.6.37 For any finitely generated R-module M , the map R̂⊗RM → M̂ is surjective.

Proof. Choose a presentation 0 −→ N −→ Rn
π−→M −→ 0 and tensor with R̂ to get

(3.19)

R̂⊗R N −−−−→ R̂⊗R Rr
idR̂n⊗π−−−−−→ R̂⊗RM −−−−→ 0

γ

y λRn

y λM

y
0 −−−−→ lim← N/(N ∩ anRr) −−−−→ R̂n

π̂−−−−→ M̂ −−−−→ 0
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where λRn and λM are the maps in (3.18) and γ is induced by the universal property of inverse
limits. The top row is exact because tensor products are right-exact and the bottom row is exact
by proposition 3.6.35. Since λRn is an isomorpism (the functor M 7→ M̂ is additive), it follows
from the snake lemma that λM is surjective. �

This is as far as the theory for general rings may go. Sharper results are obtained assuming
that the ring R is noetherian, a condition that will be investigated in the next chapter.

Proposition 3.6.38 Let R be a noetherian ring, a ⊂ R and ideal and 0 −→M ′ −→M −→M ′′ −→ 0
an exact sequence of finitely generated R-modules. Then 0 −→ M̂ ′a −→ M̂a −→ M̂ ′′a −→ 0 is exact. �

Remark 3.6.39 Unlike other situations, where we can remove the noetherian assumption by
taking finitely presented instead of just finitely generated modules, this result requires a finer
analysis. For the (same) proof, see [1], proposition 10.12, [2], lemma 7.15 or [8] theorem 54.

Corollary 3.6.40 Let R be a noetherian ring, a an ideal. Then for any finitely generated R-module M ,
the map R̂a ⊗RM → M̂a is an isomorphism.

Proof. Every finitely generated module over a noetherian ring is finitely presented (corol-
lary 4.1.9), so, with notation as in the proof of proposition 3.6.37, in diagram (3.19) we may
replace lim← N/(N ∩ anRr) by N̂ and γ by λN . Then λN is surjective too and, since λRn is an
isomorpism, the snake tells us that kerλM = 0. �

Corollary 3.6.41 If R is a noetherian ring and a an ideal, then â = aR̂a.

Proof. a is finitely generated by proposition 4.1.5, so we can apply corollary 3.6.40. �

Corollary 3.6.42 If R is a noetherian ring and a an ideal, then R̂a is a flat R-algebra.

§ 7 Exercises

Exercise 3.1 Let R be a integrally closed domain with fraction field K and p a prime ideal. Let
f(X) = Xn + an−1X

n−1 + · · ·+ a1X + a0 ∈ R[X] be an Eisenstein polynomial with respect to
p, i.e. ai ∈ p for i = 0, . . . , n− 1 and a0 /∈ p2.

a) Check that if g, h ∈ K[X] are monic polynomials such that f = g · h then g, h ∈ R[X].
[Hint: consider a splitting field of f ]

b) Show that f is irreducible.

Exercise 3.2 Let k be a field of characteristic different from 2. Show that k[X,Y ]/(X2 + Y 2− 1)
is an integrally closed domain. What if the characteristic of k is 2?

Exercise 3.3 Let R be a ring, ϕ : R→ R[X] the natural map.

a) Does ϕ have the Going Down property?
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b) Let k be a field. Does k[X] ⊂ k[X,Y ] have the Going Up property? [Hint: take p1 = {0} ⊂
p2 = (X) and q1 = (XY − 1)]

Exercise 3.4 Let A be a valuation ring, L = FracA. Let K ⊆ L be a subfield and R = A ∩K.

a) Show that R is a valuation ring.

b) Show that if A is a discrete valuation ring, then so is R.

Exercise 3.5 Let k be a field of characteristic 2 and k[[X]] the formal power series. Let f ∈
k[[X]], f 6= 0 and put K = k(X)(f2), L = k(X)(f), subfields of k((X)). Set R = k[[X]] ∩K and
A = k[[X]] ∩ L.

a) Show that [L : K] ≤ 2, with equality if f transcendental over k(X).

b) Show that R and A are discrete valuation rings.

c) Show that A is the integral closure of R in L.

d) Suppose that A is finite over R. Show that XmA ⊆ R+Rf for a suitable m ∈ N.

e) Write f =
∑∞
n=0 αnX

n ∈ k[[X]] and let g =
∑∞
n=m+1 αnX

n ∈ k[[X]], with m as in d).
Show that g ∈ A.

f) Assume now [L : K] = 2, consider Xmg ∈ R + Rf and compute the coefficient of f .
Conclude that A is not finite over R.

Exercise 3.6 Let K be a field, | | : K → R a map satisfying conditions a) and b) in defini-
tion 3.5.1 and furthermore

c”) |x+ 1| ≤ 1 for all x ∈ K such that |x| ≤ 1

Show that | | is a non-archimedean absolute value on K.

Exercise 3.7 Let k be a field and c a real number with 0 < c < 1. Let f(X), u(X), v(X) ∈ k[X]
be polynomials, with f irreducible and not dividing u nor v. Define∣∣∣∣∣u(X)

v(X)
f(X)n

∣∣∣∣∣
f

= c−n (for n ∈ Z);

∣∣∣∣∣u(X)

v(X)

∣∣∣∣∣
∞

= cdeg v−deg u.

a) Check that | |f and | |∞ define non-archimedean absolute values on the field k(X) of
rational functions in the variable X .

b) Let Y = X−1. Show that the absolute value | |∞ on k(X) = k(Y ) concides with the
absolute value | |Y defined by the irreducible polynomial Y ∈ k[Y ].

c) Let | | be a nontrivial absolute value on k(X) such that |a| = 1 for each 0 6= a ∈ k. Show
that | | is equivalent to | |∞ or to | |f for some f ∈ k[X].

Exercise 3.8 Let K be a field with an absolute value | |. Let CS(K) the set of all Cauchy se-
quences in K and NS(K) the subset of null sequences, i.e sequences {an} ∈ CS(K) such that
lim
n→∞

|an| = 0.
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a) Show that every Cauchy sequence {an} in K is bounded: there exists A ∈ R such that
|an| ≤ A for all n ∈ N.

b) Show if {an} and {bn} are Cauchy sequences, then {an + bn} and {anbn} are a Cauchy
sequences.

c) Show that CS(K) is a ring and NS(K) is an ideal.

d) Let {an} ∈ CS(K)−NS(K). Show that an 6= 0 for n sufficiently large.

e) For {an} as in d), construct a sequence {un} ∈ CS(K)× such that {an} − {un} ∈ NS(K).

f) Conclude that NS(K) is a maximal ideal.

Exercise 3.9 Let R be a ring, a ⊂ R an ideal and assume that R is a-adically complete. Let
F (X) ∈ R[X] and x0 ∈ R such that F (x0) ∈ a and F ′(x0) ∈ R×. Show that the sequence
xn+1 = xn − F (xn)

F ′(x0)
converges to an element x ∈ R such that F (x) = 0 and x ≡ x0 mod a.

Exercise 3.10 Let R be a ring, a and b ideals such that ae ⊆ b ⊆ a for some integer e ≥ 1. Let
{an/bn, ϕn)} be the inverse system with ϕn induced by the inclusions an+1 ⊆ an. Show that
lim← an/bn = 0.

Exercise 3.11 Show that theorem 3.6.11 also holds for the trivial valuation.

Exercise 3.12 Let F (X) = a0 + a1X + · · · + anX
n ∈ K[X], where K is a complete field with a

discrete valuation v. Show that if F is irreducible, min{v(ai) | i = 0, . . . , n} = min{v(a0), v(an)}.
[Hint: reduce to min{v(ai) | i = 0, . . . , n} = 0, suppose v(a0), v(an) > 0 and apply Hensel’s
lemma.]

Exercise 3.13 LetK be a field, complete with respect to a discrete valuation, L a finite extension

of K. Show (without using theorem 3.6.11) that |NL/K(−)|
1

[L:K] defines an absolute value on L.
[Hint: use exercises 3.6 and 3.12.]



Chapter IV

Noetherian rings and modules

§ 1 Chain conditions

Recall that a set Σ is partially ordered if it admits a reflexive and transitive relation ≤ such that®
x ≤ y
y ≤ x =⇒ x = y.

Lemma 4.1.1 Let (Σ,≤) be a partially ordered set. The following conditions are equivalent:

a) Every non-empty subset S ⊆ Σ contains a maximal element;

b) Every sequence x1 ≤ x2 ≤ . . . in Σ is stationary (i.e. ∃ n0 ∈ N such that xn = xn+1 ∀n ≥ n0).

Proof. Suppose that every ∅ 6= S ⊆ Σ contains a maximal element and let x1 ≤ x2 ≤ . . . be a
sequence in Σ. Put S = {xn | ∀n ∈ N} and get n0 ∈ N such that xn0 is a maximal element in S.
Conversely, assume every sequence in Σ is stationary and suppose ∅ 6= S ⊆ Σ has no maximal
element. Start from any x1 ∈ S and construct a sequence inductively: given x1 ≤ · · · ≤ xn, let
Sn = {x ∈ S, x  xn}. This set is non-empty (otherwise xn ∈ S is maximal), so pick xn+1 ∈ Sn.
Repeat to obtain a non-stationary sequence, a contradiction. �

Definition 4.1.2 Let R be a ring and M an R-module. Let Σ be the set of all submodules of M .

a) M is noetherian if (Σ,⊆) satisfies the equivalent conditions of lemma 4.1.1.

b) M is artinian if (Σ,⊇) satisfies the equivalent conditions of lemma 4.1.1.

c) R is noetherian if R is a noetherian R-module.

d) R is artinian if R is an artinian R-module.

Example 4.1.3 a) A finite-dimensional vector space over a field is both artinian and noetherian.

b) It follows easily from the elementary divisors theorem that a finitely generated module
over a PID is noetherian. If it is a torsion module, it is also artinian.
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c) A field is both noetherian and artinian as a ring.

d) A PID is not artinian: if x 6= 0 is not a unit, then xR ) x2R ) · · · ) xnR ) . . .

d) If k is a field, the ring k[X1, X2, . . . , Xn, . . . ] is neither artinian nor noetherian, as we have
the chains (X1) ) (X1X2) ) (X1X2X3) ) . . . and (X1) ( (X1, X2) ( (X1, X2, X3) ( . . .

Remark 4.1.4 Every artinian ring is noetherian. A proof is given in the Introduction to Ring
Theory course. A self-contained proof can be found in [2], theorem 2.14.

Noetherian rings are the most useful class in Algebraic Geometry and in Number Theory.
Artinian rings play a minor role. They will be characterised at the beginning of chapter VI.

Proposition 4.1.5 Let R be a ring and M an R-module. The following conditions are equivalent:

a) M is noetherian;

b) Every submodule N ⊆M is finitely generated.

Proof. Suppose M noetherian, N ⊆M a submodule and let Σ be the set of all finitely generated
submodules of N . This set is non-empty, as it contains {0}. Let thus N ′ ⊆ N be a maximal
finitely generated submodule. For any m ∈ N , the submodule N ′ +mR ⊆ N is finitely gener-
ated and contains N ′. By maximality N ′ = N ′ +mR, hence m ∈ N ′ for all m ∈ N i.e. N ′ = N .
Conversely, assume that every submodule N ⊆M is finitely generated and let M1 ⊆M2 ⊆ . . .
be a chain of submodules ofM . PutN =

⋃∞
n=1Mn. It is a submodule because any two elements

of N belong to Mn for n large enough, hence their sum is in Mn. By assumption, N is finitely
generated. For some n0 ≥ 1 all the generators belong to Mn0 , hence N = Mn0 = Mn0+1 = . . .�

Corollary 4.1.6 A PID is noetherian.

Proof. Indeed, any ideal is generated by one element. �

Proposition 4.1.7 Let R be a ring and 0→M ′
i−→M

π−→M ′′ → 0 an exact sequence of R-modules.

a) M is noetherian⇐⇒M ′ and M ′′ are noetherian.

b) M is artinian⇐⇒M ′ and M ′′ are artinian.

Proof. We only prove statement a), the proof of b) is similar, reversing inclusions. Suppose M is
noetherian. Any submodule ofM ′ is inM and thus finitely genereated, henceM ′ is noetherian.
For any chain M ′′1 ⊆ M ′′2 ⊆ . . . in M ′′ we get a chain π−1(M ′′1 ) ⊆ π−1(M ′′2 ) ⊆ . . . in M . Thus
π−1(M ′′n) = π−1(M ′′n+1) for all n ≥ n0 for a suitable n0 ∈ N. Hence M ′′n = π

(
π−1(M ′′n)

)
=

π
(
π−1(M ′′n+1)

)
= M ′′n+1 for all n ≥ n0.

Suppose M ′ and M ′′ noetherian and let M1 ⊆ M2 ⊆ . . . be a chain of submodules in M . Then
there exists n′0, n

′′
0 ∈ N such that M ′ ∩Mn = M ′ ∩Mn+1 for all n ≥ n′0 and π(Mn) = π(Mn+1)

for all n ≥ n′′0 . For any n ≥ n0 = max{n′0, n′′0}we have a commutative diagram

0 −−−−→ M ′ ∩Mn −−−−→ Mn −−−−→ π(Mn) −−−−→ 0∥∥∥∥ y ∥∥∥∥
0 −−−−→ M ′ ∩Mn+1 −−−−→ Mn+1 −−−−→ π(Mn+1) −−−−→ 0

and by the snake lemma we conclude that Mn = Mn+1 for n ≥ n0. �
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Corollary 4.1.8 If M1, . . . ,Mn are noetherian (resp. artinian) modules, then
⊕n

i=1Mi is noetherian
(resp. artinian).

Proof. Induction on n using the sequence 0 −→Mn −→
⊕n

i=1Mi −→
⊕n−1
i=1 Mi −→ 0. �

Corollary 4.1.9 Let R be a noetherian ring. Every finitely generated R-module is noetherian and
finitely presented.

Proof. Choose a presentation π : Rn � M . Since Rn is noetherian, kerπ and M are noetherian,
and kerπ is finintely generated by proposition 4.1.5. �

Corollary 4.1.10 Let R be a noetherian ring. Any finite R-algebra is also a noetherian ring.

Proof. Let I ⊆ A an ideal. As an R-submodule of A it is finitely generated, because A is a
noetherian module. Then I is also finitely generated as an A-module. �

Corollary 4.1.11 Let R be a noetherian integrally closed ring, K its fraction field, L a finite separable
extension of K and A the integral closure of R in L. Then A is finite over R and thus noetherian.

Proof. By corollary 3.3.14, A is a submodule of a free R-module of finite rank [L : K]. So it is
finitely generated as an R-module and noetherian by corollary 4.1.10. �

Remark 4.1.12 Let R be an integrally closed domain, K its fraction field, L a finite extension
of K and A the integral closure of R in L. In general, it is not true that A is a finitely gener-
ated R-module: see exercise 3.5 for an example in which both R and A are discrete valuation
rings. A domain R whose integral closure in any finite extension of FracR is a finite over R is
called a japanese ring. Examples of japanese rings are domains of finite type over a field (corol-
lary 4.3.8) and complete discrete valuation rings (corollary 3.6.21). More generally, a noetherian
complete local ring is japanese, [8], corollary 2 to theorem 69.

Corollary 4.1.13 Let R be a noetherian (resp. artinian) ring, I ⊂ R an ideal. Then R/I is also
noetherian (resp. artinian).

Proof. It follows from proposition 4.1.7 that R/I is noetherian (resp. artinian) as an R-module.
Therefore it is noetherian (resp. artinian) as an R/I-module. �

Remark 4.1.14 A subring of a noetherian (resp. artinian) ring is not necessarily noetherian
(resp. artinian). For instance in example 4.1.3.d we have seen that k[X1, X2, . . . , Xn, . . . ] is
neither artinian nor noetherian. Since it is a domain, it is a subring of its fraction field, and a
field is both artinian and noetherian.

Proposition 4.1.15 Let R be a noetherian ring, S ⊂ R a multiplicative subset. Then S−1R is also
noetherian.

Proof. Let J1 ⊆ J2 ⊆ . . . be a chain of ideals in S−1R. By proposition 2.1.10 there is a chain
I1 ⊆ I2 ⊆ . . . in R such that Jn = S−1In for all n. Fix n0 such that In = In+1 for all n ≥ n0, we
get Jn = Jn+1 for all n ≥ n0. �
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Corollary 4.1.16 If R is a noetherian ring then Rp is a noetherian ring for every prime p.

Theorem 4.1.17 (Hilbert’s Basis Theorem) If R is a noetherian ring then R[X] is also noetherian.

Proof. Let I ⊆ R[X] be an ideal and F = {fα} an arbitrary family of generators of I . Let
J ⊆ R be the ideal generated by the leading coefficients of the fα. Since R is noetherian,
J = (c1, . . . , cn). Let fi = ciX

di + gi ∈ F , with deg gi < di, be the generator corresponding to
ci, for i = 1, . . . , n. Let I ′ = (f1, . . . , fn), set d = max{d1, . . . , dn} and put I ′′ = I ∩⊕d−1

i=0 RX
i.

We shall prove that I = I ′ + I ′′. Since
⊕d−1

i=0 RX
i is finitely generated, it is a noetherian R-

module, so the submodule I ′′ is also finitely generated, say I ′′ = (h1, . . . , hm), Hence I =
(f1, . . . , fn, h1, . . . , hm) is finitely generated. Since every ideal is finitely generated, R[X] is
noetherian.
For every f = cXr + g ∈ I , with deg g < r, we have c ∈ J . If r ≤ d − 1 then f ∈ I ′′. If r ≥ d,
write c = a1c1 + · · · + ancn, with ai ∈ R. Then f −∑n

i=1 aiX
r−difi ∈ I and has degree strictly

smaller than r. Repeating if necessary, we obtain the announced equality I = I ′ + I ′′. �

Corollary 4.1.18 If R is a noetherian ring then R[X1, . . . , Xn] is noetherian.

Corollary 4.1.19 If R is a noetherian ring then any R-algebra of finite type is noetherian and finitely
presented as an R-algebra.

Proof. Combine corollaries 4.1.19 and 4.1.13. �

Remark 4.1.20 Hilbet’s basis theorem is also a crucial ingredient in the proof of the following
fact: if R is a noetherian ring and a an ideal, the a-adic completion R̂a is a noetherian ring. See
for instance [1], theorem 10.26.

§ 2 Composition series

Let R be a ring and M an R-module.

Definition 4.2.1 An R-module M is simple if its only submodules are 0 and M .

Notice that if 0 6= m ∈ M , then 0 6= Rm ⊆ M , thus if M is simple, M = Rm. The map
ϕ : R → M defined by ϕ(1) = m induces an isomorphism M ' R/Ann (m). Again, since M is
simple, we get that Ann (m) is a maximal ideal in R.

Definition 4.2.2 Let M be an R-module. A chain M = M0 ) M1 ) · · · ) Mn = 0 of submod-
ules is said to be of length n. A composition series or Jordan–Hölder sequence is a chain such
that Mi−1/Mi is simple for 1 ≤ i ≤ n.

The following result gathers some information we shall need later on. For a proof we refer
to the Introduction to Ring Theory course. Alternatively, see [2], theorem 2.13.
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Theorem 4.2.3 Let M be an R-module.

a) M has a composition series if and only if it is both artinian and noetherian.

b) If M has a composition series, then all composition series have the same length, called the length
of the module and denoted by `(M).

c) If M has a composition series, then any descending chain of submodules can be refined into a
composition series.

d) If 0 −→M ′ −→M −→M ′′ −→ 0 is short exact, then `(M) = `(M ′) + `(M ′′).

e) If M has a composition series, then M ' ⊕mMm. Only maximal ideals annihilating some quo-
tient in some composition series appear in the sum. For a fixed maximal ideal m ⊂ R, the number
of quotients Mi−1/Mi arising from any composition series and such that Ann (Mi−1/Mi) = m is
equal to the length of Mm as an Rm-module (and is the same for all series).

We shall write `(M) < +∞ to say that M has a composition series.

§ 3 Normalisation Lemma and Nullstellensatz

In this section, k is a field and R a k-algebra of finite type.

Lemma 4.3.1 (Noether’s Normalisation) Let R = k[X1, . . . , Xn]/I . There exists an integer d ≤ n
and an injection k[T1, . . . , Tn] ⊆ k[X1, . . . , Xn] such that:

a) k[X1, . . . , Xn] is finite over k[T1, . . . , Tn];

b) I ∩ k[T1, . . . , Tn] is the ideal in k[T1, . . . , Tn] generated by Td+1, . . . , Tn;

c) R is finite over k[T1, . . . , Td].

Proof. c) follows directly from a) and b). If n = 0 or if I = 0, a) and b) are trivial. Suppose first
that I = (F ), with F =

∑
ν aνX

ν1
1 . . . Xνn

n . For m = (m1, . . . ,mn−1, 1) ∈ Nn, let Yi = Xi −Xmi
n ,

for 1 ≤ i ≤ n− 1. Clearly k[X1, . . . , Xn] = k[Y1, . . . , Yn−1, Xn]. If we can find m ∈ Nn such that

(4.1) F (Y1, . . . , Yn−1, Xn) = αXe
n+Ge−1X

e−1
n +· · ·+G0, α ∈ k×, e ≥ 1, Gj ∈ k[Y1, . . . , Yn−1],

statement a) will follow by setting Ti = Yi for 1 ≤ i ≤ n − 1 and Tn = F , since (4.1) gives
the integral equation Xe

n + α−1Ge−1X
e−1
n + · · · + α−1(G0 − Tn) = 0 for Xn over k[T1, . . . , Tn].

Moreover, for any P ∈ I , write P = TnQ, with Q ∈ k[X1, . . . , Xn]. If P ∈ I ∩ k[T1, . . . , Tn]
then Q = P

Tn
belongs to the fraction field of k[T1, . . . , Tn] and, as an element in k[X1, . . . , Xn], is

integral over k[T1, . . . , Tn]. The latter being integrally closed, we have Q ∈ k[T1, . . . , Tn], hence
I ∩ k[T1, . . . , Tn] = Tnk[T1, . . . , Tn]. That settles b).
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Denote 〈v,w〉 the standard euclidean scalar product in Rn. Substituting Yi = Xi −Xmi
n in the

monomial aνXν1
1 . . . Xνn

n we get

aνX
ν1
1 . . . Xνn

n =aν (Y1 −Xm1
n )ν1 . . . (Yn−1 −Xmn−1

n )νn−1 Xνn
n

=aν

Ñ
X〈ν,m〉n +

∑
j�〈ν,m〉

Hj(Y1, . . . , Yn−1)X
j
n

é
(4.2)

By lemma 4.3.2 below, it is possible to find m such that the values 〈ν,m〉 ∈ N are all distinct
for all the ν ∈ Nn such that aν 6= 0. Formula (4.1) now follows from (4.2) by taking ν0 to be the
unique multi-index such that 〈ν0,m〉 = maxaν 6=0{〈ν,m〉} and setting α = aν0 and e = 〈ν0,m〉.
Now proceed by induction on n. The case n = 1 is settled (k[X1] is a PID). Pick any 0 6= F ∈ I .
Proceeding as above, find Y1, . . . , Yn−1 ∈ k[X1, . . . , Xn] such that k[X1, . . . , Xn] is finite over
k[Y1, . . . , Yn−1, F ] and Fk[X1, . . . , Xn] ∩ k[Y1, . . . , Yn−1, F ] = Fk[Y1, . . . , Yn−1, F ].
If I ∩ k[Y1, . . . , Yn−1] = 0, put Ti = Yi for 1 ≤ i ≤ n − 1 and Tn = F as above to get claim a)
in the statement. Clearly Tnk[T1, . . . , Tn] ⊆ I ∩ k[T1, . . . , Tn]. To check equality, and thus get b),
localise w.r.t. k[T1, . . . , Tn−1]−{0}. We have Tnk(T1, . . . , Tn−1)[Tn] ⊆ I∩k(T1, . . . , Tn−1)[Tn] and
the first is a maximal ideal, so the inclusion is an equality. Hence, for any P ∈ I ∩ k[T1, . . . , Tn]
there exists 0 6= S ∈ k[T1, . . . , Tn−1] such that SP ∈ Tnk[T1, . . . , Tn]. But Tnk[T1, . . . , Tn] is prime
and S doesn’t belong to it, so P ∈ Tnk[T1, . . . , Tn].
If, on the contrary, I ∩ k[Y1, . . . , Yn−1] 6= 0, by inductive assumption there exist an injection
k[T1, . . . , Tn−1] ⊆ k[Y1, . . . , Yn−1] such that k[Y1, . . . , Yn−1] is finite over k[T1, . . . , Tn−1] and an
integer d < n − 1 such that I ∩ k[T1, . . . , Tn−1] is the ideal in k[T1, . . . , Tn−1] generated by
Td+1, . . . , Tn−1. Put again Tn = F . Then k[T1, . . . , Tn] ⊆ k[X1, . . . , Xn] is a finite injection,
whence claim a). The ideal I ∩k[T1, . . . , Tn] clearly contains the ideal generated by Td+1, . . . , Tn
and we must show that they coincide.
The ideal Tnk[T1, . . . , Tn] is the kernel of the natural projection k[T1, . . . , Tn] � k[T1, . . . , Tn−1].
The inclusion k[T1, . . . , Tn−1] ⊂ k[T1, . . . , Tn] gives a splitting, whence a decomposition

k[T1, . . . , Tn] = k[T1, . . . , Tn−1]⊕ Tnk[T1, . . . , Tn]

as k[T1, . . . , Tn−1]-modules. Any P ∈ k[T1, . . . , Tn] can be written as P = P0 + (P − P0) for a
unique P0 ∈ k[T1, . . . , Tn−1]. If P ∈ I ∩ k[T1, . . . , Tn], since Tnk[T1, . . . , Tn] ⊂ (I ∩ k[T1, . . . , Tn]),

P0 = (P0 − P ) + P ∈ (I ∩ k[T1, . . . , Tn]) ∩ k[T1, . . . , Tn−1]

= I ∩ k[T1, . . . , Tn−1]

= Td+1k[T1, . . . , Tn−1] + · · ·+ Tn−1k[T1, . . . , Tn−1].

Finally, since P − P0 ∈ Tnk[T1, . . . , Tn], we have shown that P = P0 + (P − P0) belongs to the
ideal generated by Td+1, . . . , Tn. �

Lemma 4.3.2 Let N ⊂ Nn be a finite set. There exists a vector m = (m1, . . . ,mn−1, 1) ∈ Nn such
that the values 〈ν,m〉 ∈ N are all distinct for all the ν ∈ N .

Proof. For ν = (ν1, . . . , νn) ∈ Nn, define |ν| = max{νi}, select b > maxν∈N{|ν|} and put
m = (bn−1, bn−2, . . . , b, 1). By the uniqueness of the expansion of an integer in base b, an identity

〈ν,m〉 = ν1b
n−1 + · · ·+ νn−1b+ νn = ν ′1b

n−1 + · · ·+ ν ′n−1b+ ν ′n = 〈ν ′,m〉

with 0 ≤ νi, ν ′j < b implies νi = ν ′i for all 1 ≤ i ≤ n. �
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Corollary 4.3.3 Let R be a k-algebra of finite type, m ⊂ R a maximal ideal. Then R/m is a finite
extension of k

Proof. Let π : k[X1, . . . , Xn]� R and ‹m = π−1(m), a maximal ideal in k[X1, . . . , Xn] by proposi-
tion 1.1.49. By the Normalisation lemma applied to k[X1, . . . , Xn]/‹m = R/m, this ring is finite
over k[T1, . . . , Td] for a suitable d ∈ N . ButR/m is a field, integral over the domain k[T1, . . . , Td].
By proposition 3.2.1, the latter must be a field, which is possible only for d = 0. �

Corollary 4.3.4 In a k-algebra of finite type, the Jacobson radical is equal to the nilradical.

Proof. Recall that NR (resp. RR) is the intersection of all prime (resp. maximal) ideals. Let
f ∈ RR. If f were not nilpotent, the ring Rf = R[ 1f ] being still finitely generated over k and is
not the zero ring, would contain a maximal ideal m. Let ϕ : R → Rf be the natural map and
consider k ⊆ R/ϕ−1(m) ⊆ Rf/m. Since Rf/m is finite over k, it is finite over R/ϕ−1(m). The
first is a field and the latter a domain. It follows that R/ϕ−1(m) is a field and ϕ−1(m) is thus
maximal. But f /∈ ϕ−1(m), contradicting f ∈ RR. �

Corollary 4.3.5 (Weak Nullstellensatz) If k is an algebraically closed field and m ⊂ k[X1, . . . , Xn]
is a maximal ideal, then there exists a unique (α1, . . . , αn) ∈ kn such that m = (X1−α1, . . . , Xn−αn).

Proof. If m is maximal, k[X1, . . . , Xn]/m is a finite field extension of the algebraically closed k.
Hence k[X1, . . . , Xn]/m ' k. If αi ≡ Xi mod m then (X1 − α1, . . . , Xn − αn) ⊆ m and the first is
obviously maximal, so they coincide. Uniqueness is trivial. �

Corollary 4.3.6 Let k be algebraically closed, I ⊂ k[X1, . . . , Xn] an ideal and R = k[X1, . . . , Xn]/I .
There is a bijection between closed points in SpecR and the zero-locus of I

Z(I) = {(α1, . . . , αn) ∈ kn |F (α1, . . . , αn) = 0 ∀F ∈ I} .

Proof. Closed points in SpecR are in bijection with maximal ideals in R which are in bijection
with maximal ideals in k[X1, . . . , Xn] containing I . So if F ∈ I then

F ∈ I ⊆ m = (X1 − α1, . . . , Xn − αn) = ker [ε : k[X1, . . . , Xn] −→ k]

where ε(P ) = P (α1, . . . , αn). Hence ε(F ) = F (α1, . . . , αn) = 0. Conversely, if ε(F ) = 0 for all
F ∈ I then I ⊆ ker(ε) = m. �

Corollary 4.3.7 (Hilbert’s Nullstellensatz) Let k be algebraically closed and I ⊂ k[X1, . . . , Xn] an
ideal. If F ∈ k[X1, . . . , Xn] satisfies F (α1, . . . , αn) = 0 for all (α1, . . . , αn) ∈ Z(I) then F ∈

√
I .

Proof. Let R = k[X1, . . . , Xn]/I and denote F the class of F mod I . Then

F (α1, . . . , αn) = 0 ∀ (α1, . . . , αn) ∈ Z(I)⇐⇒ F ∈ m ∀ m ⊇ I maximal in k[X1, . . . , Xn]

⇐⇒ F ∈ m ∀ m maximal in R
⇐⇒ F ∈ RR = NR (by corollary 4.3.4)

⇐⇒ F ∈
√
I. �

We conclude this section with another beautiful application of the Normalisation Lemma.
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Corollary 4.3.8 Let k be a field and R a k-algebra of finite type. Assume that R is a domain and let
K = FracR. Let L be a finite extension of K and A the integral closure of R in L. Then A is a finitely
generated R-module and, in particular, a k-algebra of finite type.

Proof. By the Normalisation Lemma, R is a finitely generated module over a polynomial subal-
gebra k[X1, . . . , Xn] ⊆ R. Clearly, if A is a finitely generated k[X1, . . . , Xn]-module, it is finitely
generated as R-module, so we may assume that R = k[X1, . . . , Xn]. Moreover, let L ⊆ M be a
finite field extension which is normal over K and denote by B the integral closure of A in M .
Again, ifB is a finitely generatedR-module, so is its submoduleA, sinceR is noetherian. So we
may assume that L = M is normal over K. Furthermore, let E ⊆ L be the subset of elements
which are fixed by every K-linear field automorphism of L. We know from Galois theory that
K ⊆ E ⊆ L is a tower of field extensions, the first purely inseparable and the second separable.
Let C be the integral closure of K in E. We know from corollary 3.3.14 that A is finite over C,
so we may assume that L = E is purely inseparable over K.

We are now reduced to the case where L is generated over K by the q-th roots of some
elements f1, . . . , fr ∈ K = k(X1, . . . , Xn) (where q is a power of the characteristic of k). Let
k′ be the finite extension of k generated by the q-th roots of the coefficients of the fi. For
the compositum extension we have k′L ⊆ k′(Y1, . . . , Yn) = L′, where Y q

i = Xi. Then A′ =
k′[Y1, . . . , Yn] is an integrally closed domain with field of fractions L′ finite over R: it is thus the
integral closure of R in L′. Its R-submodule A must then be finitely generated as well. �

§ 4 Exercises

Exercise 4.1 Let R be a noetherian ring. Show that every open subset U ⊆ SpecR is the union
of a finite number of subsets of the form SpecR−Z(f) = SpecRf .

Exercise 4.2 Let R be a noetherian ring. Show that the nilradical of R is nilpotent, i.e. that Nn
R

is the zero ideal for some integer n ≥ 1. Show that any ideal I contains a power of its radical:
(
√
I)n ⊆ I for some n ≥ 1.

Exercise 4.3 Let R be a noetherian ring. Recall that an ideal I ⊆ R is radical if xn ∈ I ⇒ x ∈ I .

a) Let Σ be the set of all radical ideals in R which are not intersection of finitely many prime
ideals. Suppose Σ 6= ∅ and show that it contains a maximal element I .

b) Suppose that I 6= R. Show that there exist x, y /∈ I such that xy ∈ I . Show that I + (x) 6=
R 6= I + (y).

c) Show that
»
I + (x) = p1 ∩ · · · ∩ pr and

»
I + (y) = q1 ∩ · · · ∩ qs for suitable prime ideals

pi and qj of R.

d) Show that I = p1 ∩ · · · ∩ pr ∩ q1 ∩ · · · ∩ qs. Conclude that every radical ideal in R is the
intersection of finitely many prime ideals.

e) Let J be a radical ideal, written as J = p1 ∩ · · · ∩ pr and J = q1 ∩ · · · ∩ qs. Suppose pi * pj
and qi * qj for i 6= j. Show that r = s and that ∀ i ∃! j such that pi = qj .
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Exercise 4.4 This exercise gives an alternative proof of Hilbert’s Basis Theorem. Let R be a
noetherian ring. For an ideal I ⊆ R[X], denote a′d(I) ⊆ R the set of all leading coefficients of
polynomials of degree d in I and let ad(I) = a′d(I) ∪ {0}.

a) Show that ad(I) is an ideal for every d ≥ 0.

b) Show that ad(I) ⊆ ad+1(I).

c) Show that if I ⊆ J then ad(I) ⊆ ad(J) for all d ≥ 0.

d) Prove, by induction on d, that if I ⊆ J and ad(I) = ad(J) for all d ≥ 0 then I = J .

Let I0 ⊆ I1 ⊆ · · · ⊆ Ik ⊆ . . . be a sequence of ideals in R[X].

e) Show that the set {aj(Ij), ∀i, j} of ideals in R has a maximal element. Denote it ap(Iq).

f) Fix d ≥ 0 and consider the sequence ad(I0) ⊆ ad(I1) ⊆ . . . . Show that there exists an
integer jd be such that ad(Ij) = ad(Ijd) for all j ≥ jd.

g) Put m = max{j0, . . . , jp−1, q}. Show that, if d ≤ p− 1, then ad(In) = ad(Im) for all n ≥ m.

h) Use b) and c) to show that ap(Iq) ⊆ ad(In), for all d ≥ p and n ≥ m.

i) Conclude that ad(In) = ad(Im) for all d, provided n ≥ m.

j) Conclude that R[X] is noetherian.

Exercise 4.5 Suppose that R is a noetherian domain. Show that any nonzero ideal contains a
product of nonzero prime ideals.

Exercise 4.6 Let R be a noetherian domain which is not a field. Show that R is a UFD if and
only if every ideal generated by an irreducible element is prime.
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Chapter V

Dedekind domains

§ 1 Discrete Valuation Rings

For the reader’s convenience, we begin by recalling the:

Definition 3.4.18 A valuation ring R with fraction field K is a discrete valuation ring (DVR for
short) if K×/R× ' Z. Any element π ∈ R such that v(π) = 1 is called a uniformiser or uniformising
parameter of R.

Proposition 5.1.1 Let R be a domain. The following conditions are equivalent:

a) R is a DVR;

b) R is a local PID.

Proof. If R is a DVR, we know that it is a local ring. If π ∈ R is a uniformiser, for any 0 6= x ∈ R,
let n = v(x) ∈ N and u = x

πn . Since v(u) = v(x) − n = 0, we have u ∈ R× and every element
can be written uniquely as x = uπn. If I ⊂ R is an ideal, {v(x) |x ∈ I} is a subset of N and
has thus a minimum m. Then for any x ∈ I , we can write x = x

πmπ
m and x

πm ∈ R because
v
( x
πm
)

= v(x)−m ≥ 0. Hence I = (πm). Therefore R is a PID.
Conversely, let m = (π) ⊂ R be the maximal ideal of a local PID. Up to a unit factor, π is the
unique irreducible element in R. Thus for every 0 6= x ∈ R, we can write x = uπn for a unique
n ∈ N and u ∈ R×. It is now immediate to check that

v : K× −→ Z,
a

b
7−→ v(a)− v(b)

is a discrete valuation on K. �

Example 5.1.2 From the proposition above it is immediate to see that Z(p) is a DVR for every
prime number p. If k is a field, k[X](X) and k[[X]] are DVRs.

To prepare for another characterisation of DVRs, we need a special case of the following
lemma. The general statement will be used later.
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Lemma 5.1.3 Let R be a local noetherian ring with maximal ideal m. Suppose that there exists n0 ∈ N
and a non-nilpotent element π ∈ m such that mn ⊆ (π) for all n ≥ n0. Then

⋂
n≥0m

n = 0.

Proof. Let a = {x ∈ R | ∃ m ∈ N, xπm = 0}. It is an ideal, finitely generated since R is
noetherian. There is thus an integer m0 such that xπm0 = 0 for all x ∈ a.
Let now y ∈ ⋂n≥0mn. In particular, for all n ≥ 0 we have y ∈ mn2 ⊆ (πn). Hence we can
write y = xnπ

n for all n ≥ n0 and therefore (xn − πxn+1)π
n = 0, thus xn − πxn+1 ∈ a. Whence

an increasing sequence of ideals {a + (xn)}n which must be stationary: for n sufficiently large
xn+1 ∈ a + (xn). Write xn+1 = a + bxn, for some a ∈ a. On the other hand, xn = πxn+1 + a′,
for some a′ ∈ a. substituting, we get (1 − bπ)xn+1 ∈ a. Since π ∈ m, then 1 − bπ is a unit and
xn+1 ∈ a for n large enough. Taking n ≥ m0 and sufficiently large, we get y = πn+1xn+1 = 0.�

Remark 5.1.4 More generally, Krull’s intersection theorem states that if R is any local noethe-
rian ring with maximal ideal m, then

⋂
n≥0m

n = 0. The (same) proof can be found alternatively
in [1], corollary 10.19, [2], corollary 5.4, [8], corollary 11.2 or [9], theorem 8.10.

Proposition 5.1.5 Let R be a ring. The following conditions are equivalent:

a) R is a DVR;

b) R is noetherian, local, with maximal ideal m generated by a non-nilpotent element.

Proof. Recalling that a PID is noetherian, the implication a) =⇒ b) is clear.
For the converse, let π ∈ R be a non-nilpotent element generating m. From lemma 5.1.3 (applied
to m = (π)) we infer that for any 0 6= x ∈ R there is an n ∈ N such that x ∈ mn but x /∈ mn+1.
We have thus a unique expression x = uπn, with u = x

πn ∈ R
×. Therefore R is a domain and,

setting n = v(x) and K = FracR, we can define a discrete valuation v : K× → Z by the usual
formula v

(a
b

)
= v(a)− v(b). �

This criterion allows us to generalise example 5.1.2:

Example 5.1.6 Let R be a noetherian UFD, f ∈ R an irreducible element. The localisation of R
at the ideal generated by f is a DVR. A typical case in Algebraic Geometry is the localisation of
k[X1, . . . , Xn] at an irreducible polynomial.

Example 5.1.7 Let R = C[X,Y ]/(X3 +X2−Y 2). Since Y 2− (X3 +X2) ∈ C[X][Y ] is Eisenstein
with respect to (X + 1) ⊂ C[X], it is irreducible, hence R is a domain. As usual, write x and y
for the images of X and Y in R. Since x /∈ m1 = (x+ 1, y), we see that m1Rm1 = (x+ 1, y) = (y),
since x + 1 = y2

x2 ∈ (y2). Hence Rm1 is a DVR by proposition 5.1.5. On the other hand, for
m0 = (x, y), we have that m0Rm0 is not principal. Indeed, if ‹m0 = (X,Y ) ⊂ C[X,Y ](X,Y ), then
f = X3 +X2− Y 2 ∈ ‹m2

0, thus m0/m
2
0 = (‹m0/(f)) /

(‹m2
0/(f)

) ∼= ‹m0/‹m2
0 = C ·X ⊕C · Y . But if m0

were principal, by Nakayama’s lemma we should have dimCm0/m
2
0 = 1.

This translates the fact that the plane cubic curve X3 + X2 − Y 2 = 0 has a singularity in (0, 0)
while (−1, 0) is nonsingular.

Proposition 5.1.8 Let R be a noetherian domain. Then R is a DVR if and only if the following two
conditions hold:

i) R is integrally closed;
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ii) R has only one nonzero prime ideal.

Proof. All valuation rings are integrally closed (proposition 3.4.6) and every ideal in a DVR is
principal, generated by a power of the uniformiser, so there is only one prime ideal.
Conversely, let R be a local noetherian domain with maximal ideal m and fraction field K. By
proposition 5.1.5, it suffices to show that m is principal. Let

m′ = {x ∈ K |xy ∈ R ∀ y ∈ m} .

Obviously, m′ is an R-module and R ⊆ m′. Taking any 0 6= y ∈ m, the ”multiplication by y”
map µy : m′ → R, given by µy(x) = yx injects m′ into R. Hence m′ is isomorphic to an ideal of
the noetherian ring R and is thus finitely generated as R-module. Consider then the subset

mm′ =
¶∑

xiyi ∈ K, xi ∈ m′, yi ∈ m
©
⊆ R.

Since R ⊆ m′, we have m ⊆ mm′ ⊆ R. Thus mm′ is an ideal sitting between the maximal ideal
and R. One of these two inclusions must be an equality. We will establish the following facts:

Claim 1. If mm′ = R then m is principal.

Claim 2. If mm′ = m and R is integrally closed, then m′ = R.

Claim 3. If m is the only nonzero prime ideal in R, then m′ 6= R.

Therefore, if we assume that our ring R satisfies coinditions i) and ii), Claims 2 and 3 tell us
that mm′ 6= m and then Claim 1 implies that m is principal and thus R is a DVR. �

Proof of Claim 1. By assumption, there are elements xi ∈ m′, yi ∈ m such that
∑r
i=1 xiyi = 1. By

definition xiyi ∈ R for 1 ≤ i ≤ r. If all xiyi ∈ m, we would get 1 ∈ m, which is absurd. Say
u = x1y1 /∈ m, hence u ∈ R×. Put π = u−1y1 ∈ m. Then x1π = 1. Now, for all z ∈ m we have
z = z(x1π) = (zx1)π ∈ (π). Thus m = (π) is principal. �

Proof of Claim 2. Suppose that mm′ = m and take any x ∈ m′. Then xm ⊆ m. Iterating,
we get xnm ⊆ xn−1m ⊆ · · · ⊆ xm ⊆ m, hence xn ∈ m′ for all n ∈ N. The R-submodules
Mn = (1, x, . . . , xn) ⊆ m′ build up to an increasing chain M1 ⊆ M2 ⊆ · · · ⊆ Mn ⊆ Mn+1 ⊆ . . .
of submodules of the finitely generated R-module m′. By noetherian assumption, Mn = Mn−1
for n large enough. Thus xn ∈ Mn−1, i.e. xn = a0 + a1x + · · · + an−1x

n−1 for suitable ai ∈ R.
Therefore any x ∈ m′ ⊂ K is integral over R. Since R is integrally closed, x ∈ R. �

Proof of Claim 3. Select 0 6= y ∈ m and consider Ry = R[ 1y ]. Since m is the only nonzero prime
ideal in R, the ring Ry has no nonzero primes, hence Ry = K. Fix 0 6= z ∈ R and write 1

z = a
yn ,

for suitable a ∈ R and n ∈ N. Hence yn = az ∈ (z). Therefore, if y1, . . . , yr are generators of
m, there is an integer n0 ∈ N such that yn0

i ∈ (z) for 1 ≤ i ≤ r. Therefore mn ⊆ (z) for all
n ≥ rn0. Suppose furthermore that z ∈ m and let m0 ∈ N be the smallest nonzero integer such
that mm0 ⊆ (z). Choose t ∈ mm0−1, t /∈ (z). Then tm ⊆ (z), thus t

z ∈ m′, but t
z /∈ R. �

A final characterisation of DVRs (corollary 5.2.20) will be given in the next section.
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§ 2 Invertible modules, fractional ideals, divisors

Throughout this section, R is a domain, K its field of fractions.

Definition 5.2.1 A finitely generated R-module L is invertible if for every prime ideal p of R there is
an isomorphism Lp ' Rp .

In other words, L is locally free of rank 1. In particular, a free rank 1 module is invertible,
e.g. any principal ideal in R.

Remark 5.2.2 It suffices to check the condition at maximal ideals: every prime p is contained
in a maximal ideal m and Lp = (Lm)p.

Example 5.2.3 Let R be a DVR with maximal ideal m = (π). Let k be a field and suppose that
R is a k-algebra and that R/m = k. Then if Ω1

R/k is a finitely generated R-module (e.g. if R is
a localisation of a finitely generated k-algebra) then it is free, generated by dπ, and thus is an
invertible module. To prove this, it suffices to show that Ω1

R/k = Rdπ+πΩ1
R/k and Nakayama’s

lemma will imply that Ω1
R/k = Rdπ. Since R = k ⊕ m, write any x ∈ R as x = α + yπ, then

dx = d(yπ) = ydπ + πdy. The claim now follows, since Ω1
R/k is generated by Im(d).

Example 5.2.4 Let k be a field and R a finitely generated k-algebra such that k is algebraically
closed in R. Assume that Rp is a DVR for every nonzero prime ideal p. Then Ω1

R/k is an in-
vertible R-module. If k is the algebraic closure of k, R = R ⊗k k is a faithfully flat R-algebra
and Ω1

R/k
= Ω1

R/k ⊗R R, so we may assume that k is algebraically closed. Under these as-
sumptions, the residue field at every nonzero prime is equal to k and we are in the situation of
example 5.2.3. We shall write Ω−1R/k = HomR(Ω1

R/k, R) for the dual module. This is consistent
with proposition 5.2.6 below.

Example 5.2.5 LetM =
∑
p
1
pZ ⊂ Q (sum over all prime numbers). Using Bezout’s identity, it is

easy to check thatM is the subgroup of all rational numbers that, in reduced form, have square-
free denominator. For a fixed prime number p, clearly

∑
q 6=p

1
qZ ⊆ Z(p), thus M(p) = 1

pZ(p) is
locally free of rank 1, but M is not finitely generated, so it is not an invertible module.

If L and M are invertible modules, L⊗RM and L∨ = HomR(L,R) are invertible too. This
follows from the canonical isomorphisms

(L⊗RM)p ∼= Lp ⊗Rp Mp and HomR(L,R)p ∼= HomRp(Lp, Rp),

given respectively in corollary 2.1.22 and exercise 2.1 (or proposition 1.2.84, if R is noetherian).

Proposition 5.2.6 An R-module L is invertible if and only if the evaluation map

ε : L⊗R L∨ −→ R x⊗ λ 7−→ λ(x)

is an isomorphism.
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Proof. If L is invertible, for every prime p the evaluation εp : Lp⊗Rp L
∨
p ' Rp⊗Rp Rp → Rp is an

isomorphism, so ε is an isomorphism.
Conversely, suppose that ε is an isomorphism and let y1, . . . , yn ∈ L and λ1, . . . , λn ∈ L∨ such
that

∑n
i=1 λi(yi) = 1. If p is a prime and λi(yi) ∈ p for i = 1, . . . , n then 1 ∈ p, which is absurd.

We may assume thus λ1(y1) /∈ p, hence λ1(y1) is a unit in Rp. Put z = λ1(y1)
−1y1 ∈ Lp. The

map λ1 : Lp → Rp is surjective (since λ1(z) = 1) and thus splits (Rp being free), whence a
decomposition Lp ' zRp ⊕ ker(λ1). Similarly, viewing z as a map L∨p → Rp, λ 7→ λ(z), we
obtain a decomposition L∨p = λ1Rp ⊕ ker(z). Since ε is an isomorphism, εp : Lp ⊗Rp L

∨
p → Rp is

an isomorphism. But

Lp ⊗Rp L
∨
p ' [zRp ⊗ λ1Rp]⊕ [ker(λ1)⊗ λ1Rp]⊕ [zRp ⊗ ker(z)]⊕ [ker(λ1)⊗ ker(z)]

and εp is already an isomorphism on the first summand, thus ker(λ1) = ker(z) = 0 (because
they become zero after tensorisation by a free module), hence Lp ' zRp (and L∨p ' λ1Rp).
Moreover, let M ⊆ L be the submodule generated by y1, . . . , yn and ι : M → L the inclusion.
Since ιp is an isomorphism for all p, M = L so L is finitely generated. �

Definition 5.2.7 The Picard group Pic(R) ofR is the set of isomorphism classes of invertible modules,
with [L1] + [L2] = [L1 ⊗R L2], inverse [L]−1 = [L∨] and unit element [R]. In number theory it is
usually called the ideal class group.

Before we compute some Picard groups, it is better to present an intimately related class of
objects, as they will make these computation much simpler.

Definition 5.2.8 A nonzero R-submodule I ⊆ K is a fractional ideal if there exists 0 6= x ∈ R such
that xI ⊆ R.

Example 5.2.9 Any ideal of R is a fractional ideal. These are called integral fractional ideals.
Any 0 6= y ∈ K defines a fractional ideal yR. These are called principal fractional ideals.

Example 5.2.10 Any invertible module is isomorphic to a fractional ideal:

L = L⊗R R ↪→ L⊗R K ∼= Lp ⊗Rp K ' Rp ⊗Rp K
∼= K,

for any choice of a prime p. The existence of x ∈ R such that xL ⊆ R follows from the assump-
tion that L is finitely generated, as detailed in the following remark.

Example 5.2.11 Let R be integrally closed, L a finite separable extension of K and A ⊂ L
integral over R with L as fraction field. Recall that in definition 3.3.8 we have introduced the
codifferent as the A-module D−1A/R = {x ∈ L |TrL/K(xy) ∈ R ∀ y ∈ A}. It is a fractional ideal
of A: let {y1, . . . , yn} be a K-basis for L such that yi ∈ A and let {y∗1, . . . , y∗n} the dual basis
with respect to the trace bilinear form. For any x =

∑
i aiy

∗
i ∈ D−1A/R, with ai ∈ K, we have

TrL/K(xyj) =
∑
i aiTrL/K(y∗i yj) = aj ∈ R. Thus if z ∈ A is a common denominator of the y∗i ,

we get zD−1A/R ⊆ A.

Remark 5.2.12 Any finitely generated R-module I ⊂ K is a fractional ideal: a common de-
nominator x of a finite set y1, . . . , yn of generators of I will give xI ⊆ R. Conversely, if R is
noetherian, any fractional ideal I is finitely generated as R-module, since xI is an ideal of R.
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Example 5.2.13 If the R-module I ⊂ K is a fractional ideal then, for any multiplicative set
S ⊂ R, the S−1R-module S−1I is a fractional ideal.

For I and J fractional ideals, define IJ as the set of all finite sums
∑
xiyi, with xi ∈ I and

yi ∈ J . This is again a fractional ideal (if aI ⊆ R and bJ ⊆ R then abIJ ⊆ R). Notice that
IR = I . If S ⊂ R is a multiplicative set, S−1(IJ) = (S−1I)(S−1J).

If I is a fractional ideal, put I ′ = {x ∈ K|xI ⊆ R}. This is also a fractional ideal, since
yI ′ ⊆ R for all y ∈ I . If S ⊂ R is a multiplicative set, S−1(I ′) ⊆ (S−1I)′. Indeed, if x ∈ K is
such that xy ∈ R for all y ∈ I ′, then x

s
y
t ∈ S

−1R for all s, t ∈ S. Moreover:

Lemma 5.2.14 If I is a finitely generated fractional ideal, then S−1(I ′) = (S−1I)′.

Proof. If y1, . . . , yn generate I and z ∈ K× is such that zyi = ai
si
∈ S−1R for i = 1, . . . , n, taking

s =
∏
si we have szyi ∈ R for all i and therefore szy ∈ R for all y ∈ I . Hence sz ∈ I ′, thus

z ∈ S−1(I ′). �

Lemma 5.2.15 For any fractional ideal I , the map I ′ → HomR(I,R) = I∨ sending x ∈ I ′ to µx :
I → R, with µx(y) = xy, is an isomorphism.

Proof. This map is clearly injective (K is a domain) and R-linear. Pick a nonzero element z ∈ R
such that zI ⊆ R. Let λ ∈ I∨. For any y1, y2 ∈ I ′, since zyi ∈ R and λ is R-linear, we have
zy1λ(y2) = λ(zy1y2) = zy2λ(y1). Therefore y1λ(y2) = y2λ(y1). Fix y1 and put x = λ(y1)

y1
. We get

λ(y2) = xy2 for all y2 ∈ R, therefore λ = µx. �

Definition 5.2.16 A fractional ideal I is invertible if II ′ = R.

Notice that if I and J are fractional ideals with IJ = R then I is invertible and J = I ′. Indeed,
one has R = IJ ⊆ II ′ ⊆ R, so II ′ = R and multiplying IJ = R by I ′ we get J = I ′.

Remark 5.2.17 An invertible fractional ideal is finitely generated as an R-module: since II ′ =
R there exist y1, . . . , yn ∈ I and x1, . . . , xn ∈ I ′ such that 1 = x1y1 + · · ·+ xnyn. Then any y ∈ I
can be written as a linear combination y = y · 1 =

∑
(xiy)yi of the yi with coefficients xiy that

are in R by definition.

Example 5.2.18 Under the assumptions and notation as in example 5.2.11, let us suppose fur-
thermore that, for every maximal ideal m ⊂ R, Am = Rm[X]/(f), with f a monic polynomial
such that f ′(x) 6= 0. From proposition 3.3.10 we know that D−1A/R,m = f ′(x)−1Am. In this case the
codifferent is invertible and we write DA/R for (D−1A/R)′. Notice that, since obviouslyA ⊆ D−1A/R,
then DA/R ⊆ A is an integral ideal, called the different ideal.

Proposition 5.2.19 Over a local ring, every invertible fractional ideal is principal.

Proof. By remark 5.2.17, I is finitely generated, say by y1, . . . , yn. We can thus repeat the argu-
ment used in the proof of Claim 1, proposition 5.1.8. Since II ′ = R, there exist x1, . . . , xn ∈ I ′
such that

∑
xiyi = 1. If all products xiy1 belong to the maximal ideal m of R, then 1 ∈ m, which

is absurd. We may assume u = x1y1 /∈ m, thus invertible. Put z = u−1y1, so x1z = 1. Now for
all y ∈ I we have y = (yx1)z, with yx1 ∈ R. �
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Corollary 5.2.20 Let R be a local domain. Then R is a DVR if and only if every nonzero fractional
ideal is invertible.

Proof. If R is a DVR and π a uniformiser, every nonzero fractional ideal is of the form (πn), for
some n ∈ Z, hence invertible with inverse (π−n).
Conversely, if every ideal is invertible, by proposition 5.2.19 R is a PID and we conclude by
proposition 5.1.1. �

Theorem 5.2.21 Let I be a fractional ideal. The following conditions are equivalent:

a) I is an invertible fractional ideal.

b) I is an invertible module.

c) I is a projective module.

Proof. a) ⇒ b) follows from remark 5.2.17 and proposition 5.2.19. b) ⇒ c) because I is locally
free.
c)⇒ a) Let ϕ : F = ⊕αReα � I be a surjection from a (possibly infinitely generated) free mod-
ule and σ : I → F a splitting. Write σ(y) =

∑
α σα(y)eα and consider σα ∈ I∨. Lemma 5.2.15

provides us with an element xα ∈ I ′ ⊂ K such that σα(y) = xαy for all y ∈ I . For a given y 6= 0,
σα(y) = 0 for all but finitely many α’s. Hence xα 6= 0 for only finitely many α’s. Renumbering
the indices if necessary, let x1, . . . , xn be the non-zero values and put yα = ϕ(eα). For all y ∈ I
we have

y = ϕ(σ(y)) = ϕ

(
n∑

α=1

(xαy)eα

)
=

n∑
α=1

(xαy)yα = y

(
n∑

α=1

xαyα

)
.

Hence
∑
xαyα = 1 ∈ II ′, which is an ideal in R. Thus II ′ = R. �

Definition 5.2.22 The group of Cartier divisors Div(R) is the set of all invertible fractional ideals,
with the product I1I2 defined as above, I−1 = I ′ and unit element R.

By theorem 5.2.21 we have a map (of sets) Div(R)→ Pic(R) sending an invertible fractional
ideal to its isomorphism class as invertible module. Example 5.2.10 tells us that this map is
surjective.

Proposition 5.2.23 The map Div(R) → Pic(R) is a group homomorphism. Specifically, for any two
invertible fractional ideals the multiplication map µ : I ⊗ J → IJ , given by µ(x ⊗ y) = xy, is an
isomorphism.

Proof. Indeed, µp is an isomorphism for every prime ideal p in R. �

A principal fractional ideal is, as a module, isomorphic to R. If f, g ∈ K×, the principal
ideals I = fR and J = gR coincide if and only if IJ ′ = fg−1R = R i.e. if and only if f = ug
with u a unit in R. We can thus identify the subgroup of principal fractional ideals with the
image of the map K× → Div(R) taking f to fR and we have:

Corollary 5.2.24 The following sequence of abelian groups is exact:

1 −−−−→ R× −−−−→ K× −−−−→ Div(R) −−−−→ Pic(R) −−−−→ 0.
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Proof. Exactness in Div(R): if ϕ : I → R is an isomorphism, let e ∈ I such that ϕ(e) = 1; for any
x ∈ I we have x = ϕ(x)e, because x− ϕ(x)e ∈ kerϕ = 0. So I = eR.
Exactness in K×: for x ∈ K×, if xR = R then x = x · 1 ∈ R. Moreover there exists y ∈ R such
that 1 = xy ∈ xR, so x ∈ R×. �

Corollary 5.2.25 If R is a PID then Pic(R) = 0.

Proof. If I is any fractional ideal, xI ⊆ R is an integral ideal for as suitable non-zero x ∈ R.
Then xI = yR for some y ∈ R, hence I = y

xR, i.e. every fractional ideal is principal. �

We shall see later (corollary 6.1.16) that the Picard group of a UFD is trivial. Therefore, to
see an example of a ring with a non-zero Picard group we have to go beyond UFD.

Example 5.2.26 Let I = (2, 1 +
√
−5) ⊂ Z[

√
−5] = R. This ring is integrally closed (it’s the

integral closure of Z in Q(
√
−5)) and we have seen in example 1.2.59 that I is not principal

but is a projective R-module, hence an invertible ideal by theorem 5.2.21. We can also check
this directly: if p is any prime such that I * p then Ip ' Rp; on the other hand, if I ⊆ p then
2 = 6 − 4 = −(1 +

√
−5)2 + 2(1 +

√
−5) − 4 ∈ p2, therefore (1 +

√
−5)Rp + pIp = Ip and

Nakayama’s lemma implies (1 +
√
−5)Rp = Ip. Thus Pic(Z[

√
−5]) 6= 0.

Remark 5.2.27 A basic result, proven in any number theory course worth its name, is that the
Picard group of the ring of integers of a number field is finite.

Definition 5.2.28 Let I and J be fractional ideals. We say that I divides J if there exists an integral
ideal a ⊆ R such that J = aI .

Notice that, if I divides J then J = aI ⊆ RI = I . Conversely, if I is an invertible fractional
ideal then I ⊇ J implies I divides J because JI ′ ⊆ II ′ = R is an integral ideal and J = (JI ′)I .

Proposition 5.2.29 Let I ⊆ R be an integral invertible ideal. Suppose that there exists prime ideals
p1, . . . , pn and q1, . . . , qm ofR such that I = p1 · · · pn = q1 · · · qm. Then the pi and the qj are invertible,
n = m and each pi is equal to one of the qj . In other words, any such factorisation is unique, up to
permutation of the factors.

Proof. Since p1(p2 · pn)I ′ = R, the ideal p1 is invertible. Since p1 divides I , we have p1 ⊇ I =
q1 · · · qm. Since p1 is prime, it contains one of the factors, say q1 ⊆ p1. Since p1 is invertible, by
the remark above there exists an integral ideal a ⊆ R such that q1 = ap1. Hence a divides q1
too, thus a ⊇ q1. Going back to the factorisation q1 = ap1, since q1 is also prime, either p1 ⊆ q1,
and therefore p1 = q1 or a ⊆ q1, and therefore a = q1.
Let’s show that this second case leads to a contradiction. Indeed, it means that a = q1 = ap1;
since q1 is invertible, we would have ap1q

′
1 = R, so a would be invertible. But then we can

”simplify” a = ap1 and get p1 = R, contrary to our assumption. Hence a = q1 is impossible,
and thus p1 = q1 must hold.
Multiplying on both sides the identity p1 · · · pn = q1 · · · qm by p′1 we get p2 · · · pn = q2 · · · qm.
If n = 1, this means q2 · · · qm = R, thus R ⊆ qj for j = 2, . . . ,m and, since these are integral
ideals, qj = R and thus m = 1. If n > 1, we can repeat the procedure. �

We can rephrase the proposition as follows. Let Z1
inv(R) be the free abelian group generated

by all invertible integral prime ideals in R. The map Z1
inv(R) → Div(R), taking a prime p to

itself, is an injective group homomorphism. If R is noetherian, this is in fact a split injection. In
order to discuss this, it is better to involve a larger class of primes.
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Definition 5.2.30 A prime ideal p ⊂ R is of height 1 if the only prime ideals in Rp are 0 and pRp.

If R is noetherian, every invertible prime ideal p is of height 1: indeed pRp is principal and
thus Rp is a DVR. Notice that if R is noetherian and integrally closed, then Rp is a DVR for
every p of height 1. Still, there are height 1 primes that are not invertible:

Example 5.2.31 Let k be a field, R = k[X,Y, Z]/(Z2 − XY ). The polynomial Z2 − XY ∈
k[X,Y ][Z] is Eisenstein with respect to the ideal X , hence irreducible, so R is a domain. We
leave it as an exercise to check thatR is the integral closure of k[X,Y ] in k(X,Y )[Z]/(Z2−XY ),
and thus integrally closed. Denote as usual by x, y, z the images of the variables in R and let
p = (y, z). Since x /∈ p, we have y = z2

x ∈ zRp so Rp ' k(X)[Z](Z) is a DVR and p is of
height 1. But if m = (x, y, z), since Z2 −XY ∈ (X,Y, Z)2, we have m/m2 = kx ⊕ ky ⊕ kz and
p/(p ∩ m2) = ky ⊕ kz, so pRm can’t be generated by only one element, thus p is not invertible.
Geometrically, SpecR is a cone with vertex in m and Z(p) is a line through the vertex. The fact
that p is not invertible translates the fact that such a line can’t be obtained as the intersection of
the cone with a single hypersurface.

Remark 5.2.32 If R is a UFD, any prime ideal of height 1 is principal. Indeed, if p is such
a prime and 0 6= x ∈ p then for every irreducible factor y of x, the ideal (y) is prime and
0 6= (y) ⊆ p, hence p = (y). Therefore if R has the property that Rq is a UFD for every prime
q (a ring with this property is called locally factorial) then every prime ideal of height 1 is
invertible. Notice that a locally factorial domain is integrally closed, by corollary 3.1.17 and
example 3.1.7.

In corollary 6.1.14 we will see that in a noetherian domain every invertible ideal is contained
in a prime ideal of height 1. Moreover, we have the following finiteness result:

Lemma 5.2.33 Let a ⊆ R be an ideal in a noetherian domain. Only finitely many height 1 prime ideals
of R may contain a.

Proof. Since a ⊆
√
a and the latter is the intersection of all prime ideals containing a we may

assume that a is radical. By exercise 4.3, every radical ideal is the intersection of finitely many
non-zero prime ideals, say a = p1 ∩ . . . pn. Suppose that q ⊇ a is a height 1 prime ideal. Then
p1 · · · pn ⊆ p1 ∩ . . . pn ⊆ q. Since q is prime, q ⊇ pi for some i. By definition, the only prime
ideals contained in q are 0 and q, hence 0 6= pi = q. �

Definition 5.2.34 Let R be a noetherian domain. The group of Weil divisors Z1(R) is the free abelian
group generated by all height 1 prime ideals in R.

In particular, the group Z1
inv(R) defined above is a subgroup of the group of Weil divisors.

Remark 5.2.32 tells us that Z1
inv(R) = Z1(R) if R is locally factorial.

We shall now define the map splitting the homomorphism Z1
inv(R)→ Div(R) above under

the assumption that R is integrally closed. See theorem 5.2.38 below for the definition in the
general case.

Let R be an integrally closed noetherian domain, a ⊆ R an invertible integral ideal and p a
prime ideal of height 1. Then Rp is a DVR, hence aRp = (πvp(a)), where π is any uniformiser. If
I is a fractional ideal and 0 6= x ∈ R is such that xI ⊆ R, define vp(I) = vp(xI)− vp(x). It is an
easy exercise to check that this does not depend on x.
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Theorem 5.2.35 Let R be an integrally closed noetherian domain. The cycle map

Div(R) −→ Z1(R)

I 7−→ ∏
p pvp(I)

is a group homomorphism.

Proof. Notice first that if a ⊆ R is an invertible integral ideal, if a * p then aRp = Rp. Therefore
vp(a) > 0 if and only if a ⊆ p. Lemma 5.2.33 ensures that the product is finite and the definition
makes sense. To show that the cycle map is well defined and is a group homomorphism, we
need to check that relations are preserved: if a1 · · · an = b1 · · · bm, the two must map to the same
Weil divisor. This follows from the general properties of valuations: vp(ab) = vp(a) + vp(b). �

Proposition 5.2.36 In a locally factorial noetherian domain, every invertible fractional ideal is a prod-
uct of finitely many invertible primes.

Proof. It suffices to prove the statement for an integral invertible ideal I ⊂ R. Let p be a height
1 prime ideal containing I : we shall see in corollary 6.1.14 that such a prime always exists. By
remark 5.2.32, in a locally factorial domain every prime of of height 1 is invertible. As remarked
right after definition 5.2.28, since p is invertible I ⊆ p is equivalent to saying that p divides I .
Thus I = pI1 for some I1 ⊆ R. Being a product of invertible ideals I1 = p′I is also invertible,
so we can iterate. Any prime containing I1 also contains I , so the number of primes involved
is finite by lemma 5.2.33. Moreover, if I ⊆ p1 then IRp1 = pn1

1 Rp1 , since Rp1 is a DVR. Thus
I * pn1+1

1 , so a prime can only appear a finite number of times in a factorisation of I . �

In view of lemma 5.2.33 and propositions 5.2.29 and 5.2.36 we have established:

Theorem 5.2.37 Let R be a locally factorial noetherian domain.

a) The cycle map is an isomorphism between the groups of Cartier and Weil divisors.

b) Every invertible fractional ideal may be uniquely expressed as a finite product
∏

p pnp , where the
p’s are prime ideals of height 1 and np ∈ Z.

Let us also define the cycle map for an arbitrary noetherian domain R. We proceed in an ad
hoc manner, as a clean definition requires the notion of length which we haven’t developed suf-
ficiently. If a ⊆ R an invertible integral ideal and p a prime ideal of height 1, proposition 5.2.19
tells us that aRp is principal, say aRp = (a). In corollary 6.1.24, we shall see that there exists an
element π ∈ p such that pn ⊆ (π) ⊆ p for all n sufficiently large. We can thus invoke lemma 5.1.3
to conclude that

⋂
n≥0 p

n = 0. Therefore, there exists an integer n ≥ 0 such that a ∈ pnRp but
a /∈ pn+1Rp: denote this integer by `p(a). If I is an invertible fractional ideal and 0 6= x ∈ R
is such that xI ⊆ R, define `p(I) = `p(xI) − `p(xR). It can be shown, using theorem 4.2.3 and
related techniques, that this definition is independent on all these choices.

Theorem 5.2.38 Let R be a noetherian domain. The cycle map

Div(R) −→ Z1(R)

I 7−→ ∏
p p`p(I)

is a group homomorphism. �
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Example 5.2.39 Let k be a perfect field and k its algebraic closure. Let F (X,Y ) ∈ k[X,Y ] be an
irreducible polynomial and R = k[X,Y ]/(F ). Assume that k is algebraically closed in R and
that the plane curve Z(F ) is nonsingular, i.e. for every (x0, y0) ∈ k

2 such that F (x0, y0) = 0
then

Ä
∂F
∂X (x0, y0),

∂F
∂Y (x0, y0)

ä
6= (0, 0).

Denote R = k⊗kR. Let us first check that the localisation Rm is a DVR for every maximal ideal
m ⊂ R. Since π : k[X,Y ] → R is surjective, π−1(m) is a maximal ideal in k[X,Y ] and thus of
the form (X−x0, Y − y0) (weak Nullstellensatz). A linear change of variables reduces us to the
case (x0, y0) = (0, 0). Then F (X,Y ) ∈ aX + bY + (X,Y )2 and by assumption (a, b) 6= (0, 0). If,
say, a 6= 0 then x ∈ b

ay + m2, so mRm is principal. Since the localisations of R at maximal ideals
are all DVRs, we deduce that every nonzero prime ideal in R is maximal (take 0 6= p ⊆ m: since
Rm is a DVR, pRm = mRm, so p = m).
Thus R is a Dedekind domain: every prime ideal is of height 1 and invertible (see defini-
tion 5.3.2 below). Let us then show that R is a Dedekind domain too. It is a domain and finitely
generated over a field, thus noetherian. Every prime ideal p ⊂ R is maximal: indeed, decom-
pose k ⊗k p =

∏r
i=1m

ei
i as a finite product in R. Since π−1(mi) = ‹mi = (X − xi, Y − yi), taking

k′ = k(x1, . . . , xr, y1, . . . , yr) (a finite extension), by the Chinese Remainder Theorem we get
that R/p is contained in the finite-dimensional k′-vector space k′⊗kR/pR '

∏r
i=1 k

′[X,Y ]/‹mei
i ,

hence dimk R/p < +∞. Thus R/p is a domain, finite, hence integral, over a field: it is a field
and therefore p is maximal. To conclude that R is a Dedekind domain, we have to show that it
is integrally closed. Let z ∈ K = FracR be integral over R, then it belongs to R, since the latter
is integrally closed, and is in R because σ(z) = z for every σ ∈ Gal(k/k), as z ∈ K.

A divisor on R (Cartier and Weil agree in this case) is a fractional ideal D =
∏

p pnp , with the
np ∈ Z. Geometrically this is a finite formal sum

∑
P nPP of points on the curve Z(F ).

To a divisor D one associates the invertible module L(D) = {f ∈ K | vp(f) + np ≥ 0}. This is
nothing but the fractional ideal we denoted D′. Indeed, if f ∈ L(D) and y ∈ D then vp(fy) ≥ 0
for all primes p, thus fy ∈ Rp for all p. This is equivalent to saying fy ∈ R. Indeed, if r

s ∈ K
and vp(

r
s) = vp(r) − vp(s) ≥ 0 for all p, then (r) =

∏
p pvp(r) ⊂ ∏p pvp(s) = (s), thus r ∈ (s), so

r = st for some t ∈ R and r
s = t ∈ R.

Since R is finitely generated as k-algebra, for every non-zero prime ideal p ⊂ R, the field R/p
is a finite extension of k. We may thus define the degree of a divisor

deg

(∏
p

pnp

)
=
∑
p

np[R/p : k].

§ 3 Dedekind domains

Proposition 5.3.1 Let R be a noetherian domain. The following conditions are equivalent:

a) Rp is a DVR for every nonzero prime ideal p ⊂ R.

b) R is integrally closed and every non-zero prime ideal is maximal.
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Proof. Recall that R is integrally closed if Rp is integrally closed for every prime ideal p. If a)
holds and p is a prime, let m ⊇ p be a maximal ideal containing it. Then pRm is a prime in a
DVR, thus either p = 0 or p = m.
Conversely, if every non-zero prime ideal p ⊂ R is maximal, the only primes in Rp, being in
bijection with primes inR contained in p, are 0 and pRp. ThusRp is local, noetherian, integrally
closed and has only one nonzero prime: it is a DVR by proposition 5.1.8. �

Definition 5.3.2 A Dedekind domain is a ring satisfying the equivalent conditions of propos-
tion 5.3.1.

Example 5.3.3 A DVR is a Dedekind domain. More generally, a PID is a Dedekind domain.
See corollary 5.3.10 below for a partial converse.

Proposition 5.3.4 Let R be a Dedekind domain and A a noetherian integrally closed domain integral
over R. Then A is also a Dedekind domain.

Proof. If q ⊂ A is a nonzero prime, p = q ∩R is maximal; then A/q is integral over the field R/p
and is therefore a field, so q is maximal. �

Corollary 5.3.5 Let R be a Dedekind domain, K its fraction field, L a finite separable extension of K
and A the integral closure of R in L. Then A is a Dedekind domain

Proof. Put together corollaries 4.1.11 5.3.4. �

Remark 5.3.6 The separability assumption is unnecessary, see exercise 5.4.

Example 5.3.7 The ring of integers OK in a number field K is a Dedekind domain.

Example 5.3.8 C[X,Y ]/(X2 +Y 2− 1) is the integral closure of C[X] in C(X)[Y ]/(Y 2 +X2− 1),
and is thus a Dedekind domain. On the other hand, C[X,Y ]/(X3 +X2−Y 2) is not a Dedekind
domain, since its localisation at m0 = (x, y) is not a DVR (see example 5.1.7).

Since its localisations at every nonzero prime are PIDs, a Dedekind domain is locally facto-
rial. Moreover, every nonzero prime ideal being maximal, it is of height 1. We can thus apply
theorem 5.2.37 to conclude:

Theorem 5.3.9 Every fractional ideal in a Dedekind domain is invertible and can be written uniquely
as a product of integral powers of prime ideals.

Corollary 5.3.10 A semi-local Dedekind domain is a PID.

Proof. Let p1, . . . , pr be all the nonzero prime ideals in R. The map ϕ : R → ∏r
i=1R/pi is

surjective by the Chinese remainder theorem. Fix i and pick xi ∈ pi, xi /∈ p2i (notice that
pi 6= p2i : otherwise multiplying pi = p2i by p′i we get R = pi, absurd). Take πi ∈ R such that
ϕ(πi) = (1, . . . , 1, xi, 1, . . . , 1). Then pi|(πi) but p2i - (πi) and pj - (πi) for i 6= j. Thus (πi) = pi. �

If I is a fractional ideal in a Dedekind domain, written as I =
∏

p p
np , set vp(I) = np. The

following lemma is often useful in computations.
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Lemma 5.3.11 Let I, J be fractional ideals in a Dedekind domain R and p a nonzero prime ideal.

a) vp(IJ) = vp(I) + vp(J).

b) vp(I) ≥ 0 ∀ p⇐⇒ I ⊆ R.

c) vp(I + J) = min{vp(I), vp(J)}.

d) vp(I ∩ J) = max{vp(I), vp(J)}.

Proof. The first two are obvious. Since I, J ⊆ I + J , we have vp(I + J) ≤ min{vp(I), vp(J)}. On
the other hand, for every fractional ideal H containing both I and J , from H ⊇ I + J it follows
that vp(H) ≤ vp(I + J). Therefore, from

I + J = pvp(I+J)
∏
q6=p

qnq ⊆ pmin{vp(I),vp(J)}
∏
q 6=p

qnq

we get min{vp(I), vp(J)} ≤ vp(I + J).
Since I, J ⊇ I ∩ J , we have vp(I ∩ J) ≥ max{vp(I), vp(J)}. On the other hand, for every
fractional ideal H contained both I and J , since H ⊆ I ∩ J it follows that vp(H) ≥ vp(I ∩ J),
hence from

I ∩ J = pvp(I∩J)
∏
q6=p

qnq ⊇ pmax{vp(I),vp(J)}
∏
q 6=p

qnq

we get max{vp(I), vp(J)} ≥ vp(I ∩ J). �

Let nowR be a Dedekind domain,K its fraction field, L be a finite extension ofK andA the
integral closure of R in K. We will assume that A is noetherian and then, as seen in proposi-
tion 5.3.4, A is again Dedekind. In corollary 5.3.5, we have shown that this is indeed the case if
L/K is separable, but it is true in general by exercise 5.4. Beware that if L/K is not separable, A
is not necessarily a finitely generated R-module: exercise 3.5 provides a counterexample with
both R and A discrete valuation rings..

Let p ⊂ R be a nonzero prime and pA =
∏r
i=1 q

ei
i the decomposition of the ideal pA, with qi

primes in A. Notice that qi ∩R is a prime ideal containing the maximal ideal p. Thus qi ∩R = p
for 1 ≤ i ≤ r.

Definition 5.3.12 The exponent ei = e(qi/p) = vqi(pA) is called the ramification index of qi
over p. The number fi = f(qi/p) = [A/qi : R/p] is the residue (or inertia) degree of qi over p.

The residue degree is a finite number in view of the following result.

Lemma 5.3.13 Let a ⊂ A be an ideal such that a ∩R = p. Then dimR/p(A/a) ≤ [L : K].

Proof. Since Ap/ap ∼= A/a, we may localise in p and thus assume that R is a DVR, with maximal
ideal p = (π). Let x1, . . . , xr be elements in A such that the classes xi ∈ A/a are R/p-linearly
independent. The claim follows if we show that x1, . . . , xr are K-linearly independent. Indeed,
if
∑
αixi = 0 and some αi 6= 0, taking m = min{vp(αi)} and multiplying by π−m we may

assume that all the αi ∈ R and that at least one of the coefficients is in R − p. Reducing
modulo p, we obtain an R/p-linear combination of the xi with some nonzero coefficients, a
contradiction. �
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Theorem 5.3.14 Let R ⊆ A be an extension of Dedekind domains, A the integral closure of R in the
finite extension L of K = FracR. Let p ⊂ R be a nonzero prime, pA =

∏r
i=1 q

ei
i . Then

a)
∑r
i=1 eifi = dimR/pA/pA ≤ [L : K].

b) If Ap is finite over Rp (e.g. if L/K is separable or if Rp is complete), then
∑r
i=1 eifi = [L : K].

Proof. The inequality in a) is given in lemma 5.3.13. For the first equality, by the Chinese
remainder theorem A/pA ∼=

⊕r
i=1A/q

ei
i . From the sequence

qeii ( qei−1i ( · · · ( qi ( A

we obtain an isomorphism A/qeii '
⊕ei−1
j=0 qji/q

j+1
i as R/p-vector spaces. If τ is a uniformiser of

Aqi then qjiAqi = (τ j), hence dimA/qi q
j
i/q

j+1
i = 1 and therefore dimR/p q

j
i/q

j+1
i = fi.

Assume now that Ap is finitely generated as an Rp module. Since the latter is a PID we can
apply the elementary divisors theorem. Since A is a domain, so is Ap, which is then torsion
free and thus free. Its rank can be computed as rkAp = dimK(Ap ⊗Rp K) = [L : K], but also
rkAp = dimR/p(Ap ⊗Rp R/p) = dimR/p(A/pA). �

Remark 5.3.15 Fixing a prime q above p = q ∩R, the valuations give a commutative diagram

K×
vp−−−−→ Z

ι

y ye
L×

vq−−−−→ Z

where ι : K ⊆ L is the inclusion and the vertical arrow to the right is multiplication by the
ramification index e = e(q/p). Indeed, if π ∈ pRp is a uniformiser, since pAq = qeAq, we have
vq(π) = e and then vq(x) = evp(x) for all x ∈ K∗.

Definition 5.3.16 Let R be a Dedekind domain, K its fraction field, L/K a finite separable
extension and A the integral closure of R in L. Let 0 6= p ⊂ R be a prime, pA =

∏r
i=1 q

ei
i . We

say that

a) L/K is unramified at qi if ei = 1 and A/qi is separable over R/p.

b) L/K is totally ramified above p if e1 = [L : K].

c) p is inert in L if f1 = [L : K].

d) p splits completely in L if r = [L : K].

In order to investigate the behaviour of a nonzero prime p ⊂ R in a a finite separable exten-
sion, an extremely useful tool is the technique of completion, as it allows one to assume that
there is only one prime above p. Indeed, by theorem 3.6.11, the integral closure of a complete
DVR in a finite extension of its fraction field is also a complete DVR. Notice by the way that we
only need the uniqueness part in this case, as we know that a prime above p exists. By proposi-
tion 3.6.10, the extension is automatically complete. Moreover, if L/K is also normal, we may
replace the Galois group by a smaller, and much simpler, subgroup (see remark 5.3.19).
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Proposition 5.3.17 Let R be a Dedekind domain, K its fraction field, L/K a finite extension and A
the integral closure of R in L. Let 0 6= p ⊂ R be a prime ideal, pA =

∏r
i=1 q

ei
i its decomposition,

fi = f(qi/p) the inertia degrees. Let K̂ (resp. L̂i) be the completion of K (resp. L) with respect to vp
(resp. vqi). Let R̂ and Âi be the valuation rings, p̂ ⊂ R̂ and q̂i ⊂ Âi their maximal ideals. Then

a) R̂ (resp. Âi) is the completion of Rp (resp. Aqi); p̂ = pR̂ and q̂i = qiÂi;

b) ei(q̂i/p̂) = ei and fi(q̂i/p̂) = fi;

c) L̂i is an extension of K̂ of degree eifi;

d) The natural map ϕ : R̂⊗R A→
∏r
i=1 Âi is injective and induces K̂ ⊗K L ∼=

∏r
i=1 L̂i. Moreover

ϕ is an isomorphism if A is finite over R.

Proof. a) the first part follows immediately from the definitions, for the second notice that by
lemma 3.6.15 the maximal ideal of R̂ (resp Âi) is generated by a uniformizer of Rp (resp. Aqi).
b) The equality of the ramification indices follows from what we just said about uniformizers.
By proposition 3.6.16 and corollary 2.1.13, R̂/p̂ = Rp/pRp = R/p and similarly Âi/q̂i = A/qi,
hence fi(q̂i/p̂) = fi.
c) follows from b) and theorem 5.3.14.
d) The second claim follows from the first, which gives an injection between K̂-vector spaces
of the same dimension. For every i 6= j and ni, nj ∈ N, the ideals qnii and q

nj
j are coprime:

indeed, if qnii + q
nj
j 6= A, there is a maximal ideal m ⊂ A containing it, which implies qnii ⊆ m

and q
nj
j ⊆ m, whence qi = m = qj . For every n ≥ 1, by the Chinese Remainder Theorem, we

have an exact sequence

(5.1) 0 −−−−→ ∏r
i=1 q

n
i /
∏r
i=1 q

nei
i −−−−→ A/

∏r
i=1 q

nei
i −−−−→ ∏r

i=1A/q
n
i −−−−→ 0.

Notice that A/
∏r
i=1 q

nei
i = R/pn ⊗R A (just tensor 0 −→ pn −→ R −→ R/pn −→ 0 by A). The

sequences (5.1) build up to an exact sequence of inverse systems, so by proposition 3.6.35 we
get an exact sequence

0 −−−−→ lim← (
∏r
i=1 q

n
i /
∏r
i=1 q

nei
i ) −−−−→ R̂⊗R A −−−−→

∏r
i=1 Âi.

A priori we do not get a zero on the right as the maps for the left hand side system are not
surjective. By exercise 3.10, we have lim← (

∏r
i=1 q

n
i /
∏r
i=1 q

nei
i ) = 0, hence R̂⊗RA→

∏r
i=1 Âi is an

injection of R̂-modules. Let C be its cokernel. Tensoring 0 −→ R̂⊗RA −→
∏r
i=1 Âi −→ C −→ 0

by R/p we get the isomorphism A/pA ' ∏r
i=1A/q

ei
i , hence C/pC = 0. Assuming finiteness of

A over R, we can apply Nakayama’s lemma to conclude that C = 0. �

Remark 5.3.18 One can also prove the second claim in d) using a little functional analysis: L
is dense in L̂i so K̂ ⊗K L → ∏r

i=1 L̂i has a dense image. It is a linear continuous map between
Banach K̂-algebras, so its image is closed, hence the map surjective. Both sides have the same
finite dimension, so the map is an isomorphism.

Remark 5.3.19 With notation and assumptions as in proposition 5.3.17, suppose furthermore
that L/K is a Galois extension. The subset D(qi) = {g ∈ Gal(L/K)| g(x) ∈ qi ∀x ∈ qi} is easily
seen to be a subgroup, called the decomposition group of qi. One can then show that L̂i/K̂ is a
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Galois extension with Gal(L̂i/K̂) = D(qi): see [3] theorem III.1.2 or [17], corollaire II.4. Such
decomposition groups are either cyclic or (if char(R/p) = p > 0) semi-direct product of a cyclic
group of order prime to p by a p-group: see [17], corollaire IV.2 and corollaire IV.4 respectively.

Proposition 5.3.20 Let R be a Dedekind domain, K its fraction field, L/K a finite separable extension
and A the integral closure of R in L. Let 0 6= p ⊂ R be a prime. The following are equivalent:

a) L/K is unramified at every prime q ⊂ A above p.

b) The discriminant dA/R * p.

Proof. Without loss of generality, we may assume that R is a DVR. Since e(q/p) = e(q̂/p̂) for
every prime q above p and R̂/p̂ = R/p, we may replace R by R̂ and A by its completion at q.
Then A is also a complete DVR, free of rank n = [L : K] as an R-module and q is the unique
prime above p. Choose x1, . . . , xn ∈ A such that {x1, . . . , xn} is an R/p-basis of A/pA. Then
{x1, . . . , xn} is an R-basis for A: they are generators by corollary 1.2.41 and they are K-linearly
independent, as seen in the proof of lemma 5.3.13. Put d = ∆(x1, . . . , xn) = det (Tr(xixj) ∈ R
and let d = ∆(x1, . . . , xn) = det (Tr(xixj) ∈ R/p. Recall that dA/R = dR. Write pA = qe. Then
q is unramified if and only if A/qe is a field (i.e. e = 1), separable over R/p. In particular, the
bilinear form Tr : A/q×A/q→ R/p is non-degenerate, i.e. d 6= 0, hence d /∈ p.
Conversely, if d 6= 0, lemma 5.3.21 below implies that A/qe has no nilpotents and thus e = 1.
Therefore A/p is a field, separable over R/p since d 6= 0. �

Lemma 5.3.21 Let k be a field and B a finite k-algebra. If dB/k 6= 0 then B is reduced (i.e. NB = 0).

Proof. Let 0 6= x ∈ NB . Let {x1 = x, x2, . . . , xn} be a k-basis of B. We can use it to compute
the discriminant. Since x1 = x is nilpotent, x1xj is nilpotent for 1 ≤ j ≤ n. Since the trace of
any nilpotent endomorphism is 0, the first row of the matrix (Tr(xixj)) is the zero vector, hence
dB/k = ∆(x1, . . . , xn) = det (Tr(xixj)) = 0, a contradiction. �

The next result is very useful for computations, both in Number Theory and Algebraic
Geometry, where the residue fields are perfect (finite in the first case, algebraically closed in the
second).

Proposition 5.3.22 Let R be a DVR with maximal ideal p and fraction field K. Let L/K be a finite
separable extension and A the integral closure of R in L. Suppose that A is a DVR, with maximal ideal
q. Assume that A/q is separable over R/p. There exists an element x ∈ A such that {1, x, . . . , xn−1} is
a basis for A over R.

Proof. Let e and f be the ramification index and residue degree, with n = [L : K] = ef by
proposition 5.3.14. By Abel’s theorem,A/q ' R/p(x) = R/p[X]/F (X), for suitable x ∈ A/q and
F (X) ∈ R/p[X] monic. Choose y ∈ A such that y ≡ x mod q and F (X) ∈ R[X] monic lifting
F (X). Denoting w = vq the valuation on A, we have w(F (y)) ≥ 1. If w(F (y)) = 1, put x = y.
Otherwise, take h ∈ q with w(h) = 1 and put x = y + h. We have F (x) = F (y) + hF ′(y) + h2a
for some a ∈ A and w(F ′(y)) = 0 because F (X) is separable. Since w is non-archimedean and
w(F (y) + h2a) ≥ min{w(F (y)), w(h2a)} ≥ 2 we get

w(F (x)) = min
¶
w
(
hF ′(y)

)
, w
Ä
F (y) + h2a

ä©
= w(hF ′(y)) = 1.
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Choose τ = F (x) as a uniformiser for A and let B =
{
τ ixj , 0 ≤ i ≤ e− 1, 0 ≤ j ≤ f − 1

}
. It

suffices to show that B is a basis for A over R, because then R[x] ⊆ A contains a basis (recall
τ i = F (x)i), so R[x] = A. Since |B| = n, it suffices to show that its elements are generators
(they will be independent over K and thus over R). Since pA = (τ e), by Nakayama’s lemma
it suffices to show that B generates A/pA = A/(τ e). By induction, it suffices to show that if B
generates A/(τm) then it generates A/(τm+1), for m < e. This follows from the sequence

0 −−−−→ τmA/τm+1A −−−−→ A/τm+1A −−−−→ A/τmA −−−−→ 0

since τmA/τm+1A ' (A/τA) τm = (A/q) τm. �

Corollary 5.3.23 Let R be a Dedekind domain, K its fraction field, L/K a finite separable extension
and A the integral closure of R in L. Let 0 6= p ⊂ R be a prime and q ⊂ A a prime above p. Assume
that A/q is separable over R/p. Then L/K is unramified at q if and only if the different DA/R * q.

Proof. As in the proof of proposition 5.3.20, we may replace R and A by their completions at p
and q respectively. Then, by proposition 5.3.22 we may write A = R[x] with x root of a monic
F (X) ∈ R[X]. From proposition 3.3.10, we get DA/R = (F ′(x)) and by corollary 3.3.11 we have
dA/R =

Ä
NL/K(F ′(x))

ä
. Clearly vq (F ′(x)) > 0 if and only if vp

Ä
NL/K(F ′(x)

ä
> 0. We can now

apply proposition 5.3.20. �

Remark 5.3.24 In corollary 5.3.23, the condition on the separability of the residue extension can
in fact be removed, see corollary 5.4.12 below.

Corollary 5.3.25 Let R be a Dedekind domain, K its fraction field, L/K a finite separable extension
and A the integral closure of R in L. Assume that A/q is a separable extension of R/q ∩ R for every
prime ideal ideal q ⊆ A. Then DA/R = AnnA(Ω1

A/R).

Proof. DA/R and Ann (Ω1
A/R) are ideals in the Dedekind domain A. To show they are equal, we

need to check that they have the same factorisation. To compute the exponent of a prime q ⊂ A,
we may replace A by its completion at q (and R by its completion at q ∩R). We can now apply
proposition 5.3.22 and write A = R[x] with x root of a monic polynomial f(X) ∈ R[X]. Then
A = R[x], DA/R = (f ′(x)) and Ω1

A/R = Adx/f ′(x)Adx. �

Example 5.3.26 With notation as in example 5.2.39, let K ⊆ L be a finite separable extension
of K = FracR andA the integral closure of R in L. Assume furthermore that k is algebraically
closed in A as well. The formula

∑
q|p e(q)f(q) = [L : K] tells us that if D is a divisor on R then

deg(A⊗R D) = [L : K] deg(D).

Consider now the first fundamental sequence of differentials:

(5.2) A⊗R Ω1
R/k

v−−−−→ Ω1
A/k −−−−→ Ω1

A/R −−−−→ 0.

By example 5.2.4, Ω1
R/k and Ω1

A/k are invertible modules. Since L is finite separable over K, we
have Ω1

L/K = 0. The map idL ⊗ v : L ⊗K Ω1
K/k → Ω1

L/k is a surjection between 1-dimensional
vector spaces, hence an isomorphism. Therefore ker v is a torsion A-module, hence ker v = 0
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since A is a domain. We can thus complete sequence (5.2) by a zero on the left. Ω1
A/k being an

invertible A-module, we obtain a new sequence

0 −−−−→ Ω−1A/k ⊗R Ω1
R/k −−−−→ A −−−−→ Ω−1A/k ⊗A Ω1

A/R −−−−→ 0.

Hence Ω−1A/k ⊗R Ω1
R/k is an ideal in A, the annihilator of the torsion module Ω−1A/k ⊗A Ω1

A/R.
Let us now remark that Ann (M) = Ann (Λ ⊗A M) for any A-module M and invertible A-
module Λ: indeed, if am = 0 for all m ∈ M then a(x ⊗ m) = x ⊗ am = x ⊗ 0 = 0 hence
Ann (M) ⊆ Ann (Λ⊗M). For the same reason Ann (Λ⊗M) ⊆ Ann (Λ∨ ⊗ Λ⊗M) = Ann (M).
Hence, by corollary 5.3.25,

(5.3) Ω−1A/k ⊗R Ω1
R/k = Ann (Ω1

A/R) = DA/R.

We now use some input from algebraic geometry. Realise Ω1
R/k as a fractional ideal (exam-

ple 5.2.10) and pick any ω ∈ K× in it: the set {f ∈ K : v(fω) ≥ 0 ∀v valuation of K} is
a finite-dimensional k-vector space. Its dimension gK is called the genus of K. The degree
of the left-hand side of (5.3) can be computed by means of the Riemann-Roch formula: it is
2gL − 2 − [L : K](2gK − 2) − δ∞, where δ∞ is a contribution from the points at infinity (in
algebraic terms: the valuations on L whose valuation ring does not contain A). If we assume
that K ⊂ L is unramified at infinity (i.e. δ∞ = 0), taking degrees in (5.3) we obtain the famous
Riemann–Hurwitz formula

2gL − 2 = [L : K](2gK − 2) + degDA/R.

§ 4 Modules over Dedekind domains

Throughout this section, R is a Dedekind domain, K its fraction field. We begin the discus-
sion with finitely generated projective R-modules.

Lemma 5.4.1 Let M be a finitely generated projective R-module. There exist ideals a1, . . . , ar of R
such that M ' a1 ⊕ · · · ⊕ ar.

Proof. Choose an embedding M ⊆ Rn and compose with the projection onto the first factor to
get ϕ : M → Rn → R. Put a1 = Im(ϕ), an ideal in R. Since ideals in Dedekind domains are
locally principal, they are locally free hence projective, as R-modules. Choose a splitting of ϕ
and write M = a1 ⊕ ker(ϕ). Proceed by induction on the rank. �

Lemma 5.4.2 Let a1, . . . , ar and b1, . . . , bs be ideals of R. Then a1 ⊕ · · · ⊕ ar ' b1 ⊕ · · · ⊕ bs if and
only if r = s and a1 · · · ar ' b1 · · · bs.

Proof. Let ϕ : a1 ⊕ · · · ⊕ ar ' b1 ⊕ · · · ⊕ bs. Clearly r = s as this is the rank of these locally
module. Recall that HomR(ai, R) ' {x ∈ K |xai ⊆ R}. Let qij ∈ K be the element corre-
sponding to ai ↪→ a1 ⊕ · · · ⊕ ar ' b1 ⊕ · · · ⊕ br � bj . Thus, if Q = (qij) ∈ GLr(K) and
ϕ(a1, . . . , ar) = (b1, . . . , br) then bi =

∑r
j=1 qijaj . Therefore for each (a1, . . . , ar) ∈ a1 ⊕ · · · ⊕ ar

we have det(Q)a1 · · · ar = det (Q diag(a1, . . . , ar)) ∈ b1 ⊕ · · · ⊕ br.
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Thus det(Q)a1 ⊕ · · · ⊕ ar ⊆ b1 ⊕ · · · ⊕ br. Symetrically det(Q)−1b1 ⊕ · · · ⊕ br ⊆ a1 ⊕ · · · ⊕ ar
therefore det(Q)a1 ⊕ · · · ⊕ ar = b1 ⊕ · · · ⊕ br. The map a 7→ a

det(Q) is thus an isomorphism
a1 · · · ar → b1 · · · br.
To establish the converse, it suffices to show that a ⊕ b ' R ⊕ ab for any two ideals a, b ⊆ R.
This is easy if a and b are coprime, in view of the exact sequence

(5.4) 0 −−−−→ a ∩ b −−−−→ a⊕ b
δ−−−−→ R −−−−→ 0

where δ(a, b) = a − b is surjective because a + b = R. Since for coprime ideals a ∩ b = ab, we
just have to take a splitting of the sequence (5.4).
Let’s now show we can always reduce to this case. Fix 0 6= a ∈ a and write aR = ac for some
ideal c ⊆ R. Consider the prime factorisations cb =

∏m
i=1 p

di
i ⊆

∏m
i=1 p

ei
i = c with 0 ≤ ei ≤ di

for i = 1, . . . ,m. Choose πi ∈ R uniformiser of piRpi and use the Chinese remainder theorem
to find c ∈ R such that c ≡ πeii mod pei+1

i for i = 1, . . . ,m. Localising at all primes, one checks
that cR+ bc ⊆ c is an equality: indeed cRpi = cRpi and bcRq = cRq = Rq for q /∈ {p1, . . . , pm}.
Multiplying by a the equation c = cR + cb and substituting aR = ac we get aR = ca + ab.
Dividing now by a we get R = c

aa + b in K. Hence a1 = c
aa ⊆ R is an ideal coprime with b and

x 7→ c
ax is an isomorphism a→ a1 as R-modules. �

Corollary 5.4.3 For any finitely generated projective module M of rank r there exists an ideal a ⊆ R
such that M ' Rr−1 ⊕ a.

Proof. Put together lemmas 5.4.1 and 5.4.2 and write M ' a1 ⊕ · · · ⊕ ar ' Rr−1 ⊕ a1 · · · ar. �

Let now M be an arbitrary finitely generated R-module. Since R is a domain, the subset
of torsion elements Mtors = {m ∈ M | ∃ 0 6= x ∈ R, xm = 0} is a submodule (lemma 1.2.19).
Consider then the exact sequence

(5.5) 0 −−−−→ Mtors −−−−→ M −−−−→ M/Mtors −−−−→ 0

Lemma 5.4.4 M/Mtors is a projective R-module and M 'Mtors ⊕M/Mtors.

Proof. The second statement follows from the first by taking any splitting of (5.5). The module
M/Mtors is torsion-free: if m ∈M/Mtors and x 6= 0 such that xm. Choose any m ∈M projecting
to m, then xm ∈Mtors. Taking y 6= 0 such that yxm = 0, se see that m ∈Mtors, thus m = 0. For
every prime p ⊆ R, as a torsion free finitely generated module over a PID, (M/Mtors)p is free,
hence M/Mtors is projective. �

If M is a torsion module, Ann (m) ⊆ R is a nonzero ideal for all m ∈ M ; taking generators
m1, . . . ,mn of M we see that Ann (M) =

⋂r
i=1 Ann (mi) is a non-zero ideal. Hence M is an

R/Ann (M)-module and as such it has finite length.

Definition 5.4.5 The Grothendieck groupK0(R) is the quotient of the free abelian group on all
finitely generated R-modules modulo the subgroup generated by the elements M −M ′ −M ′′
for each short exact sequence 0 −→M ′ −→M −→M ′′ −→ 0.
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Notice that if M ' N then [M ] = [N ] in K0(R) (consider 0 −→ M −→ N −→ 0 −→ 0), so
we could have used isomorphism classes of modules as generators of K0(R).

By lemma 5.4.4, for each finitely generated R-module [M ] = [Mtors] + [M/Mtors], with
M/Mtors projective, hence isomorphic to a module ofRr−1⊕a for some a ⊆ R by corollary 5.4.3.
Because of the exact sequence 0 −→ a −→ R −→ R/a −→ 0, we have [a] = [R]− [R/a]. There-
fore [M/Mtors] = (r − 1)[R] + [a] = r[R] − [R/a] in K0(R). We can thus say that K0(R) is
generated by [R] and the isomorphism classes of torsion modules.

We can now define a map χ : K0(R) −→ Z⊕ Pic(R) by setting χ([R]) = (1, 0) and

χ(M) =

(
0,
∑
p

`p(M) [p]

)

for each torsion R-module, where `p(M) is the lenght of the Rp-module Mp. Notice that by
the preceding remarks χ (a1 ⊕ · · · ⊕ ar) = (r,− [a1 · · · ar]). From Jordan-Hölder theory (theo-
rem 4.2.3) we now obtain:

Theorem 5.4.6 χ : K0(R) −→ Z⊕ Pic(R) is a group isomorphism.

Example 5.4.7 Let η : Rn → Rn be an endomorphism with det(η) 6= 0. Then ηp is an isomor-
phism for every prime p ⊂ R such that det(η) /∈ p, hence coker(η) is a torsion R-module. Then
χ(coker(η)) = (0, [det(η)R]). This is clear if n = 1. Localising at all primes, the general case
follows by induction from the elementary divisors theorem.

We now wish to investigate functoriality. Let K ⊆ L be a finite separable extension and A
the integral closure of R in L. For Picard groups, there are two natural maps associated with
this situation, which it suffices to give on prime ideals

i : Pic(R) −→ Pic(A);
[p] 7−→ [pA]

N : Pic(A) −→ Pic(R)

[q] 7−→ [q ∩R]f(q)

where as usual f(q) = [A/q : R/q ∩R]. In view of the formula
∑

q|p f(q)e(q) = [L : K] we have
N(i(a)) = a[L:K] for every ideal a ⊆ R (and thus for every invertible module).

On Grothendieck groups there are two maps as well

ϕ∗ : K0(R) −→ K0(A);
M 7−→ A⊗RM

ϕ∗ : K0(A) −→ K0(R)
M 7−→ ϕ∗(M)

where ϕ : R→ A is the inclusion map and ϕ∗(M) is the A-module M seen as an R-module.

The isomorphisms χR : K0(R) −→ Z ⊕ Pic(R) and χA : K0(A) −→ Z ⊕ Pic(A) of theo-
rem 5.4.6 are compatible with the above maps.

Proposition 5.4.8 For finitely generated torsion modules P ∈ModR and Q ∈ModA

χR(ϕ∗(Q)) = (0, N(χA(Q))) ; χA(ϕ∗(P )) = (0, i(χR(P ))) .
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Proof. By additivity, it suffices to treat only the cases P = R/p and Q = A/q, for p ⊆ A and
q ⊆ A prime ideals. If q ⊆ A is prime and p = q ∩ R then by definition `p(A/q) = f(q) so
χR(ϕ∗(A/q)) = N(q). Since we assumed K ⊆ L separable, A is a locally free R module, hence
flat. Thus the multiplication map A ⊗R p → pA is an isomorphism and tensoring by A the
sequence 0 −→ p −→ R −→ R/p −→ 0 we get 0 −→ pA −→ A −→ ϕ∗(R/p) −→ 0 hence
ϕ∗(R/p) = A/pA and thus χA(ϕ∗(R/p)) = (0, i([p])). �

Corollary 5.4.9 For any a ∈ A we have N(aA) = NL/K(a)R.

Proof. Let µa : A → A be the multiplication map. By definition NL/K(a) = det(µa) and
N(aA) = χR(A/aA) = coker(µa). We can conclude by example 5.4.7. �

Theorem 5.4.8 only describes the functoriality for torsion modules. To get the complete
picture, we should also understand what happens to free modules. Since A⊗R R ∼= A, clearly
χA(ϕ∗(R)) = (1, 0). On the other hand, A is a locally free R module of rank [L : K], thus the
first component of χR(ϕ∗(A)) is [L : K]. But, unless R is a DVR, A is not necessarily a free
R-module, so the second component is more complicated.
A is free if the discriminant ideal dA/R = R: for any x1, . . . , xn ∈ Awith ∆(x1, . . . , xn) ∈ R×, the
composite map

⊕n
i=1Rxi ↪→ A ↪→⊕n

i=1Rx
∗
i (where {x∗1, . . . , x∗n} is the dual basis with respect

to the trace bilinear form) is an isomorphism because its matrix (TrL/K(xixj) is invertible.
By exercise 5.8, if there exists α ∈ A such that vp(∆(α)) = vp(∆(1, α, . . . , αn−1)) ≤ 1 for each
prime p ⊆ R, thenA = R[α] is free. But even this is not a necessary condition: if ζ = exp 2πi

pn ∈ C
the ring of integers of Q(ζ) is Z[ζ] but ∆(ζ) = ±ppn−1(np−n−1).

Remark 5.4.10 If L is a Galois extension with Gal(L/K) = G a much more delicate question is
to establish whether A is a free R[G]-module. This means that A has an integral normal basis,
i.e. a basis of the form {g(α)}g∈G for some α ∈ A. Again this is possible when dA/R = R. Emmy
Noether has shown that if A is a DVR, it has an integral normal basis if and only if K ⊆ L is
tamely ramified i.e., in the notation of exercise 5.7, w(DA/R) = e− 1 (i.e. minimum).

Recall that the codifferent of R ⊆ A is the A-module D−1A/R = {x ∈ L |TrL/K(xy) ∈ R ∀ y ∈ A},
a fractional ideal of A. Clearly, A ⊆ D−1A/R, so D−1A/R/A is a torsion module. As noticed in
corollary 5.3.25, we have Ann (D−1A/R/A) = Ann (A/DA/R) = DA/R, thus

(5.6) χA
(
D−1A/R/A

)
=
Ä
0, [DA/R]

ä
.

On the other hand, to compute χR(ϕ∗(D
−1
A/R/A)) we may localise at primes p ⊆ R and so

assume that A is a free R-module, with basis {x1, . . . , xn}. The dual basis {x∗1, . . . , x∗n} with
respect to the trace bilinear form is then a basis of D−1A/R. The inclusion η : Rn ' A ↪→ D−1A/R '
Rn is given on bases by η(xi) =

∑n
j=1 TrL/K(xixj)x

∗
j , hence by example 5.4.7 we have

(5.7) χR
(
ϕ∗(D

−1
A/R/A)

)
=
Ä
0, [det(TrL/K(xixj)R]

ä
=
Ä
0, [dA/R]

ä
where dA/R is the discriminant.

Corollary 5.4.11 dA/R = N(DA/R).
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Proof. Combine (5.6), (5.7) and proposition 5.4.8. �

Corollary 5.4.12 Let R be a Dedekind domain, K its fraction field, L/K a finite separable extension
andA the integral closure ofR in L. Then L/K is unramified at a prime q ⊂ A if and only if DA/R * q.

Proof. By proposition 5.3.17, we may replace A and R by their completions at q and p = q ∩ R
respectively. Then DA/R ⊆ q if and only if dA/R = N(DA/R) ⊆ N(q) ⊆ q ∩R = p and we know
from proposition 5.3.20 that p is unramified if and only if dA/R * p. �

§ 5 Exercises

Exercise 5.1 Let R be a DVR, v : K× → Z the valuation. Show that if a1 + · · ·+ar = 0 in R then
∃ 1 ≤ i < j ≤ r such that v(ai) = v(aj).

Exercise 5.2 Let R be a domain which is not a field.

a) Show that R =
⋂

mRm (intersection of all localisations at all maximal ideals).

b) Let b ⊆ a ⊆ R be ideals. Show that if bRm = aRm for all maximal ideals, then a = b.

Suppose from now on that Rm is a DVR for each maximal ideal m ⊂ R.

c) Use a) to show that R is integrally closed.

d) Let a ⊂ R an ideal, 0 6= a ∈ a. Suppose that a is contained in only finitely many prime
ideals m1, . . . ,mr of R. Write aRmi = ai

s Rmi , with ai ∈ a, s /∈ mi for all i. Show that a is
generated by a, a1, . . . , ar.

e) LetR be a domain which is not a field. Show that the following conditions are equivalent:

i) R is a Dedekind domain.

ii) Rm is a DVR for each maximal ideal m ⊂ R and each 0 6= a ∈ R is contained in only
finitely many prime ideals of R.

Exercise 5.3 Let R be a Dedekind domain of characteristic p > 0, K = FracR, K ⊆ L a finite
purely inseparable field extension,A the integral closure ofR in L. Let q = pm such that xq ∈ K
for all x ∈ L.

a) Show that A = {x ∈ L |xq ∈ R}.

b) Let 0 6= q ⊂ A be a prime ideal, p = q ∩R. Show that q = {x ∈ L |xq ∈ p}.

c) Show that SpecA→ SpecR is bijective.

d) Show that each 0 6= a ∈ A is contained in only finitely many prime ideals of A.

e) Let q 6= 0 be a prime ideal in A, p = q ∩R and S = R− p. Show that S−1A = Aq.

f) Let π be a uniformiser of pRp. For every y ∈ qAq, write yq = uπn, where u ∈ R×p . Choose
y ∈ qAq such that n is minimal. Show that qAq is principal, generated by y.
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g) Conclude that Aq is a DVR.

h) Show thatA is noetherian. [Hint: let I ⊂ A be an ideal, 0 6= a ∈ I and q1, . . . , qr the primes
containing a; choose xi ∈ I such that Iqi = xiAqi and show that I = (a, x1, . . . , xr).]

i) Show that A is a Dedekind domain.

Exercise 5.4 Let R be a Dedekind domain, K = FracR, K ⊆ L a finite field extension, A the
integral closure of R in L. Use exercise 5.3 to show that A is a Dedekind domain.

Exercise 5.5 Let R be a Dedekind domain, p1, . . . , pr distinct prime ideals and denote vi = vpi
the associated discrete valuation onK. Let x1, . . . , xr ∈ K and n1, . . . , nr ∈ Z. We want to show
that the system of inequalities

vi(x− xi) ≥ ni i = 1, . . . , r; vq(x) ≥ 0 ∀q /∈ {p1, . . . , pr}

always has a solution x ∈ K (approximation lemma).

a) Show that if the system has a solution for all (x1, . . . , xr) ∈ Rr then it has a solution for
all (x1, . . . , xr) ∈ Kr. From now on, assume (x1, . . . , xr) ∈ Rr.

b) Show that if the system has a solution for all (n1, . . . , nr) ∈ Nr then it has a solution for
all (n1, . . . , nr) ∈ Zr.

c) Show that it suffices to solve the system for the vectors (0 . . . , 0, xi, 0, . . . , 0).

d) Show that the system with (x1, 0, . . . , 0) has a solution x ∈ R. [Hint: consider the ideal
pn1
1 + pn2

2 · · · pnrr ]

Exercise 5.6 Show that a semi-local Dedekind domain is a PID. [Hint: approximation lemma]

Exercise 5.7 Let R be a DVR, K = FracR, L a finite separable extension of K of degree e and
A the integral closure of R in L. We assume that A is a DVR and that if q ⊂ A is the maximal
ideal, p = q ∩R then pA = qe (i.e. the extension is totally ramified). Let x ∈ q be a uniformiser.

a) Let w = vq be the valuation of A. Show that w(t) ≡ 0 mod e ∀ t ∈ R.

b) Let f ∈ K[X] be the characteristic polynomial of µx : L → L, µx(y) = xy. Show that
f ∈ R[X].

c) Show that f is an Eisenstein polynomial and that A = R[X]/(f).

d) Compute the different DA/R.

e) Show that e− 1 ≤ w(DA/R) ≤ e− 1 +w(e), with w
Ä
DA/R

ä
= e− 1 if and only if w(e) = 0.

Exercise 5.8 Let R be a Dedekind domain, K = FracR, L a finite separable extension of K
of degree n and A the integral closure of R in L. Let α ∈ A be such that L = K(α) and
∆(α) = ∆(1, α, . . . , αn−1). If p is a nonzero prime ideal in R and {x1, . . . , xn} is a basis of Ap

over Rp, write αi−1 =
∑
jmijxj , put M = (mij) ∈ GLn(K) (with mij ∈ Rp) and let d = detM .

a) Show that ∆(α) = d2∆(x1, . . . , xn).
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b) Show that d · y ∈ Rp[α] for all y ∈ Ap.

c) Show that ∆(α) · y ∈ Rp[α] for all y ∈ Ap.

d) Show that ∆(α)A ⊆ R[α].

e) Show that if ∆(α) /∈ p2 then Ap = Rp[α].
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Dimension theory

§ 1 Height and dimension

Definition 6.1.1 The (Krull) dimension of a ring R is the supremum of the lengths of chains of prime
ideals in R:

dimR = sup {n | p0 ) p1 ) · · · ) pn, pi ∈ SpecR} .

The height of a prime ideal p ⊂ R is ht p = dimRp.

Hence ht p is the supremum of the lengths of chains of prime ideals contained in p.

Remark 6.1.2 If p ⊆ q are prime ideals with ht p = ht q = h < +∞ then p = q. Indeed, take
p = p0 ) p1 ) · · · ) ph, then the first inclusion in q ⊇ p0 ) p1 ) · · · ) ph can’t be strict,
otherwise ht q > h.

Remark 6.1.3 For any prime ideal p ⊂ R we have dimR/p + ht p ≤ dimR. This is immediate
from the bijections between primes in R/p and primes in R containing p and that between
primes in R contained in p and primes in Rp.

Example 6.1.4 A field is of dimension zero. A Dedekind domain is of dimension 1, since every
nonzero prime ideal is maximal.

We shall see later (theorem 6.1.28) that if R is a noetherian ring of dimension d < +∞ then
dimR[X] = d+ 1. In particular, if k is a field, dim k[X1, . . . , Xn] = n, as we should expect from
any reasonable notion of dimension, as Spec k[X1, . . . , Xn] = Ank is the affine n-dimensional
space. We shall also prove that finitely generated algebras over fields have finite dimension.

A noetherian ring may have infinite dimension (exercise 6.3), but we shall see in corol-
lary 6.1.20 that the dimension of a local noetherian ring is always finite.

We begin our investigation with rings of dimension zero, i.e. in which every prime is maximal.

Proposition 6.1.5 An artinian domain is a field. In an artinian ring, every prime ideal is maximal.
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Proof. Let R be an artinian domain. Let 0 6= x ∈ R and consider the chain

(x) ⊇ (x2) ⊇ · · · ⊇ (xn) ⊇ . . .

By the artinian assumption, (xn) = (xn+1) = . . . for n large enough. Then xn = yxn+1 for a
suitable y ∈ R, hence (1− yx)xn = 0. Since R is a domain, we have xy = 1 so x ∈ R×.
IfR is any artinian ring and p is prime,R/p is again artinian and is a domain, thus a field, hence
p is maximal. �

A remarked, proposition 6.1.5 means that an artinian ring has dimension zero. In fact the
converse holds for noetherian rings. We first need the following characterisation:

Lemma 6.1.6 Let R be a ring, m1, . . . ,mr ⊂ R (not necessarily distinct) maximal ideals such that
m1 · · ·mr = 0. Then R is noetherian if and only if it is artinian.

Proof. Each quotient m1 · · ·mi−1/m1 · · ·mi in the chain R ⊇ m1 ⊇ m1m2 ⊇ · · · ⊇ m1 · · ·mr = 0. is
an R/mi-vector space, so each of these quotients satisfies the ascending chain condition if and
only if it satisfies the descending chain condition. The result now follows by dévissage i.e. by
considering the exact sequences

0 −−−−→ m1 · · ·mi−1/m1 · · ·mi −−−−→ R/m1 · · ·mi −−−−→ R/m1 · · ·mi−1 −−−−→ 0

and remembering that the middle term of a short exact sequence satisfies a chain condition if
and only if the first and last term have the same property (proposition 4.1.7). �

Corollary 6.1.7 A noetherian ring of dimension zero is artinian.

Proof. If dimR = 0, every prime ideal is maximal, hence the Jacobson and nilradical of R
coincide. If R is noetherian, by exercise 4.3

√
0 = NR = m1 ∩ · · · ∩ mr is the intersection of

finitely many maximal ideals. Moreover, by exercise 4.2 the nilradical noetherian of ring is
nilpotent. Therefore mn

1 · · ·mn
r ⊆ (m1 ∩ · · · ∩ mr)

n = Nn
R = 0 for a suitable n > 0 and applying

lemma 6.1.6 we conclude that R is artinian. �

Remark 6.1.8 In fact a ring R is artinian if and only if it is noetherian of dimension zero. To
prove it, in view of proposition 6.1.5 we only need to know that every artinian ring is noethe-
rian, see remark 4.1.4.

By definition, a prime ideal of height 0 is a minimal prime. Let us investigate these first.

Lemma 6.1.9 Any ring R 6= 0 contains minimal prime ideals.

Proof. Let Σ be the set of all prime ideals in R, partially ordered by p ≤ q⇐⇒ p ⊇ q. The claim
will follow from Zorn’s lemma once we show that any chain p1 ≤ p2 ≤ . . . (i.e. p1 ⊇ p2 ⊇ . . . )
has an upper bound in Σ. The obvious candidate is

⋂
n pn: let us show that it is indeed a prime

ideal. Let xy ∈ ⋂n pn and suppose x /∈ ⋂n pn. So there exists n0 ∈ N such that x /∈ pn for all
n ≥ n0. Since xy ∈ pn for all n ∈ N and the pn are primes, this means y ∈ pn for all n ≥ n0.
Moreover y ∈ pn0 ⊆ pn0−1 ⊆ · · · ⊆ p1, so y ∈ ⋂n∈N pn. �

Corollary 6.1.10 Any prime ideal contains a minimal prime.
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Proof. Apply the lemma to Rp. �

Corollary 6.1.11 A noetherian ring has a finite number of minimal prime ideals. The nilradical of a
noetherian ring is the intersection of all the prime ideals of height 0.

Proof. By exercise 4.3,

(6.1)
√

0 = NR = p1 ∩ · · · ∩ pr

is the intersection of finitely many prime ideals. If q is any prime ideal, NR ⊆ q, hence p1 · · · pr ⊆
p1 ∩ · · · ∩ pr ⊆ q and thus pi ⊆ q for some 1 ≤ i ≤ r. If q is minimal, this must be an equality.
Thus every prime of height 0 appears (6.1). Suppose one of the primes in (6.1), say p1, is not
minimal: by corollary 6.1.10 it contains a minimal prime, i.e. a prime in the set {p2, . . . , pr}.
Hence NR = p1 ∩ p2 ∩ · · · ∩ pr = p2 ∩ · · · ∩ pr and we can remove p1. �

Theorem 6.1.12 (Krull’s Hauptidealsatz) Let R be a noetherian ring, x ∈ R, not invertible. If
p ⊂ R is a prime ideal, minimal among those containing x, then ht p ≤ 1.

Proof. Let p be a prime, minimal among those containing x and let p ) q1 ⊇ q0 be primes
contained in p. By minimality of p, x /∈ q1. We want to show that q1 = q0. Since we are only
interested in primes between p and q0, we may replaceR byRp/q0Rp. We may thus assume that
R is a local domain with maximal ideal p, with x ∈ p not contained in any other prime ideal and
we want to show that if q ( p is a prime ideal then q = 0. The ring R/xR is noetherian and its
only prime ideal, p/xR, is minimal by assumption: it is thus an artinian ring by corollary 6.1.7.
Consider, for all n ∈ N, the symbolic powers

q(n) = {y ∈ R | ∃ z /∈ q such that yz ∈ qn} .

q(n) is an ideal: it is obviously closed under multiplication by elements in R and if y1, y2 ∈ q(n)

and z1, z2 /∈ q satisfy ziyi ∈ qn then z1z2(y1 + y2) ∈ qn and z1z2 /∈ q because q is prime.
Clearly qn ⊆ q(n). Moreover q(n) ⊇ q(n+1), so we have a descending chain of ideals, whence a
descending chain . . . q(n)+xR ⊇ q(n+1)+xR . . . . SinceR/xR is artinian, q(n)+xR = q(n+1)+xR
for n sufficiently large. This in turn implies that

(6.2) q(n) = xq(n) + q(n+1).

Indeed, trivially q(n) ⊇ xq(n)+q(n+1) and for any y ∈ q(n) we have y = rx+q for some r ∈ R and
q ∈ q(n+1) ⊆ q(n). So rx ∈ q(n) and, by definition, there exists z /∈ q such that rxz ∈ qn ⊆ q(n).
But x, z /∈ q and the latter is prime, thus xz /∈ q. Hence r ∈ q(n), which proves (6.2).
From (6.2), by Nakayama’s lemma we deduce that q(n) = q(n+1). Let now S = R − q. Clearly
S−1q(n) =

(
S−1q

)n and S−1q(n+1) =
(
S−1q

)n+1. Therefore
(
S−1q

)n
=
(
S−1q

)n+1. Since S−1q is
the maximal ideal of the local ring S−1R = Rq, Nakayama again implies

(
S−1q

)n
= 0. But R is

a domain, hence S−1q = 0 and therefore q = 0. �

The Principal Ideal’s Theorem’s name is justified by the following application:

Corollary 6.1.13 Let R be a noetherian domain. We suppose that R is not a field. Then R is a UFD if
and only if every prime ideal of height 1 is principal.
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Proof. If R is a UFD and p is a prime of height 1, choose any 0 6= x ∈ p. At least one irreducible
factor y of x belongs to p. Then 0 ( (y) ⊆ p: since (y) is prime and ht p = 1, it follows p = (y).

Conversely, suppose that every prime of height 1 is principal. Let 0 6= x ∈ R, x /∈ R×. Suppose
that x can’t be written as a finite product of irreducibles. Let p be a minimal prime containing
x. Then ht p ≤ 1 by theorem 6.1.12, but 0 is the only prime of height 0 in a domain, thus
ht p = 1. By assumption, p = (y1), hence x = x1y1 for a suitable x1 ∈ R. We have x1 6= 0 (since
x 6= 0) and x1 /∈ R× otherwise x would be irreducible, because associated to the irreducible
element y1. Moreover x1 can’t be written as a finite product of irreducibles, because otherwise
the same would hold for x, contrary to our assumptions. So x1 has the same properties as x and
(x) ( (x1). We can repeat the process to get an infinite ascending chain (x) ( (x1) ( (x2) ( . . .
contradicting the assumption that R is noetherian. �

Corollary 6.1.14 Let R be a noetherian domain, I ⊂ R an integral invertible ideal. Then I ⊆ p for
some prime ideal p ⊂ R of height 1.

Proof. Let π : R→ R/I and q ⊂ R/I a minimal prime ideal. Then p = π−1(q) is minimal among
primes containing I . By assumption, IRp = (x) for some x ∈ Rp. Therefore pRp is minimal
among the primes in Rp containing x: by the Principal Ideal theorem, ht pRp = ht p ≤ 1, and in
fact ht p = 1 since R is a domain. �

Remark 6.1.15 In the course of the proof, we have also reproved lemma 5.2.33 for invertible
ideals: an invertible ideal in a noetherian domain is contained in only finitely many height 1
primes: they are in bijection with the minimal primes in R/I .

Corollary 6.1.16 If R is a noetherian UFD, then Pic(R) = 0.

Proof. The Picard group is generated by the invertible prime ideals and every invertible prime
is of height 1, thus principal, hence free as an R-module. �

We now prepare for a generalisation of theorem 6.1.12.

Lemma 6.1.17 Let R be a noetherian ring, p ⊂ R a prime ideal and x ∈ p. For any chain of primes
p = p0 ) p1 ) · · · ) pn descending from p, there exists a chain of primes p = q0 ) q1 ) · · · ) qn such
that x ∈ qn−1.

Proof. Suppose x ∈ pi−1 but x /∈ pi for some i < n. In the domain R/pi+1 we have the chain
of primes pi−1/pi+1 ) pi/pi+1 ) 0 of length 2, so theorem 6.1.12 implies that pi−1/pi+1 is
not minimal among the primes in R/pi+1 containing x mod pi+1. Hence pi−1 is not minimal
among the primes in R containing x + pi+1: there is then a prime qi such that x ∈ qi and
pi−1 ) qi ⊇ x+ pi+1 ) pi+1. Replace pi by qi in the sequence to get a chain such that x ∈ qi. We
can repeat this process if necessary until we get a chain as required. �

Corollary 6.1.18 Let R be a local noetherian ring and x /∈ R×. Then dim(R/xR) ≥ dimR− 1.

Proof. Let m ⊂ R be the maximal ideal. Necessarily x ∈ m. By lemma 6.1.17, for any chain of
length n descending from m there is a chain m = q0 ) q1 ) · · · ) qn with x ∈ qn−1, whence a
chain m/xR ) q1/xR ) · · · ) qn−1/xR of length n− 1 in R/xR. �
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Theorem 6.1.19 Let R be a noetherian ring, I ( R an ideal generated by n elements x1, . . . , xn. If p
is a prime ideal of R, minimal among those containing I , then ht p ≤ n.

Proof. For n = 1, this is theorem 6.1.12. Assume that the statement holds for all ideals generated
by at most n − 1 elements and let p be a prime ideal containing I . Choose an integer k ≤ ht p
and a chain p = p0 ) p1 ) · · · ) pk. By lemma 6.1.17, we may assume that x1 ∈ pk−1. Denoting
by h the height in R/x1R of the prime ideal p/x1R we have h ≥ k − 1 (because of the bijection
between primes in R and primes in R/x1R, the pi/x1R are all distinct for 0 ≤ i ≤ k − 1). If p
is minimal among the primes of R containing I , then p/x1R is minimal among the primes of
R/x1R containing I/x1R and, by inductive assumption, h ≤ n − 1. Hence k − 1 ≤ h ≤ n − 1
and thus k ≤ n. Therefore any strictly decreasing chain of prime ideals descending from p has
length at most n. This means precisely that ht p ≤ n. �

Corollary 6.1.20 In a noetherian ring, the height of any prime ideal is finite. The dimension of any
local noetherian ring is finite.

Proof. A prime ideal p in a noetherian ring is finitely generated and obviously minimal among
the primes containing p, so has finite height by theorem 6.1.19. The second statement is a
rephrasement of the first, since dimRp = ht p. �

Corollary 6.1.21 Let R be a local noetherian ring, m its maximal ideal and k its residue field. Then
dimR ≤ dimk m/m

2.

Proof. By Nakayama’s lemma, m can be generated by dimk m/m
2 elements, and an ideal is

clearly minimal among those containing its generators. �

Theorem 6.1.19 admits a converse, proposition 6.1.23 below. Its proof requires a useful trick.

Lemma 6.1.22 (prime avoidance) Let R be a ring, I ⊆ R an ideal and a1, a2, . . . , as be ideals with
a2, . . . , as primes. If I ⊆ ⋃sj=1 aj , then I is contained in one of the aj .

Proof. The claim is trivial if s = 1. By induction, assume that the claim holds for unions of at
most s − 1 ideals, suppose I * ⋃sj 6=i aj , for 1 ≤ i ≤ s and let’s derive a contradiction. Let thus
xi ∈ I ∩ ai such that xi /∈ aj ∀ j 6= i. Then xs + x1 · · ·xs−1 ∈ I , but is neither in as (because
x1, . . . , xs−1 /∈ as and as is prime), nor in any of the a1, . . . , as−1, because xs /∈ aj for all j ≤ s−1.
This contradicts the assumption I ⊆ ⋃sj=1 aj . Hence I is contained in a union of s − 1 of these
ideals and we can conclude by induction. �

Proposition 6.1.23 Let R be a noetherian ring and p ⊂ R a prime ideal of height h. There exist
x1, . . . , xh ∈ R such that p is one of the minimal primes containing x1, . . . , xh.

Proof. An ideal of height 0 is a minimal prime of R, which we can view as a minimal prime
containing the empty set. By induction on k ≤ h, we want to construct a sequence x1, . . . , xk ∈ p
such that every minimal prime ideal containing x1, . . . , xk has height k. For k = h we end up
with primes in p, minimal among those containing a sequence of h elements and with the same
height as p, so by remark 6.1.2 they all coincide with p.
For 0 ≤ k < h, let x1, . . . , xk ∈ p, write a = (x1, . . . , xk) and let q1, q2, . . . , qs be the minimal
prime ideals containing x1, . . . , xk: there is a finite number of them, since they are in bijection
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with the minimal primes of R/a, and we can apply corollary 6.1.11. We assume that ht qj = k
for all j. Applying lemma 6.1.22, we see that p * ⋃s

j=1 qj , otherwise p ⊆ qj for some j, which
is impossible since ht p > ht qj . Therefore, we may select xk+1 ∈ p but xk+1 /∈ qi for 1 ≤
i ≤ s. Now if r is any minimal prime ideal containing x1, . . . , xk, xk+1, then ht r ≤ k + 1 by
theorem 6.1.19. On the other hand, r contains one of the qj , because

r/a ⊇ NR/a = (q1/a) ∩ · · · ∩ (qs/a) ⊇ (q1/a) · · · (qs/a)

and r/a, being prime in R/a, contains one of the factors. Thus ht r = k + 1, by remark 6.1.2. �

Corollary 6.1.24 The dimension of a local noetherian ring with maximal ideal m is the smallest number
d ∈ N such that there exist x1, . . . , xd ∈ m and n0 ∈ N such that

mn ⊆ (x1, . . . , xd) ⊆ m ∀ n ≥ n0.

Proof. If x1, . . . , xd and n are as in the statement, mn ⊆ p for any prime p containing the xi,
hence m ⊆ p and p = m by maximality of m. Thus m is minimal among ideals containing
x1, . . . , xd, hence htm ≤ d by theorem 6.1.19. On the other hand, by proposition 6.1.23, for
h = htm = dimR we may find x1, . . . , xh ∈ m such that m is minimal among the primes
containing x1, . . . , xh. Consider a = (x1, . . . , xh). The minimality property of m implies that
m/a is the only prime in R/a. Thus m/a = NR/a and, since R/a is noetherian, its nilradical is
nilpotent. Therefore (m/a)n = 0 for some n ∈ N, hence mn ⊆ a = (x1, . . . , xh) ⊆ m. �

Example 6.1.25 Let k be a field. Recall from example 5.2.31 that in R = k[X,Y, Z]/(Z2 −XY )
the prime ideal p = (y, z) is of height 1 but not principal. If q ⊂ R is any prime such that
y ∈ q then z ∈ q, because z2 = xy ∈ q and q is prime. Thus p is minimal among prime ideals
containing y and p2 = (y2, yz, z2) = (y2, yz, xy) ⊂ (y).

The following result expresses semi-continuity for the dimension of the fibres of a mor-
phism and highlights one of the fundamental properties of flat morphisms: continuous varia-
tion of the fibres.

Theorem 6.1.26 Let ϕ : R → A be a morphism of noetherian rings, q ⊂ A a prime ideal and p =
ϕ−1(q). Then

dimAq ≤ dimRp + dim (Aq ⊗R R/p)

with equality if ϕ : R→ A satisfies the Going Down property.

Proof. Let d = dimRp and h the dimension of Aq ⊗Rp R/p = A/pA. By proposition 6.1.23, there
exist x1, . . . , xd ∈ p such that pn ⊆ (x1, . . . , xd) ⊆ p and y1, . . . , yh ∈ qAq such that qmAq ⊆
(y1, . . . , yh) + pAq for m,n ∈ N sufficiently large. Therefore

qnmAq ⊆ ((y1, . . . , yh) + pAq)
n ⊆ (y1, . . . , yh) + pnAq ⊆ (x1, . . . , xd, y1, . . . , yh)Aq ⊆ qAq

hence q is a minimal prime containing x1, . . . , xd, y1, . . . , yh, thus dimAq = ht q ≤ d + h by
theorem 6.1.19.
Now suppose that ϕ : R→ A satisfies the Going Down property. By definition, there is a chain
of primes q = q0 ) · · · ) qh such that pA ⊆ qh. Since p ⊆ ϕ−1(qh) ⊆ ϕ−1(q) = p we have
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ϕ−1(qi) = p for 0 ≤ i ≤ h. Since d = dimRp = ht p, there is a chain of primes p = p0 ) · · · ) pd
in R. By the going down property, there is a chain of primes qh = r0 ) · · · ) rd in A such that
ϕ−1(ri) = pi. Whence a chain q = q0 ) · · · ) qh = r0 ) · · · ) rd of length d + h in Aq. Thus
dimAq ≥ d+ h. We conclude that dimAq = d+ h. �

Corollary 6.1.27 Let R be a local noetherian ring and R̂ its completion. Then dimR = dim R̂.

Proof. Follows from corollary 3.6.42 and remark 4.1.20. �

Theorem 6.1.28 If R is a noetherian ring, then dimR[X] = dimR+ 1.

Proof. If I ⊂ R is any ideal, reducing mod I the coefficients yields a surjective homomorphism
R[X] → (R/I) [X] whose kernel is clearly IR[X]. In particular, if I is prime, R/I is a domain
and so is (R/I) [X], hence IR[X] is prime. Then IR[X] + (X) ) IR[X] is also a prime, since
R[X]/ (IR[X] + (X)) ∼= (R/I) [X]/(X) ∼= R/I . If I ( J ⊆ R are arbitrary ideals, supposing
IR[X] = JR[X] we would have that any y ∈ J could be written y = a0+a1X+ · · ·+anX

n with
ai ∈ I , thus (−y + a0) + a1X + · · ·+ anX

n = 0 in R[X], hence y = a0 ∈ I , contradicting J * I .
These computations show that any chain of primes p0 ) p1 ) · · · ) pn in R gives rise to a chain
p0R[X] + (X) ) p0R[X] ) p1R[X] ) · · · ) pnR[X] in R[X]. Therefore dimR[X] ≥ dimR+ 1.

Let p ⊂ R be a prime ideal and q ⊂ R[X] be a prime ideal, maximal among those containing
pR[X] and such that q ∩R = p. We shall prove that

(6.3) dimR[X]q = dimRp + 1.

Granting this, for any prime r ⊂ R[X], put p = r ∩ R and let q ⊇ r be a prime ideal, maximal
among those containing pR[X] and such that q ∩R = p. From (6.3) we get

ht r ≤ ht q = dimR[X]q ≤ dimRp + 1 ≤ dimR+ 1.

Therefore if the dimension of R is finite, so is that of R[X] and, choosing r such that ht r =
dimR[X], we conclude that dimR[X] = dimR+ 1.
IfR is a field, dimR = 0 andR[X] is a Dedekind domain, so (6.3) follows from example 6.1.4. In
the general case, we may replace R by Rp and assume that p is maximal in R, with residue field
k = R/p. As above, if p = p0 ) p1 ) · · · ) pd is a chain in R, with d = dimR, we get the chain
q ⊇ pR[X] ) p1R[X] ) · · · ) pdR[X] in R[X] and q 6= pR[X] because the latter is not maximal
among those containing pR[X] and such that q ∩ R = p (it is contained in pR[X] + (X)). Thus
dimR[X]q ≥ dimRp + 1. On the other hand, from theorem 6.1.26 we get

dimR[X]q ≤ dimRp + dim (R[X]q ⊗R k) = dimRp + dim k[X] = dimRp + 1. �

Corollary 6.1.29 If k is a field, dim k[X1, . . . , Xn] = n.

Example 6.1.30 Let k be a field. For h ≤ n, let p = (X1, . . . , Xh) ⊂ R = k[X1, . . . , Xn].
Then R/p = k[Xh+1, . . . , Xn] and Rp = k(Xh+1, . . . , Xn)[X1, . . . , Xh]. Hence ht p = h and
dimR/p = n− h. In particular, the inequality in remark 6.1.3 is sharp. We shall generalise this
in proposition 6.1.35 below.
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Example 6.1.31 Theorem 6.1.28 says that dimZ[X] = dimZ + 1 = 2. This may come as a
surprise, given that SpecZ[X] = A1

Z is the affine line over Z. Let us check its points. Being
a domain, the only minimal prime in Z[X] is 0. Its residue field is FracZ[X] = Q(X). If
0 6= p ⊂ Z[X], then p ∩ Z = pZ is a prime ideal in Z. Notice that pZ[X] ⊆ p is a prime ideal,
since Z[X]/pZ[X] is equal to Fp[X] (if p is a prime number) or Z[X] (if p = 0). If ht p = 1 and
p is a prime, necessarily 0 ( pZ[X] = p, while for p = 0, since p ∩ (Z− {0}) = ∅, we have
p ⊂ Q[X], generated by an irreducible polynomial. If ht p = 2, since dimQ[X] = 1, necessarily
p contains a prime number p > 0. Then 0 ( pZ[X] ( p = (p, F (X)), where F (X) ∈ Z[X] is an
irreducible polynomial such that F mod pZ[X] generates the (maximal) ideal p/pZ[X] ⊂ Fp[X].
These are all the closed points of A1

Z. The best way to picture this is shown in figure 6.1. One
should regard A1

Z as an (affine) arithmetic surface, fibered over SpecZ (the inclusion Z ⊂ Z[X]
corresponding to the projection SpecA1

Z → SpecZ). Above each prime number p ∈ Z lies the
affine line A1

Fp = SpecFp[X] ↪→ A1
Z (corresponding to Z[X] � Fp[X]) and similarly A1

Q ↪→ A1
Z

(corresponding to Z[X] ⊂ Q[X]) lies above 0 ∈ Z. Points corresponding to primes of height≤ 1
shown as squiggles. These include all the points on the ”generic fibre” A1

Q: taking their closure
gives rise to the horizontal curves. The minimal prime 0 doesn’t contain any proper ideal in
Z[X] and so belongs to every open set. It is thus called the ”generic point”.
Notice that the way the closure of the point (f(X)) ⊂ Q[X] meets the fibre A1

Fp is prescribed
by the splitting of the prime p in the field extension Q ⊆ Q[X]/(f(X)). There can be one or
more points, defined over Fp or some finite extension, and ramification is shown as tangency
between the horizontal curve and the vertical fibre.

Figure 6.1: The affine line A1
Z (taken from [12]).

Now that we have some examples of finite-dimensional rings, we can get more by means
of the following result.



Chapter VI 127

Proposition 6.1.32 Let R ⊂ A be rings, with A integral over R. Then dimR = dimA (and in
particular, one is finite if and only if the other is finite). If q ⊂ A is a prime and p = q ∩ R, then
ht p = ht q.

Proof. If dimR = d, there exists a chain p0 ) p1 ) · · · ) pd of primes in R. By Going Up there is
a chain q0 ) q1 ) · · · ) qd in A with qi∩R = pi, thus dimA ≥ dimR. Moreover, if qi ⊇ q̃ ⊇ qi+1

then pi ⊇ q̃ ∩ R ⊇ pi+1 and, since there are no primes between pi+1 and pi, either q̃ ∩ R = pi+1

or q̃ ∩ R = pi, which, by corollary 3.2.3, implies either q̃ = qi+1 or q̃ = qi. Hence the sequence
{qi} can’t be refined, thus dimA = dimR.
Conversely, taking a chain of length dimA in A and intersecting with R we get dimR ≥ dimA,
and such a chain inR can’t be refined because otherwise we would get a chain of length strictly
bigger than dimA in A. Therefore dimR = dimA. �

Corollary 6.1.33 If R is an algebra of finite type over a field, then dimR < +∞.

Proof. By Noether’s Normalisation lemma 4.3.1, R is integral over a subalgebra k[Y1, . . . , Yd].
Combining corollary 6.1.29 and proposition 6.1.32 we conclude dimR = d. �

Corollary 6.1.34 If R is a domain, of finite type over a field k and K = FracR then dimR equals the
transcendence degree of K over k.

Proof. The transcendence degree of k(X1, . . . , Xn) over k is n = dim k[X1, . . . , Xn]. The general
case follows from the Normalisation lemma as in the proof of corollary 6.1.33. �

Proposition 6.1.35 If R is a domain, of finite type over a field, dimR/p+ ht p = dimR for any prime
p ⊂ R.

Proof. Let R = k[X1, . . . , Xn]/I (where I is prime since R is a domain) and q ⊇ I the prime
ideal in k[X1, . . . , Xn] such that q/I = p. We shall prove that there exist integers e ≤ d ≤ n and
an injection k[Z1, . . . , Zn] ⊆ k[X1, . . . , Xn] such that:

a) k[X1, . . . , Xn] is finite over k[Z1, . . . , Zn];

b) I ∩ k[Z1, . . . , Zn] = (Zd+1, . . . , Zn);

c) q ∩ k[Z1, . . . , Zn] = (Ze+1, . . . , Zn).

It follows immediately that R is finite over k[Z1, . . . , Zd], hence dimR = d, by corollary 6.1.29
and propostion 6.1.32; that R/p is finite over k[Z1, . . . , Ze], thus dimR/p = e, for the same
reasons; and that p ∩ k[Z1, . . . , Zd] ∼= (q ∩ k[Z1, . . . , Zn]) / (I ∩ k[Z1, . . . , Zn]) is the ideal in
k[Z1, . . . , Zd] generated byZe+1, . . . , Zd. Example 6.1.30 now tells us ht (p∩k[Z1, . . . , Zd]) = d−e
and by propostion 6.1.32 this is also the height of p, sinceR is finite over k[Z1, . . . , Zd]. Therefore
ht p = d− e = dimR− dimR/p as contended.
By the Normalisation lemma, there exists a finite injection A = k[T1, . . . , Tn] ⊆ k[X1, . . . , Xn]
and an integer d ≤ n such that

i) R is finite over k[T1, . . . , Td];

ii) I ∩A = Td+1A+ · · ·+ TnA.
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We can also apply the Normalisation lemma to k[T1, . . . , Td]/(q ∩ k[T1, . . . , Td]): there exists a
finite injection B = k[Z1, . . . , Zd] ⊆ k[T1, . . . , Td] and an integer e ≤ d such that

iii) k[T1, . . . , Td]/(q ∩ k[T1, . . . , Td]) is finite over k[Z1, . . . , Ze];

iv) (q ∩ k[T1, . . . , Td]) ∩B = Ze+1B + · · ·+ ZdB.

Put Zi = Ti for d+ 1 ≤ i ≤ n. Clearly C = k[Z1, . . . , Zn] ⊆ A = k[T1, . . . , Tn] ⊆ k[X1, . . . , Xn] is
a finite injection. This establishes a). Moreover

I ∩ C = (I ∩A) ∩ C = (Td+1A+ · · ·+ TnA) ∩ C ⊆ Td+1C + · · ·+ TnC = Zd+1C + · · ·+ ZnC.

This inclusion is an equality by remark 6.1.2 because both ideals have the same height: by ex-
ample 6.1.30, inAwe have ht (Td+1, . . . , Tn) = n−d, and this is also the height of (I ∩A)∩C by
proposition 6.1.32, since A is integral over C. Again example 6.1.30 yields ht (Zd+1, . . . , Zn) =
n− d in C. This proves b).
Notice that I ∩C = (Zd+1, . . . , Zn) is the kernel of the natural projection C � B. The inclusion
B ⊂ C gives a splitting, whence a decomposition C = B ⊕ (I ∩ C) (as B-modules). Thus any
F ∈ C can be written as F = F0 + (F − F0) for a unique F0 ∈ B. Since I ⊆ q, for all F ∈ C we
have F − F0 ∈ I ∩ C ⊆ q ∩ C. Thus F ∈ q ∩ C if and only if

F0 ∈ (q ∩ C) ∩B = (q ∩A) ∩B = Ze+1B + · · ·+ ZdB ⊆ Ze+1C + · · ·+ ZdC.

Therefore q ∩ C = Ze+1C + · · ·+ ZnC. This settles c) and concludes the proof. �

We conclude with an important structure theorem for the image of a morphism between
the spectra of noetherian rings.

Definition 6.1.36 A subset of a topological space is locally closed if it is the intersection of
an open subset with a closed subset. A finite union of locally closed subsets is called a con-
structible subset.

Theorem 6.1.37 (Chevalley) Let R be a noetherian ring, A an R-algebra of finite type, ϕ : R → A
the natural map. The image of ϕ] : SpecA→ SpecR is a constructible set.

Proof. We prove the theorem under the assumption that dimR < +∞, for the general case we
refer to exercise 6.5. Let p1,. . . , pn be the minimal primes of R. Since every prime contains
a minimal prime, SpecR = Z(p1) ∪ · · · ∪ Z(pn) is a union of finitely many closed subsets
Z(pi) = SpecR/pi. From the proof of proposition 1.1.75 we get (ϕ])−1 ((Z(pi)) = Z(ϕ(pi)A) =
SpecA/ϕ(pi)A. Since a finite union of constructible sets is constructible, we may replace R by
R/pi and A by A/ϕ(pi)A. In particular, we may assume that R is a domain.
We proceed by induction on dimR. If dimR = 0, the claim is trivial, as R is now a field and
ϕ−1(q) = 0 for any prime q ⊂ A, so imϕ] = SpecR. For dimR = d > 0, let us compute
imϕ], the closure of the image. As a closed subset, imϕ] = Z(J), where J is the smallest ideal
contained in every prime of the form ϕ−1(q) for q ⊂ A i.e.

J =
⋂

q∈SpecA
ϕ−1(q) = ϕ−1

Ñ ⋂
q∈SpecA

q

é
= ϕ−1 (NA) .
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If imϕ] ( SpecR, then J 6= 0 = NR and ϕ factors as R → R/J → A. Since dimR/J ≤ d − 1
(any chain of primes in R/J lifts to a chain in R which can be extended by sticking the zero
ideal at the bottom), we conclude by induction. If, on the contrary, imϕ] = SpecR then

kerϕ = ϕ−1(0) ⊆ ϕ−1 (NA) = J = NR = 0

so ϕ is injective: we may apply corollary 3.2.7 to conclude that imϕ contains a non-empty open
subset U ⊆ SpecR. If U = SpecR, we are done. Otherwise, write Z = SpecR − U . There
exists then an ideal 0 6= I ⊆ R such that Z = Z(I) = SpecR/I . As above, (ϕ])−1 ((Z(I)) =
Z(ϕ(I)A) = SpecA/ϕ(I)A and the image of ϕ] is the disjoint union of U and imϕ], where
ϕ : R/I → A/ϕ(I)A. Again, dimR/I � dimR, since I 6= 0, and we conclude by induction. �

Corollary 6.1.38 Let R be a noetherian ring, A an R-algebra of finite type, ϕ : R → A the natural
map. If ϕ has the Going Down property, then ϕ] : SpecA→ SpecR is an open map.

Proof. Let U = SpecA − Z(J) be an open subset. Since A is noetherian, J = (f1, . . . , fm)
is finitely generated. Thus U = SpecA − (

⋂m
i=1Z(fi)) =

⋃m
i=1 (SpecA−Z(fi)). Therefore, to

show that ϕ](U) is an open subset, it suffices to do so forU of the form SpecA−Z(f) = SpecAf .
Replacing A by Af = A[X]/(Xf − 1), we are reduced to show that the image of ϕ] is open. By
Chevalley’s theorem, imϕ] is a constructible subset. Since ϕ has the Going Down property, for
every p ∈ imϕ] any p′ ⊆ p is also in the image. We conclude by lemma 6.1.39 below. �

Lemma 6.1.39 A constructible subset S ⊆ SpecR is an open subset if and only if for every p ∈ S all
the primes p′ ⊆ p belong to S.

Proof. We may assume that S = U ∩ T is the intersection of an open subset U and a closed
subset T . It suffices to show that T is also open. Write SpecR = Z(p1) ∪ · · · ∪ Z(pn) as the
union of the closures of the minimal primes of R. The intersection T ∩ Z(pi) is either empty or
equal to Z(pi): if there is a q ∈ T ∩ Z(pi) then q ⊇ pi, so by hypothesis pi ∈ U ∩ T ⊆ T , hence
the closure {pi} = Z(pi) is contained in the closed set T . Possibly renumbering the minimal
primes, we have T = Z(p1) ∪ · · · ∪ Z(pm) and T ∩ Z(pi) = ∅ for m < i ≤ n. Therefore T is the
complement in SpecR of the closed set

⋃n
i=m+1Z(pi), and thus open.

Conversely, if S is open SpecR − S = Z(I) for a suitable ideal I ⊂ R. Thus p ∈ S iff p /∈ Z(I)
i.e. I * p. Therefore any prime p′ ⊆ p cannot contain I , i.e. p′ /∈ Z(I) so p′ ∈ S. �

§ 2 Regular rings

Let R be a local noetherian ring, m its maximal ideal and k its residue field. Recall that, by
corollary 6.1.21, dimR ≤ dimk m/m

2.

Definition 6.2.1 Let R be a local noetherian ring, m its maximal ideal and k its residue field.
We say that a noetherian ringR is regular if dimR = dimk m/m

2. We say that a ringR is regular
if Rp is a regular local ring for every prime ideal p.
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If (R,m) is a local k-algebra such thatR/m = k, in remark 1.3.17 we have defined its tangent
space as the dual vector space to m/m2. Therefore R is regular if it has the same dimension as
its tangent space.

Example 6.2.2 Z[X] is a regular ring. Indeed, from example 6.1.31, we know that its ideals of
height 1 are principal and those of height 2 are generated by two elements.

Proposition 6.2.3 Let R be a local noetherian ring with maximal ideal m.

a) If dimR = 0 then R is regular if and only if R is a field;

b) If dimR = 1 then R is regular if and only if R is a DVR.

Proof. Clearly, a field is regular. Conversely, if R is regular of dimension zero then m = m2, so
by Nakayama m = 0 and thus R is a field.
A DVR is regular, since it is 1-dimensional and, if π is a uniformiser, m/m2 = (π)/(π2) is also
1-dimensional. Conversely, if R is regular dimm/m2 = 1, so m is principal, generated by any
element in m\m2. Then R is a DVR by proposition 5.1.5, and the next result which ensures that
the generator is not nilpotent. �

Proposition 6.2.4 A regular noetherian local ring is a domain.

Proof. Let m ⊂ R be the maximal ideal and d = dimR. The proof is by induction on d = dimR.
By proposition 6.2.3.a, we may assume d ≥ 1.
Let p1, . . . , pr be the minimal prime ideals of R (there are finitely many of them, by corol-
lary 6.1.11). By lemma 6.1.22, if m were contained in the union of m2 and the pi’s, then either
m ⊆ m2, which is impossible because dimm/m2 = d > 0, or m ⊆ pi for some i, which is impos-
sible because htm = d > 0 = ht pi. Therefore, there is an element x ∈ m not contained in m2 or
any of the minimal primes.
Let π : R → R = R/xR and m = m/xR. Notice that c = dimR < dimR: take a chain
m ) q1 ) · · · ) qc in R, set qi = π−1(qi) and get a chain m ) q1 ) · · · ) qc. Since x ∈ qc, we
have ht qc > 0 and we can nest more primes inside qc. On the other hand dimR ≥ dimR − 1,
by corollary 6.1.18. Thus dimR = d− 1. From the exact sequence of k = R/m-vector spaces

0 −−−−→ (xR+ m2)/m2 −−−−→ m/m2 −−−−→ m/(m2 + xR) ∼= m/m2 −−−−→ 0

we deduce that d − 1 = dimR ≤ dimk m/m
2 < dimm/m2 = d. Thus the first is an equality

and R is regular, of dimension d − 1, thus a domain by inductive assumption. Therefore xR
is a prime ideal. By construction, it is not minimal, so it contains properly one of the minimal
primes. Say p1 ( xR. If y ∈ p1, then y = ax for some a ∈ R. Since x /∈ p1, then a ∈ p1. Thus
p1 ⊆ xp1. Hence p1 = xp1 ⊆ mp1 ⊆ p1. Therefore mp1 = p1 and by Nakayama we conclude
p1 = 0. So 0 is a minimal prime, i.e. R is a domain. �

The following theorem is a fundamental result on regular local rings. The proof ([18], chap.
IV, proposition 23; see also [2] corollary 19.14, [8] corollary 18 G) is based on Serre’s characteri-
sation of regularity in terms of homological algebra.

Theorem 6.2.5 If R is a regular local ring then Rp is regular for every prime ideal p ⊂ R. �
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Theorem 6.2.6 (Auslander-Buchsbaum) A regular local ring is factorial.

Remark 6.2.7 Thus: PID =⇒ regular =⇒ locally factorial =⇒ integrally closed =⇒ domain.

Example 6.2.8 Let k be a field, α = (α1, . . . , αn) ∈ kn and ‹m = (X1 − α1, . . . , Xn − αn) ∈
k[X1, . . . , Xn]. Define a k-linear map

ϑ : k[X1, . . . , Xn] −→ kn

P 7−→
Ä
∂P
∂X1

(α), . . . , ∂P
∂Xn

(α)
ä
.

Clearly ϑ(Xi − αi) = ei. By Leibnitz rule ∂PQ
∂Xj

= P ∂Q
∂Xj

+ Q ∂P
∂Xj

, thus ϑ(‹m2) = 0. Hence
ϑ : ‹m/‹m2 ' kn. Therefore k[X1, . . . , Xn] is regular at ‹m (hence, by weak Nullstellensatz, at all
closed points, if k algebraically closed).
Let now I = (F1, . . . , Fm) and R = k[X1, . . . , Xn]/I . Assume that Fj(α) = 0 for ≤ j ≤ m,
so I ⊆ ‹m and let m = ‹m/I be the corresponding maximal ideal in R. In example 1.3.5 we
have computed Ω1

R/k ' Rn/Im J t, where J =
(
∂Fi
∂Xj

)
is the jacobian matrix. Hence, from

corollary 1.3.16 we deduce dimk m/m
2 = n−rk J(α). It is easy to obtain the same result directly:

clearly dimk ϑ(I) = rk J(α), therefore

(6.4) dimk

Ä
(I + ‹m2)/‹m2

ä
= dimk ϑ(I) = rkJ(α).

On the other hand, since m2 = (‹m/I)2 = ‹m2/(I + ‹m2), we have

(6.5) m/m2 = (‹m/I)/
Ä‹m2/(I + ‹m2)

ä ∼= ‹m/(I + ‹m2).

We have an exact sequence of k-vector spaces

0 −−−−→ (I + ‹m2)/‹m2 −−−−→ ‹m/‹m2 −−−−→ ‹m/(I + ‹m2) −−−−→ 0

from which, by (6.4) and (6.5), we conclude that dimk(m/m
2) = n− rk J(α).

Therefore dimRm ≤ dimk m/m
2 = n − rk J(α) and by definition R is regular at m if and only

if this is an equality. Moreover, the set of points α ∈ An(k) at which rk J(α) � n − dimR is
Zariski closed (vanishing locus of all the minors of size ≤ n − dimR). Thus the set of singular
(i.e. non-regular) points in Z(I) is Zariski closed.
A priori, the singular locus could be the whole of Z(I) (example: R = k[X]/(X2)). In the case
m ≤ n, a simple sufficient condition for a point to be regular is to impose that rk J(α) = n−m.
This fits nicely with the theory of differentiable manifolds.
Assume now that I is a prime ideal, i.e. that R is a domain (in geometric language, Z(I) is a
variety). Then, by corollary 6.1.34, d = dimR equals the transcendence degree of K = FracR
over k. Assume furthermore that also dimK Ω1

K/k = d. Then Ω1
K/k = K ⊗R Ω1

R/k ' Kn/Im J t.
There is thus an (n− d)× (n− d) minor M of the matrix J such that detM 6= 0. Therefore, for
every m such that detM /∈ m, we have rk J(α) ≥ n− d and thus d = dimRm ≤ n− rk J(α) ≤ d,
so all these are regular points.
The assumption that dimK Ω1

K/k is equal to the trascendence degree of K/k is satisfied if k
is perfect, see [8], §27. If the characteristic of k is 0, we can check this directly, using the
Normalisation lemma: K is a finite extension of k(T1, . . . , Td). We know that Ω1

k(T1,...,Td)/k
=

k(T1, . . . , Td) ⊗k[T1,...,Td] Ω1
k[T1,...,Td]/k

is a vector space of dimension d. If K is separable over
k(T1, . . . , Td) ⊆ K, by corollary 1.3.12, Ω1

K/k
∼= K⊗k(T1,...,Td)Ω

1
k(T1,...,Td)/k

, hence dimK Ω1
K/k = d.
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§ 3 Exercises

Exercise 6.1 Let R be a ring. Show that SpecR can be written as a union
⋃
i Zi of irreducible

subsets such that Zj * Zi if i 6= j, called the irreducible components of SpecR. [Hint: consider
the subsets Z(p) defined by the minimal primes of R.]

Exercise 6.2 Let R be an integrally closed noetherian domain and q ⊂ R a prime ideal. Recall
that we defined the n-th symbolic power q(n) = {y ∈ R | ∃ z /∈ q and yz ∈ qn}. Suppose that
ht q = 1 and let v be the discrete valuation of Rq. Show that q(n) = {x ∈ R | v(x) ≥ n}.

Exercise 6.3 Let k be a field, R = k[Xi,j ]i≥1; 1≤j≤i. Let pi = (Xi,1, . . . , Xi,i) and S = R−⋃∞i=1 pi.
Put A = S−1R. This ring has been studied in exercise 2.2. Show that A is noetherian and
dimA = +∞.

Exercise 6.4 Let X be a topological space and S ⊆ X a subset. Say that S satisfies (?) if for
every irreducible closed subset T ⊆ X such that S ∩ T is dense in T then S ∩ T contains a
non-empty open subset of T . Let R be a noetherian ring.

a) Show that if S ⊆ SpecR is constructible then S satisfies (?). [Hint: for T irreducible
closed, show that S∩T is constructible; compute the closure of S∩T and use exercise 1.19.]

Conversely, let S ⊆ SpecR be a subset satisfying (?). We’ll show that S is constructible. Since∅
is constructible, assume S 6= ∅ and that for every S′ ⊂ S such that S′ satisfying (?) and whose
closure S′ is properly contained in the closure S, then S′ is constructible.

b) Write S = Z1 ∪Z2 ∪ · · · ∪Zr as the union of its irreducible components. Show that S ∩Z1

is dense in Z1. Conclude that there exists a closed subset Z ′1 ( Z1 such that Z1 − Z ′1 ⊆ S.

c) Put Y = Z ′1 ∪ Z2 ∪ · · · ∪ Zr and notice that S = (Z1 − Z ′1) ∪ (S ∩ Y ). Show that Z1 − Z ′1 is
locally closed in SpecR and that S ∩ Y satisfies (?).

d) Show that S ∩ Y is constructible and conclude that S is constructible too.

Exercise 6.5 Use the characterisation of constructible sets in exercise 6.4 to prove Chevalley’s
theorem without the assumption dimR < +∞.

Exercise 6.6 Let A be a noetherian ring, S ⊆ SpecA a constructible subset. Then there exists
an A-algebra of finite type ψ : A → B such that S = imψ]. [Hint: do first the case S =
[SpecA−Z(f)] ∩ Z, for f ∈ A and Z a closed subset.]

Exercise 6.7 Use exercise 6.6 to prove the following form of Chevalley’s theorem: let R be a
noetherian ring and A an R-algebra of finite type, ϕ : R → A the natural map. Then ϕ] maps
constructible subsets of SpecA to constructible subsets of SpecR.

Exercise 6.8 Let p be a prime number. Show that p = (pX − 1) ⊂ Z[X] is a prime ideal with
ht p = 1. Can you place it in figure 6.1? How would you draw its closure?

Exercise 6.9 Show that every prime of height 1 in Z[X] is contained in infinitely many primes
of height 2. Let R be Dedekind domain: is it true that every prime of height 1 in R[X] is
contained in a prime of height 2?
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Categories and functors

Definition A.1 A category C is the datum of a collection Ob(C) of objects and for any two
objects X,Y a set HomC(X,Y ) whose elements are called morphisms. Furthermore, for any
three objects X,Y, Z there is an associative (i.e. h ◦ (g ◦ f) = (h ◦ g) ◦ f ) composition rule

HomC(X,Y )×HomC(Y,Z) −→ HomC(X,Z)
(f, g) 7−→ g ◦ f.

Finally, attached to every object X there is a distinguished element idX ∈ HomC(X,X) such
that idY ◦ g = g and f ◦ idX = f , for any f ∈ HomC(X,Y ) and g ∈ HomC(Y,X).

Example A.2 The category Sets (objects are sets, morphisms are maps). The category Top
(objects are topological spaces, morphisms are continuous maps). The category Groups (resp.
Rings) (objects are groups (resp. rings), morphisms are homomorphisms). For any ring R, the
category ModR of R-modules (see definition 1.2.2).

Example A.3 If C is a category, the opposite category Cop is obtained from C by ”reversing the
arrows” i.e Ob(Cop) = Ob(C) and HomCop(X,Y ) = HomC(Y,X) for any two objects X,Y .

Definition A.4 If C and D are categories, a functor F : C → D is the datum of an object (resp.
morphism) F (X) in D (resp. F (f) ∈ HomD(F (X), F (Y )) for every object X in C (resp. every
f ∈ HomC(X,Y )) such that F (g ◦ f) = F (g) ◦ F (f) and F (idX) = idF (X).
A functor F : C→ D is called faithful (resp. full, resp. fully faithful) if the map

HomC(X,Y ) −→ HomD(F (X), F (Y ))
f 7−→ F (f)

is injective (resp. surjective, resp. bijective) for al pair of objects X,Y in C.

Example A.5 The forgetful functor Top → Sets sends a topological space to its underlying
set. Similarly, there are forgetful functors Rings → Groups → Sets. Forgetful functors are
faithful.

Example A.6 Any object T of a category C defines a functorhT : C→ Sets defined byhT (X) =
HomC(T,X) for any object X in C; if f : X → Y is a morphism in C then

(A.1)
hT (f) : HomC(T,X) −→ HomC(T, Y ).

g 7−→ f ◦ g
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Viewing T as an object in Cop, it also defines a contravariant functor HomC(−, T ) : Cop → Sets.

Example A.7 If R is a ring, any R-module M defines functors HomR(M,−) : ModR →ModR
and HomR(−,M) : Modop

R →ModR: see example 1.2.7.

Example A.8 Any ring homomorphism ϕ : R → A defines a functor ϕ∗ : ModA → ModR
where ϕ∗(M) is M seen as an R-module: see example 1.2.8. The tensor product N 7→ A ⊗R N
defines a functor ModR →ModA.

Example A.9 LetR be a ring and FreeR be the category whose objects are freeR-modules, with
linear maps as morphisms. The inclusion functor FreeR →ModR is a fully faithful functor. If
I ⊂ R is an ideal, the rule M 7→ (R/I)⊗RM is a full functor FreeR → FreeR/I .

Example A.10 Proposition 1.1.75 tells us that Spec : Ringsop → Top is a functor. It is not
faithful: the complex conjugation σ : C → C is a ring homomorphism, σ 6= id yet obviously
σ] = id] since SpecC is just a point. The functor Spec is not full: if p is a prime number,
from proposition 1.1.17 we easily see that π : Z/p2Z → Z/pZ induces an homeomorphism
π] : SpecZ/pZ → SpecZ/p2Z. But (π])−1 : SpecZ/p2Z → SpecZ/pZ is not induced by some
Z/pZ→ Z/p2Z, as there are no such maps which are ring homomorphism.

Definition A.11 Let E : C → D and F : C → D be two functors. A natural transformation or
morphism τ : E → F is the datum of a morphism τX : E(X) → F (X) in D for every object X
in C, such that for every morphism f : X → Y in C there is a commutative diagram in D

(A.2)

E(X)
τX−−−−→ F (X)

E(f)

y yF (f)

E(Y )
τY−−−−→ F (Y ).

τ is called a natural isomorphism (written τ : E ∼= F ) if τX is an isomorphism for all X in C.

Definition A.12 A functor F : C → D is an equivalence of categories if there exists a functor
E : D→ C and natural isomorphisms E ◦ F ∼= idC and F ◦ E ∼= idD.

Notice that an equivalence is necessarily a fully faithful functor. An interesting example of
an equivalence is given in theorem 2.2.13.

Proposition A.13 Let F : C → Sets be a functor and T an object in C. There is a canonical bijection
between F (T ) and the set of all natural transformations τ : hT → F sending u ∈ F (T ) to the
“evaluation” morphism τu whose value at an object X of C is

(A.3)
τu,X : HomC(T,X) −→ F (X).

f 7−→ F (f)(u)

The inverse map takes a natural transformation τ : hT → F to the element uτ = τT (idT ) ∈ F (T ).
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Proof. F being a functor, τu is a natural transformation: diagram (A.2) boils down to the condi-
tion F (g) ◦ F (f) = F (g ◦ f). Let’s check the composition of the two maps. For v ∈ F (T ),

uτv = τv,T (idT ) = F (idT )(v) = idF (T )(v) = v.

Conversely, if σ : hT → F is a natural transformation, for any morphism f : T → X in C, then

τuσ ,X(f) = F (f) (σT (idT ))
= σX (hT (f)(idT ))
= σX(f ◦ idT )
= σX(f).

by (A.2)
by (A.1)

Hence τuσ = σ. Therefore the maps u 7→ τu and τ 7→ uτ are inverse to each other. �

Applying the proposition to the functor F = hT ′ , we get

Corollary A.14 For any two objects T, T ′ in C, the map u 7→ τu is a canonical bijection between
HomC(T ′, T ) and the set of all natural transformations τ : hT → hT ′ . Moreover u : T ′ → T is an
isomorphism in C if and only if τu : hT → hT ′ is a natural isomorphism.

Proof. Only the second claim needs to be justified. If u : T ′ → T is an isomorphism then for
every object X of C and f : T → X , we have τu,X(f) = hT (f)(u) = f ◦ u, so

(A.4)
τu,X : HomC(T,X) −→ HomC(T ′, X).

f 7−→ f ◦ u

is a bijection (with inverse g 7→ g ◦ u−1). Conversely, suppose τ : hT → hT ′ is a natural
isomorphism and let uτ = τT (idT ) ∈ HomC(T ′, T ). From proposition A.13, we know that
τ = τuτ , hence for every X the map (A.4), with u = uτ , is bijective: taking X = T ′, there exists
v : T → T ′ such that v ◦ uτ = idT ′ . Consider the associated transformation τv : hT ′ → hT and

HomC(T ′, Y )
τv,Y−→ HomC(T, Y )

τY−→ HomC(T ′, Y ).
g 7−→ g ◦ v f 7−→ f ◦ uτ

For all Y of C, the composition of these two maps is the identity (since v ◦ uτ = idT ′) and τY is
bijective by assumption. Therefore τv,Y is a bijection too: taking Y = T , we get w : T → T ′ such
that w ◦ v = idT . Since w = w ◦ (v ◦ uτ ) = (w ◦ v) ◦ uτ = uτ , we conclude that uτ is invertible. �

Definition A.15 A functor F : C → Sets is representable if there exists an object T of C and a
natural isomorphism τ : hT → F .

It follows from corollary A.14 that an object T representing a given functor F : C→ Sets is
unique up to unique isomorphism: if τ : hT → F and τ ′ : hT ′ → F are natural isomorphism,
the natural isomorphism (τ ′)−1 ◦ τ : hT → hT ′ determines a unique isomorphism T ′

∼→ T in C.

Remark A.16 According to proposition A.13, a natural isomorphism τ : hT → F is equiva-
lent to the datum of a universal element uτ ∈ F (T ). Notice that, since τ = τuτ is a natural



136 Categories and functors

isomorphism, for every object X of C, the map (A.3) is bijective. This translates into the fol-
lowing universal property: for every object X in C and every x ∈ F (X), there exists a unique
morphism ξ : T → X in C such that

(A.5) F (ξ)(uτ ) = x.

The universal property implies that uτ is unique up to unique isomorphism. Viceversa, again
by proposition A.13, the pair (T, uτ ) determines the natural isomorphism τ : hT → F . We then
say that (T, uτ ) represents F .

Example A.17 If R is a ring and M,N are R-modules, BilR(M × N,−) : ModR → ModR is
represented by the tensor product M ⊗R N : see theorem 1.2.61. The universal element is the
bilinear map b : M ×N →M ⊗R N given by b(x, y) = x⊗ y.

Example A.18 If R is a ring and A an R-algebra, the functor DerR(A,−) : ModA → ModA is
represented by the module of differentials (Ω1

A/R, dA/R): see proposition 1.3.2.

The language of representable functors is widely used in Algebraic Geometry. It allows to
transport to arbitrary categories (e.g. varieties, or schemes) familiar notions from set (group,
ring,. . . ) theory.

Example A.19 An inverse system in a category C is a collection {(Xi, ϕi,j)}i∈I of objects of
C indexed by a directed set and morphisms ϕi,j : Xj → Xi for every i ≤ j in I such that
ϕi,j ◦ ϕj,k = ϕi,k for every i ≤ j ≤ k. For any object Y of C, this gives rise to an inverse system
of sets {(HomC(Y,Xi), φi,j)}i∈I , where φi,j(f) = ϕi,j ◦ f . Inverse limits in Sets are defined as
in definition 3.6.24. Then we say that the inverse limit exists in C if the functor

Cop −→ Sets
Y 7−→ lim← HomC(Y,Xi)

is representable, and we call the representing object lim← Xi.
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Solutions to selected exercises

§ 1 Chapter I

Exercise 1.7. Let a =
⋃∞
i=1 ai. It is an ideal, by the argument used in the proof of corollary 1.1.51.

Let x ∈ a be a generator. By construction, x ∈ an for some n ∈ N. For any m ≥ n, let xm be
a generator of am. On the one hand x|xm, because x ∈ an ⊆ am; on the other xm|x, because
am ⊆ a. Therefore x and xm are associates, and a = am for all m ≥ n.

Exercise 1.8. a) We transform
Ç
a 0
0 d

å
 

Ç
a 0
ar d

å
 

Ç
a 0

ar + ds d

å
=

Ç
a 0
1 d

å
 

Ç
1 d
a 0

å
 Ç

1 d
0 −ad

å
 

Ç
1 d
0 ad

å
 

Ç
1 0
0 ad

å
.

b) We compute det

Ç
x y
c
e1
− a
e1

å
= 1

e1
(−ax− cy) = −1.

c) Multiplying we get S1A =

Ç
x y
c
e1
− a
e1

åÇ
a b
c d

å
=

Ç
ax+ cy bx+ dy

0 bc−ad
e1

å
=

Ç
e1 bx+ dy

0 bc−ad
e1

å
.

d) Applying step c) to (S1A)t we find T t2 ∈ GL2(R) such that T t2(S1A)t =

Ç
e2 ∗
0 ∗

å
, with e2 =

gcd(e1, bx+ dy). Its transpose S1AT2 has thus the desired shape.

e)+f) Starting fromA, from c) we get S1 ∈ GL2(R) such that S1A =

Ç
e1 b1
0 d1

å
. If b1 = e1m1, thenÇ

e1 e1m1

0 d1

åÇ
1 −m1

0 1

å
=

Ç
e1 0
0 d1

å
and we are done. Otherwise, take e2 = gcd(e1, b1) (notice

that (e1) ( (e2)) and as in d) find T2 ∈ GL2(R) such that S1AT2 =

Ç
e2 0
c2 d2

å
. If c2 = e2m2

then
Ç

1 0
−m2 1

åÇ
e2 0

e2m2 d2

å
=

Ç
e2 0
0 d2

å
and we are done. Otherwise, take e3 = gcd(e2, c2)

(hence (e1) ( (e2) ( (e3)) and repeat step c). Iterating, either the process terminates and we get
that SAT is of the desired form for suitable S, T ∈ GL2(R) or we produce an infinite increasing
sequence (e1) ( · · · ( (en) ( (en+1) ( . . . . But the latter option is impossible by exercise 1.7.
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g) First apply f) to transform A into the diagonal matrix with entries e, g. Set h = gcd(e, g) and
write h = er + gs. We conclude by a variation on the process in a):Ç

e 0
0 g

å
 

Ç
e 0
er g

å
 

Ç
e 0

er + gs g

å
=

Ç
e 0
h g

å
 

Ç
h g
e 0

å
 

Ç
h g
0 − e

hg

å
 

Ç
h 0
0 − e

hg

å
.

h) From 6 = gcd(84, 66) and 6 = 84·4−66·5 we get
Ç

4 −5
11 −14

åÇ
84 18 141
66 12 108

å
=

Ç
6 12 24
0 30 39

å
.

Moreover
Ç

6 12 24
0 30 39

åÖ1 −2 −4
0 1 0
0 0 1

è
=

Ç
6 0 0
0 30 39

å
. Now 3 = −6 · 6 + 39 so, as in g),Ç

6 0 0
0 30 39

å
 

Ç
6 0 0
−36 30 39

å
 

Ç
6 0 0
3 30 39

å
 

Ç
3 30 39
6 0 0

å
 

Ç
3 30 39
0 −60 −78

å
.

Now we do step d) again:
Ç

3 30 39
0 −60 −78

åÖ1 −10 −13
0 1 0
0 0 1

è
=

Ç
3 0 0
0 −60 −78

å
. We clean

up the last row by repeating the step in d): gcd(60, 78) = 6 and 6 = 4 · 60− 3 · 78, soÇ
3 0 0
0 −60 −78

åÖ1 0 0
0 −4 13
0 3 −10

è
=

Ç
3 0 0
0 6 0

å
.

i) Permuting rows and columns of A, we may assume that a1,1 6= 0. We generalise steps c) and
d): let e1 = gcd(a1,1, a2,1, . . . , am,1) and write e1 = a1,1x+ a2,1y. Then it is easy to check that

S1 =


x y 0 . . . 0
−a2,1

e1

a2,1

e1
0 . . . 0

−a3,1

e1
0 1 . . . 0

...
...

. . . . . .
...

−am,1
e1

0 0 . . . 1

 ∈ GLm(R)

and that S1A has the desired shape.
j) As in e), applying step i) to (S1A)t we find T2 ∈ GLn(R) such that S1AT2 has the desired
shape.
k)+l) The proof in f)+g) carries over verbatim to establish k). We conclude by induction.

Exercise 1.10. If π1 : R[X1, . . . , Xn] → A1 and π2 : R[Y1, . . . , Ym] → A2 are two presentations,
define π : R[X1, . . . , Xn, Y1, . . . , Ym]→ A1 ×A2 by π(Xi) = (π1(Xi), 0) and π(Yj) = (0, π2(Yj)).

Exercise 1.12. The ideals mi are maximal because A/mi
∼= k[X]/gi is a field. Let n ( A be

a maximal ideal. Necessarily mA ⊆ n, since otherwise n + mA = A and, A being a finitely
generated R-module, Nakayama’s lemma would imply n = A. Then n/mA is a prime ideal in
A/mA = k[X]/f , and these are precisely the ideals generated by the gi’s. Thus n contains one
of the mi’s, and they are equal by maximality.
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Exercise 1.15. Tensoring the exact sequence

0 −−−−→ I ∩ J −−−−→ R −−−−→ R/I ⊕R/J −−−−→ 0

by the flat R-algebra A gives rise to the exact sequence

0 −−−−→ ϕ(I ∩ J)A −−−−→ A −−−−→ A/ϕ(I)⊕A/ϕ(J) −−−−→ 0

from which the concluson is immediate.

Exercise 1.16. It is elementary to check that g 7→ [m 7→ g(m⊗1)] is aB-linear map. If g(m⊗1) =
0 for all m ∈ M then g(m ⊗ b) = bg(m ⊗ 1) = 0 for all b ∈ B and m ∈ M , hence g = 0, so the
map is injective. To an A-linear f : M → N we may associate the map

h : M ×B −→ N
(m, b) 7−→ bf(m)

which is immediately seen to beA-bilinear, whence aB-linear g : M⊗AB → N by the universal
property. By construction, g(m ⊗ 1) = f(m), so the map HomB(M ⊗A B,N) → HomA(M,N)
is surjective.

Exercise 1.18. Since the projections πi : R1 × R2 → Ri are ring homomorphisms, we have the
natural continuous map h : SpecR1

∐
SpecR2 → Spec (R1 ×R2) whose restriction to SpecRi

is π]i . Explicitely, if pi ⊂ Ri is a prime ideal, then h(p1) = p1×R2 and h(p2) = R1× p2. The map
h is clearly injective. To prove surjectivity, consider the elements e1 = (1, 0) and e2 = (0, 1):
they are orthogonal idempotents:

e2i = ei; e1e2 = 0; e1 + e2 = 1.

Let q ⊂ R be a prime ideal. If e1 /∈ q then e2 ∈ q because e1e2 = 0 ∈ q. On the other hand,
if e1 ∈ q then e2 /∈ q because otherwise 1 = e1 + e2 ∈ q and we assume q 6= R1 × R2. Thus
precisely one of these two elements belongs to q. Say e2 ∈ q and let

p = π1(q) = {x ∈ R1 | ∃y ∈ R2, (x, y) ∈ q} .

This is clearly an ideal in R1. Even better, it is a prime ideal: if x, x′ ∈ R1 are such that there
exists z ∈ R2 with (xx′, z) ∈ q then, because (xx′, z) = (x, 1)(x′, z) ∈ q, either (x, 1) ∈ q or
(x′, z) ∈ q, so either x or x′ is in p.
I claim q = h(p) = π]1(p) = π−11 (π1(q)). Trivially q ⊆ π−11 (π1(q)). If x ∈ p, take y ∈ R2 such
that (x, y) ∈ q. For any t ∈ R2, we have (0, t) = (1, t)e2 ∈ q because e2 ∈ q. So for every u ∈ R2

we have (x, u) = (x, y) + (0, u − y) ∈ q for all x ∈ p and all u ∈ R2. This means precisely that
π−11 (π1(q)) ⊆ q.

Exercise 1.19. The closure Z1 = U ∩ Z is a closed subset of Z. Let T = X − U , a closed subset
of X , and put Z2 = T ∩Z, also closed. Then Z = Z1 ∪Z2 and by irreducibility either Z = Z1 or
Z = Z2. But Z contains at least one point x ∈ U ∩ Z ⊆ Z1 such that x /∈ Z2. Therefore Z = Z1

as contended.
Any closed subset of SpecR can be expressed asZ = Z(I) with I =

⋂
p∈Z p. Suppose f, g ∈ R\I

but fg ∈ I . Then Z ( Z(f) and Z ( Z(g) but Z ⊆ Z(f)∪Z(g) = Z(fg). Whence an expression
of Z = (Z ∩ Z(f)) ∪ (Z ∩ Z(g)) as the union of two proper closed subsets, a contradiction.
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Conversely, let p be a prime. If Z(p) = Z(I)∪Z(J) = Z(IJ), then IJ ⊆ p. Since p is prime, this
implies either I ⊆ p or J ⊆ p.

Exercise 1.20. The closure of the image of ϕ] is

Imϕ] = Z(I) with I =
⋂

q∈SpecA
ϕ−1(q) = ϕ−1(

⋂
q∈SpecA

q) = ϕ−1 (NA) .

Hence Imϕ] = SpecR = Z(NR) implies kerϕ = ϕ−1(0) ⊆ ϕ−1 (NA) ⊆ NR.
Conversely, suppose kerϕ ⊆ NR. For x ∈ R, to say ϕ(x) ∈ NA means ϕ(x)n = ϕ(xn) = 0
for some n ≥ 1. Hence xn ∈ kerϕ ⊆ NR, thus x ∈ NR. Therefore ϕ−1 (NA) ⊆ NR, hence
SpecR = Z(NA) ⊆ Imϕ] ⊆ SpecR.

Exercise 1.22. We leave to the reader to check that the map f 7→ f ◦ π is A-linear. It is injective
because π is surjective: if f(π(x)) = 0 for all x ∈ J , necessarily for all x̄ = π(x) ∈ J/J2 we have
f(x̄) = 0, so f = 0. If g : J → N is A-linear, for x, y ∈ J we have g(xy) = xg(y) = 0 because
N is an A/J-module. It follows immediately that J2 ⊆ ker g, hence g factors through J/J2 and
thus HomB(J/J2, N)→ HomA(J,N) is surjective.

§ 2 Chapter II

Exercise 2.1. To say 1
sS
−1f(mt ) = f(m)

st = 0 for every m
t ∈ S

−1M means that there exists a u ∈ S
such that uf(m) = 0 for every m ∈M , i.e. that (f, s) ∼ (0, s). Hence ϑ is injective.
Let m1, . . . ,mr be generators for M . Il λ : S−1M → S−1N is an S−1R-linear map, consider
λ(mi1 ) = ni

si
and take s = s1 · · · sr. For every m ∈ M , writing m = x1m1 + · · · + xrmr with

xi ∈ R we see that

sλ(
m

1
) =

r∑
i=1

xi
s

si

ni
1
∈ im

î
N ↪→ S−1N

ó
.

Hence, composing the natural map M → S−1M with sλ defines an R-linear map f : M → N
such that λ = 1

sS
−1f . Therefore ϑ is surjective.

Exercise 2.2. If f, g ∈ S, i.e. f, g /∈ pi for all i, then fg /∈ pi for all i because the pi are prime.
Therefore S is multiplicative.
a) Straightforward from the definitions. Notice that AS−1pi = Rpi . b) Any f ∈ R is a polyno-
mial, hence involves only finitely many variables.
c) By proposition 2.2.2, it suffices to check that Specϕ :

∐∞
i=1 SpecRpi → SpecA is surjective.

SinceR is a domain, A→ AS−1pi = Rpi is injective and the inverse image of the zero ideal is the
zero ideal. By proposition 2.1.10, the prime ideals of A are in bijection with the primes q ⊂ R
such that q ∩ (R−⋃∞i=1 pi) = ∅ i.e. q ⊆ ⋃∞i=1 pi. If 0 6= q ⊆ ⋃∞i=1 pi, it follows from c) that q is
contained in only finitely many of the pi. By lemma 6.1.22, we conclude that q ⊆ pi for some i.
By proposition 2.1.10 again, q is in the image of SpecRpi → SpecA.
d) Taking 0 6= y ∈ I , we have that y1 ∈ IAS−1pi is a unit in AS−1pi for almost all i.
e) Consider the exact sequence 0 → J → I → I/J → 0 and tensor it by

∏∞
i=1Rpi : since ϕ is

fully faithful, it suffices to show that the inclusion JAS−1pi ⊆ IAS−1pi is an equality for all i.



Appendix II 141

For i ≥ n, we have JAS−1pi = IAS−1pi = AS−1pi , because y
1 is a unit. For i ≤ n, the subideal

JAS−1pi contains the generators xi,1
si,1

, . . . ,
xi,ri
si,ri

of IAS−1pi , and thus they coincide.

§ 3 Chapter III

Exercise 3.1. a) The roots of f (in a splitting field) are integral over R, hence so are the roots of
g and h. The coefficients of g and h are algebraic expressions in the roots, so they are integral
over R. They are also in K hence, since R is integrally closed, in R.
b) Let f = g · h a factorisation in K[X], and therefore in R[X] by a), with g and h monic. Let f ,
g and h be the reduction of these polynomials in R/p[X]. Since f is Eisenstein, f = Xn. Hence
g = Xm and h = Xn−m, for some 0 ≤ m < n. Therefore

g = Xm + bm−1X
n−1 + · · ·+ b1X + b0; h = Xn−m + cn−m−1X

n−1 + · · ·+ c1X + c0; bi, cj ∈ p.

If m > 0, one gets a0 = b0c0 ∈ p2, a contradiction.

Exercise 3.2. R = k[X] is a PID, hence an integrally closed domain. The polynomial Y 2 +
X2 − 1 ∈ R[Y ] is Eisenstein with respect to p = (X − 1). By exercise 3.1 it is irreducible, hence
A = k[X,Y ]/(X2 + Y 2 − 1) = R[Y ]/(Y 2 + X2 − 1) is a domain. Let K = k(X) = FracR and
L = K[Y ]/(Y 2 + X2 − 1) = FracA. We’ll show that A is the integral closure of R in L. Write
y for the image of Y in A and let z = f + yg ∈ L = K ⊕ yK be integral over R. Clearly z is a
solution to the integral equation

Z2 − 2fZ +
Ä
f2 + (X2 − 1)g2

ä
= 0.

Thus −2f ∈ R, hence f ∈ R and (X2 − 1)g2 ∈ R, therefore X ± 1 divides g2. Since X ± 1 is
irreducible, it must divide g. Therefore g ∈ R and z ∈ A.
If the characteristic of k is 2, then (X2 + Y 2 − 1) = (X + Y − 1)2. Writing T = X + Y − 1, we
get A = R[T ]/T 2, which is not even a domain.

Exercise 3.3. R[X] is a free R-module, so ϕ is flat and therefore has the Going Down property
(corollary 3.2.12).
Clearly q1 ∩ k[X] = 0 = p1, since XY − 1 is of degree 1 in Y and no nonzero multiple can have
degree 0. Any ideal containing q1 and lying over p2 must contain the polynomials XY − 1 and
X , is thus the whole ring because it contains (−1)(XY − 1) + Y (X) = 1. So the Going Down
property does not hold.

Exercise 3.4. If x ∈ K× either x ∈ A∩K = R or x−1 ∈ A∩K = R. Hence R is a valuation ring.
If x ∈ K× is also inA× then x−1 ∈ A∩K = R so x ∈ R×. HenceK×/R× injects into L×/A× ' Z
and is thus cyclic of infinite order, so isomorphic to Z.

Exercise 3.5. Clearly L ' K[T ]/(T 2 − f) so [L : K] ≤ 2. Clearly, if f is not algebraic over K,
then f2 /∈ K so [L : K] > 1.
It follows from exercise 3.4 that R and A as valuation subrings of the discrete valuation ring
k[[X]] are discrete valuation rings.
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For any λ = φ+ ψf ∈ L, with φ, ψ ∈ K, we have λ2 = φ2 + ψ2f2 (since the characteristic is 2),
thus λ2 ∈ K. If moreover λ ∈ A, then λ2 ∈ A ∩K = R, so A is integral over R. It is integrally
closed, so it must be the integral closure of R in L.
Suppose that A is generated by y1, . . . , yr as an R-module and let yi = gi + hif , with gi, hi ∈ K.
So gi, hi are Laurent power series in X and thus Xnigi, X

mjhj ∈ k[[X]] for suitable ni,mj ∈ N.
Therefore, taking m = max{ni,mj , 1 ≤ i, j ≤ r} (this is where we use that A is a finitely
generated R-module), we get Xmyi ∈ k[[X]] ∩ K = R for i = 1, . . . , r, hence for any element
a = ρ1y1 + · · ·+ ρryr ∈ A we have Xma =

∑r
i=1 ρiX

myi ∈ R+Rf .
Let p =

∑m
n=0 αnX

n ∈ k[X]. Then g = X−m−1(f − p) ∈ K(X)(f) = L. Since g ∈ k[[X]] by
definition, g ∈ k[[X]] ∩ L = A.
If [L : K] = 2, every element in L can be written uniquely as φ + ψf , with φ, ψ ∈ K. By
construction, Xmg = −X−1p+X−1f . This should be in R+Rf but X−1 /∈ k[[X]], so X−1 /∈ R.
We have found a contradiction, so A can’t be finitely generated as an R-module.

Exercise 3.6. We just have to check condition c’) in definition 3.5.1. Let x, y ∈ K and. say,
|x| ≤ |y|. Then y = 0 implies x = 0 and |0 + 0| = |0|. If y 6= 0 then |xy | ≤ 1, hence

|x+ y| = |y|
∣∣∣∣xy + 1

∣∣∣∣ ≤ |y| = max{|x|, |y|}.

Exercise 3.8. a) By definition, there exists an N1 ∈ N such that |an − am| < 1 for all n,m ≥ N1.
Then |an| = |an−aN1+aN1 | ≤ 1+|aN1 | for all n ≥ N1. Take thenA = max{|a0|, . . . , |aN1−1|, |aN1 |+
1}.
b) Let {an}, {bn} ∈ CS(K). For every ε > 0 let Nε ∈ N such that |an− am| < ε and |bn− bm| < ε
for all n,m ≥ Nε. Then

|an + bn − am − bm| ≤ |an − am|+ |bn − bm| < ε ∀ n,m ≥ N ε
2
;

|anbn − ambm| = |anbn − ambn + ambn − ambm ≤ |an − am|B + |bn − bm|A < ε ∀ n,m ≥ N ε
2M

where |an| ≤ A, |bn| ≤ B for all n ∈ N and M = max{A,B}.
c) It follows easily from b) that CS(K) is a ring, with unit the constant sequence {1, 1, . . . }.
On CS(K) we define a relation {an} ∼ {bn} if lim

n→∞
|an − bn| = 0. This is clearly reflexive and

symmetric. Let {an} ∼ {bn} ∼ {cn}. For every ε > 0 let Nε ∈ N such that |an − bn| < ε and
|bn − cn| < ε for all n ≥ Nε. Then

|an − cn| = |an − bn + bn − cn| ≤ |an − bn|+ |bn − cn| < ε ∀ n,m ≥ N ε
2

so ∼ is also transitive. Therefore the subset NS(K) of null sequences {an} ∈ CS(K) such that
lim
n→∞

|an| = 0 is an ideal.
d) Let {an} ∈ CS(K)−NS(K): there exists ε > 0 such that for all N ∈ N there exists an n ≥ N
with |an| > ε. For this choice of ε, fix N ε

2
such that |an − am| < ε

2 for all n,m ≥ N ε
2

and select
m ≥ N ε

2
such that |am| > ε. Then for all n ≥ N ε

2
we have

ε < |am| = |am − an + an| ≤ |an − am|+ |an| <
ε

2
+ |an|

hence |an| > ε
2 > 0.
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e) With notation as in d), define two sequences {un} and {vn} by setting

un =

{
an if |an| > ε

2
ε
2 if |an| ≤ ε

2

; vn =
1

un
.

The sequence {un} is Cauchy, because it coincides with {an} at least for n ≥ N ε
2
. Moreover for

every δ > 0 we have

|vn − vm| =
|un − um|
|unum|

≤ 4

ε2
|un − um| < δ

for all n,m ≥ N δε2

4

. Thus {vn} ∈ CS(K), hence {un} is a unit. By construction, the sequence

{an} − {un} ∈ NS(K).
f) It follows from d) and e) that for any {an} ∈ CS(K) − NS(K) we have ({an}, NS(K)) =
CS(K). Therefore NS(K) is a maximal ideal in CS(K).

Exercise 3.10. By definition, (. . . , xn, . . . ) ∈ lim← an/bn means xn ≡ xn+1 ≡ · · · ≡ xn+m mod bn

for all m. Taking m = (e− 1)n we get xn ≡ xen = 0 because xen ∈ aen ⊆ bn.

Exercise 3.12. Let π ∈ R such that v(π) = 1. Ifm = min{v(ai) | i = 0, . . . , n}, then π−mF ∈ R[X]
and at least one of its coefficients is a unit. Let r ≤ n be the largest integer such that v(ai) = 0.
If r < n and v(a0) > 0, let g = a0 + · · · + arX

r and h = 1. Then F (X) ≡ gh mod m. Applying
Hensel’s lemma, we get that F is reducible, which is a contradiction.

Exercise 3.13. By exercise 3.6, it suffices to show that for any x ∈ L such that |NL/K(x)| ≤ 1
then |NL/K(x+ 1)| ≤ 1. Let F (X) = a0 + · · ·+ an−1X

n−1 +Xn be the minimal polynomial of x

over K. Then NL/K(x) = ±a
n

[L:K]

0 so |a0| ≤ 1. The minimal polynomial of x+ 1 is F (X − 1), so

NL/K(x+ 1) = ± (F (−1))
n

[L:K] = ±
Ä
a0 − a1 + · · ·+ (−1)n−1an−1 + (−1)n

ä n
[L:K]

and |a0−a1 + · · ·+(−1)n−1an−1 +(−1)n| ≤ max{|ai| i = 0, . . . , n} = max{|a0|, 1} = 1 where for
the one but last equality we have used exercise 3.12. This method in fact suffices to prove that

|NL/K(−)|
1

[L:K] defines an absolute value on a finite extension of any complete field with respect
to a non-archimedean absolute value, not only a discrete one. The only missing ingredient is a
suitable generalisation of Hensel’s lemma. For a proof, see B. Dwork, G. Gerotto and F. Sullivan,
An introduction to G-functions, Annals of Mathematics Studies No. 133, Princeton University
Press, 1994, theorem 5.1.

§ 4 Chapter IV

Exercise 4.1. Let Z = SpecR − U . It is a closed subset, so Z = Z(I) for a suitable ideal I ⊂ R.
Since R is noetherian, I = (f1, . . . , fm) is finitely generated. Thus U = SpecR− (

⋂m
i=1Z(fi)) =⋃m

i=1 (SpecR−Z(fi)).

Exercise 4.3. Since R is noetherian, any chain in Σ is stationary. By Zorn’s Lemma, Σ has
maximal elements. Let I be such a maximal element and suppose I 6= R. Since I can’t be
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written as the intersection of finitely many prime ideals, it is not prime itself: pick x, y ∈ R,
x, y /∈ I with xy ∈ I . If I + (x) = R, there would be a z ∈ I and a ∈ R such that 1 = z + ax.
Then y = 1 · y = zy + axy ∈ I , which is a contradiction. Therefore I + (x) and I + (y) are
proper ideals strictly bigger than I . Hence

»
I + (x) and

»
I + (y) are proper radical ideals

strictly bigger than I and thus not in Σ: we can write them as intersection of finitely many
prime ideals.
Clearly I ⊆

»
I + (x) ∩

»
I + (y) ⊆ p1 ∩ · · · ∩ pr ∩ q1 ∩ · · · ∩ qs. If t ∈ p1 ∩ · · · ∩ pr ∩ q1 ∩ · · · ∩ qs

then tn ∈ I + (x) and tm ∈ I + (y) for suitable n,m ∈ N. Therefore

tn+m ∈ (I + (x)) (I + (y)) ⊆ I + (xy) = I.

Since I is radical, this implies t ∈ I . We conclude that I = p1 ∩ · · · ∩ pr ∩ q1 ∩ · · · ∩ qs, which is
a contradiction.
Suppose J = p1∩· · ·∩pr = q1∩· · ·∩qs. Fix j ∈ {1, . . . , s}. Then p1 · · · pr ⊆ p1∩· · ·∩pr = J ⊆ qj .
Since qj is prime, it contains at least one of the pi, hence r ≤ s. Symmetrically, every pi contains
one of the qj , thus r = s and from the assumption pi * pj and qi * qj for i 6= j we conclude
also that the decomposition is unique.

§ 5 Chapter V

Exercise 5.1 Without loss of generality, we may assume v(a1) = min1≤i≤r v(ai) and, multiplying
by a−11 , that a1 = 1. If v(ai) > 0 for i ≥ 2, then 1 + (a2 + · · · + ar) ∈ 1 + q ⊂ A×, while we
asumed 1 + a2 + · · ·+ ar = 0. Thus v(ai) = v(a1) for some i ≥ 2.

Exercise 5.3. If x ∈ L satisfies an equation xq − a0 = 0 with a0 ∈ R, it is integral over R, hence
x ∈ A. Conversely, for every x ∈ A we have xq ∈ A ∩K: since R is integrally closed, xq ∈ R.
If x ∈ q then xq ∈ q ∩K = p. Conversely, if xq ∈ p ⊆ R, then x ∈ A by what we have just seen.
Moreover xq ∈ p ⊆ q implies x ∈ q, because q is prime.
It follows from b) that the map q 7→ q ∩R is injective. It is surjective by proposition 3.2.4.
If 0 6= a ∈ A then 0 6= aq ∈ R. Decomposing (aq) as a product of prime ideals in R we see that
aq is contained in finitely many of these, and they correspond to finitely many prime ideals in
A containing a.
The inclusion S−1A ⊆ Aq is obvious. If b

a ∈ Aq, with a /∈ q, then b
a = aq−1b

aq . Now aq ∈ R and
aq /∈ p, therefore aq ∈ S.
Fix y ∈ qAq, with yq = uπn, u ∈ R×p and n minimal. For x ∈ qAq, write xq = vπm, with v ∈ R×p .
Set z = xy−1 ∈ L. Then zq = vu−1πm−n ∈ Rp, since m ≥ n by assumption. Therefore z belongs
to the integral closure of Rp, which by corollary 3.1.16 is S−1A = Aq. Thus x = yz ∈ yAq and
therefore qAq = yAq.
Any ideal I ⊂ Aq is contained in qAq. If {xα} generate I , writing xα = uαy

nα we see imme-
diately that I id generated by ym for m = minα{nα}. So Aq is a local PID and thus a DVR by
proposition 5.1.1.
Let I ⊂ A is an ideal, 0 6= a ∈ I and q1, . . . , qr the finitely many primes containing a. Since the
Aqi are DVRs, we know that Iqi = xiAqi , for a suitable xi ∈ Aqi . Replacing xi by a multiple
(by an element in A − qi), we may assume that xi ∈ I . Let J = (a, x1, . . . , xr). We have
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J ⊆ I (because every generator of J is in I). We have xiAqi ⊆ Jqi ⊆ Iqi = xiAqi , hence
Jqi = Iqi for i = 1, . . . , r. On the other hand, if m ⊂ A is a maximal ideal, m /∈ {q1, . . . , qr}, by
assumption a /∈ m so Jm = Im = Am. Therefore (I/J)m = 0 for every maximal ideal m ⊂ A. By
proposition 2.1.24, we conclude that I = J . Thus every ideal in A is finitely generated, hence A
is noetherian.
A is a noetherian domain and Aq is a DVR for every prime: it follows from proposition 5.3.1
that it is a Dedekind domain.

Exercise 5.4. Let K ′ be the largest intermediate extension K ⊆ K ′ ⊆ L which is separable over
K and R′ the integral closure of R in K ′. By corollary 5.3.5, R′ is a Dedekind domain and by
corollary 3.1.14 A is the integral closure of R′ in L. We may thus assume that K ⊆ L is purely
inseparable and conclude by exercise 5.3.

Exercise 5.7. Let π be a uniformiser for p. Every element in R can be written as t = uπn for
some u ∈ R× and n ∈ N. Since π generates qe, we have w(π) = e and w(u) = 0 for every
u ∈ R× ⊆ A×, hence w(t) = ne.
By corollary 3.3.15, A is a free R-module of finite rank e = [L : K] and µx : A → A is R-linear:
in an R-basis of A the matrix of µx has coefficients in R.
Since µex(A) ⊆ pA, the reduction of µx mod p is nilpotent. The characteristic polynomial of µx
is thus congruent toXe mod p. Its constant term is by definitionNL/K(x) and by corollary 5.4.9
this element is a uniformiser of p. The map R[X] → A sending X to x defines an injection
A′ = R[X]/ (f(X)) ⊆ A. Since f(X) ≡ Xe mod p, exercise 1.12 implies that A′ is a local ring
with maximal ideal q′ = (p, x). Writing f(X) = Xe + ae−1X

e−1 + · · · + a0, since f(x) = 0, we
have −a0 = xe + ae−1x

e−1 + · · · + a1x. Recalling that a0 = NL/K(x) is a uniformiser of p, we
conclude that pA′ ⊆ (x), hence q′ = (x). From proposition 5.1.5 we then get that A′ is a DVR.
But A′ ⊆ A and FracA′ = FracA = L, hence A′ = A.
From proposition 3.3.10 we get that DA/R is generated by

f ′(x) = exe−1 + (e− 1)ae−1x
e−2 + · · ·+ a1.

By a) we get that w(ai) ≡ 0 mod e and also w(n) ≡ 0 mod e for every integer n, since the map
Z → A factors through R. Therefore w

(
(e− i)aixe−i−1

)
≡ −i− 1 mod e. Since all the terms in

f ′(x) have different valuations, we get

w
(
f ′(x)

)
= min

0≤i≤e−1
w
Ä
(e− i)aixe−i−1

ä
.

We have w
(
exe−1

)
= w(e) + e − 1 and w

(
(e− i)aixe−i−1

)
≥ w(ai) ≥ e for 1 ≤ i ≤ e − 1, thus

e− 1 ≤ w (f ′(x)) ≤ e− 1 + w(e) and w (f ′(x)) = e− 1 if and only if w(e) = 0.

Exercise 5.8. The relation ∆(α) = d2∆(x1, . . . , xn) has already been established in formula
(3.3). Let then C = (cij) be the cofactor matrix, so cij ∈ Rp. For any y ∈ Ap, we can write
y =

∑n
i=1 aixi with ai ∈ Rp and, since M−1 = d−1C,

dy = d
n∑
i=1

aixi = d
n∑
i=1

ai

n−1∑
j=0

d−1cijα
j =

n−1∑
j=0

(
n∑
i=1

aicij

)
αj ∈ Rp[α].

Since ∆(x1, . . . , xn) ∈ Rp, we see immediately that ∆(α)y = (d∆(x1, . . . , xn)) dy ∈ Rp[α].
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Consider now the composite map of R-modules φ : A
µ∆(α)−→ A −→ A/R[α], where the first

map is multiplication by ∆(α) and second is the projection and let Q = imφ. We have just
shown that φp is the zero map for all p, hence Qp = 0 for all maximal ideals in R. From
proposition 2.1.24 we conclude that Q = 0, i.e. φ = 0 and thus ∆(α)A ⊆ R[α].
Let µd : Ap → Ap be the multiplication by d. We have established in b) that imµd ⊆ Rp[α]. If
d ∈ pRp, then vp (∆(α)) ≥ 2 by a). Therefore, if ∆(α) /∈ p2 then d /∈ pRp, hence d is a unit in Rp,
so µd is an isomorphim. We are done: Rp[α] ⊆ Ap = imµd ⊆ Rp[α].

§ 6 Chapter VI

Exercise 6.1. Let {pi}i be all the minimal primes of R and put Zi = Z(pi). By exercise 1.19.a,
the Zi are irreducible subsets and, since every prime contains a minimal prime, SpecR =

⋃
i Zi.

If Z(pj) ⊆ Z(pi), then pj ⊇ pi and by minimality pj = pi.

Exercise 6.3. In view of exercise 2.2a), from corollary 6.1.29 we have dimAS−1pi = dimRpi = i.
Hence dimA = +∞. A is noetherian, since, by exercise 2.2e), every ideal is finitely generated.

Exercise 6.4. If S is constructible, for any irreducible closed subset T ⊆ SpecR, expressing S as
a union of locally closed subsets and intersecting with T we may write S ∩ T =

⋃n
i=1(Ui ∩ Zi)

with the Ui open and the Zi closed. Without loss of generality, we may assume that the Zi
are irreducible and that Ui ∩ Zi 6= ∅. Then the closure Ui ∩ Zi equals Zi by exercise 1.19.a,
hence S ∩ T =

⋃r
i=1 Zi. Therefore if S ∩ T is dense in T then

⋃r
i=1 Zi = S ∩ T = T . Since T is

irreducible, T = Zi for some i. Then Ui ∩ Zi is an open subset of T = Zi contained in S.
Clearly Z1 ∩ S ⊆ Z1. On the other hand, if W is a closed subset containing Z1 ∩ S, then
W ∪ Z2 ∪ · · · ∪ Zr is a closed subset containing S, therefore (W ∪ Z2 ∪ · · · ∪ Zr) ⊇ S ⊇ Z1

and thus Z1 = (W ∪ Z2 ∪ · · · ∪ Zr) ∩ Z1 = (W ∩ Z1) ∪ (Z2 ∩ Z1) ∪ · · · ∪ (Zr ∩ Z1). Since Z1 is
irreducible, either W ∩ Z1 = Z1, which means Z1 ⊆ W or, for some i ≥ 2, Zi ∩ Z1 = Z1, which
means Z1 ⊆ Zi, forbidden by the definition of irreducible component. Hence Z1 is contained in
every closed subsetW containingZ1∩S and is thus contained inZ1 ∩ S. ThereforeZ1 ∩ S = Z1.
By assumption, S satisfies (?) and so a non-empty open subset Z1−Z ′1 in Z1 must be contained
in S ∩ Z1 ⊂ S.
Clearly Z1 − Z ′1 = Z1 ∩ (SpecR− Z ′1), so it is locally closed. Let T ⊆ SpecR be an irreducible
closed subset and assume that S ∩ Y ∩ T = T . Since Y is closed and contains S ∩ Y ∩ T , then
T ⊆ Y , so S ∩ Y ∩ T = S ∩ T . By assumption, S satisfies (?) and so a non-empty open subset
of T must be contained in S ∩ T = S ∩ Y ∩ T . Therefore S ∩ Y satisfies (?) too.
We have seen that S′ = S ∩ Y satisfies (?). Moreover its closure S ∩ Y is contained in Y
which is properly contained in S. By our working hypothesis, S ∩Y is constructible. Therefore
S = (Z1 − Z ′1) ∪ (S ∩ Y ) is the union of constructible subsets and thus constructible.

Exercise 6.5. We have a noetherian ring R and an R-algebra of finite type ϕ : R→ A. We want
to show that imϕ] satisfies condition (?) of exercise 6.4. Let T ⊆ SpecR be an irreducible closed
subset and assume that T ∩ imϕ] is dense in T . By exercise 1.19.b, T = Z(p) for some prime
p ⊂ R. The map ϕ induces ϕ : R/p→ A/ϕ(p)A. As seen in the proof of Chevalley’s theorem, ϕ]
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identifies with the restriction ofϕ] to (ϕ])−1(T ) = (ϕ])−1 ((Z(p)) = Z(ϕ(p)A) = SpecA/ϕ(pi)A.
Thus, by assumption, imϕ] is dense. By exercise 1.20, we have kerϕ ⊆ NR/p = 0 (as R/p is
a domain). Again we may apply corollary 3.2.7 to conclude that imϕ] = imϕ] ∩ T contains a
non-empty open subset of T . This is precisely condition (?) for imϕ].

Exercise 6.6. If S = SpecAf ∩Z(I), the A-algebra B = (A/I)f = A[X]/J , with J = (Xf − 1) +
IA[X] is a finitely generated A-algebra. The points of SpecB are in bijection with the prime
ideals q ⊂ A such that I ⊆ q and f /∈ q i.e. with the points of S.
Let S =

⋃m
i=1 (Ui ∩ Zi) ⊆ SpecA be a constructible subset, with the Ui open and the Zi closed.

In view of exercise 4.1, there is no loss of generality in assuming that Ui = SpecA − Z(fi) =
SpecAfi for a suitable fi ∈ A. We have shown above that there exist finitely generated A-
algebras ψi : A → Bi such that imψ]i = Ui ∩ Zi. The A-algebra B =

∏m
i=1Bi is again of finite

type by exercise 1.10 and Spec (
∏m
i=1Bi) =

∐m
i=1 SpecBi by exercise 1.18, so its image in SpecA

is equal to S.

Exercise 6.7. Let S ⊆ SpecA be a constructible subset. By exercise 6.6 we can find an A-algebra
of finite type ψ : A → B such that S = imψ]. Hence B is also an R-algebra of finite type and
the claim follows from theorem 6.1.37 applied to the R-algebra B.

Exercise 6.8. The polynomial pX − 1 is irreducible (it is of degree 1), so p is a prime. It is
principal, so is of height 1. Clearly p ∩ Z = {0}, so p represents a point on A1

Q. Let ` ∈ N be
a prime number. If ` 6= p then (pX − 1, `) is a maximal ideal in Z[X]: if m ∈ Z is such that
pm ≡ 1 mod `, then Z[X]/(pX − 1, `) ∼= F`[X]/(X −m) ∼= F`. The closure of p intersects the
line A1

F` at the point X = m. On the other hand, if ` = p then (−1)(pX − 1) + X(p) = 1, so
(pX − 1, p) = Z[X]: the closure of p doesn’t meet the line A1

Fp . The horizontal curve Z(p) ”goes
to infinity” at p.

Exercise 6.9. From example 6.1.31 we know that there are two types of primes of height 1
in Z[X]. Those of the form pZ[X] for some prime number p can obviously be embedded in
the maximal ideals (p, F (X)), where F (X) ∈ Z[Z] is any polynomial whose reduction mod
p is irreducible. On the other hand we have the height 1 primes generated by an irreducible
polynomial F (X) ∈ Z[X]. There are infinitely many prime numbers p ∈ Z such that the reduc-
tion of F (X) mod p is not a constant polynomial; for all such primes, (F (X)) is not coprime
with pZ[X], so (p, F (X)) ( Z[X], hence (p, F (X)) is contained in some maximal ideal m and
(F (X)) ( (p, F (X)) ⊆ m.
If R is a DVR with uniformiser π then R

î
1
p

ó
= R[X]/(πX − 1) = FracR. So (πX − 1) is a

maximal ideal and is of height 1 because it is principal.
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Glossary of notations

Ann (M), annihilator 13
BilR(M ×N,P ), bilinear maps 21
cokerf , cokernel of a linear map 13
∆A/R(x1, . . . , xn), discriminant of a basis 62
dA/R, discriminant ideal 63
D−1A/R, codifferent 63
DA/R, different ideal 100
deg(D), degree of a divisor 105
DerR(A,M), module of derivations 26
dim(R), (Krull) dimension of a ring 119
Div(R), group of Cartier divisors 101
Ext1R(Q,N), module extension 34
Fq, field with q elements 4
FracR, fraction field of a domain 38
hT , representable functor 133
HomR(M,N), module homomorphisms 12√
I , radical of an ideal 11

I ∩ J , intersection of ideals 8
IJ , product of ideals 8
I + J , sum of ideals 8
ht p, height of a prime 119
k[ε], ring of dual numbers 30
k((X)), Laurent power series 38
k(X1, . . . , Xn), rational functions 38
`(M), length of a module 89
lim← Gi inverse limit 78
K0(R), Grothendieck group 113
Mf module of fractions 40
Mp localisation at a prime ideal 40

Mtors torsion elements 13
M1 ∩M2, intesection of submodules 14
M1 +M2, sum of submodules 14
M1 ⊕M2, direct sum 14
M ⊗R N , tensor product 22
(M : N), index of two submodules 13
ModR category of R-modules 12
NR, nilradical 4
NA/R(x), norm of an element 61
OK , integers in a number field 54
Pic(R), Picard group of a ring 99
Qp, p-adic numbers 73
RR, Jacobson radical 7
R× units in a ring 3
R̂a a-adic completion 79
R
î
1
f

ó
, Rf ring of fractions 38

Rp localisation at a prime ideal 37
R[[X]] formal power series 14
S−1M , module of fractions 40
S−1R, ring of fractions 37
SpecR, spectrum of a ring 10
TrA/R(x), trace of an element 61
(x), xR, principal ideal 3
|x|, absolute value 68
Z(p), localisation of Z at p 38
Zp, p-adic integers 73
Z(I), zero locus of an ideal 10
Z1(R), group of Weil divisors 103
Z1
inv(R), invertible Weil divisors 102

Ω1
A/R, module of differentials 26
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Index

Absolute value 68
– , equivalent 69
– , non-archimedean 69
– , p-adic 69
– , trivial 69

Algebra over a ring 12
– , étale 50
– , finite 15
– , flat 24
– , of finite presentation 15
– , of finite type 15
– , smooth 50
– , unramified 50

Amitsur’s complex 44
Annihilator 13
Arithmetic surface 126
Bilinear map 21
Bimodule 22
Category 133

– , equivalence 134
– , opposite 133

Cauchy sequence 71
Cayley–Hamilton Theorem 16
Characteristic of a ring 3
Chevalley’s Theorem 128
Chinese Remainder Theorem 9
Codifferent 63
Cokernel 13
Completion wrt an absolute value 72

– , adic 79
Composition series 88
Constructible subset 128
Cycle map 104
Dedekind domain 105
Degree of a divisor on a curve 105

– , residue 107

Dense subset 35
Derivation 26
Descent datum 46
Different 100
Differentials 27

– , first fundamental sequence 28
– , second fundamental sequence 29

Dimension of a ring 119
Direct sum 14
Directed set 78
Discrete valuation ring 95
Discriminant 63

– , of a basis 62
Divisor, Cartier 101

– , Weil 103
Domain 4

– , factorial 5
– , fraction field of 38
– , integrally closed 54
– , principal ideal 4
– , unique factorisation 5

Dual numbers 30
DVR 68
Eisenstein polynomial 82
Elementary divisors’ theorem32
Exact sequence 17

– , split 19
Extension of two modules 33

– , Baer sum 34
– , pullback 34
– , pushout 34

Extension of the scalars 22
Field 4

– , complete 71
– , completion 72

Formal power series 14



150

Functor 133
– , additive 19
– , adjoint 23
– , exact 19
– – , left 19
– – , right 19
– , faithful 133
– , full 133
– , fully faithful 133
– , representable 135

Genus of a curve 112
Going Down property 58

– , Theorem 61
Going Up Theorem 58
Grothendieck group 113
Height of a prime ideal 119
Hensel’s Lemma 79
Hilbert’s Basis Theorem 88
Hilbert’s Nullstellensatz 91

– , weak 91
Ideal 2

– , coprime 8
– , fractional 99
– – , integral 99
– – , invertible 100
– – , principal 99
– , generated 3
– , finitely generated 3
– , intersection 8
– , maximal 6
– , prime 5
– – , of height 1 103
– – , inert 108
– – , minimal 120
– – , split 108
– , principal 3
– , product 8
– , radical 11
– , sum 8

Ideal class group 99
Index of two submodules 13
Inertia 107
Integral closure 54

– , element 53
Integral element 5
Inverse limit 78

– , system 78
Irreducible element 5

– , subset 34
Isometric embedding 69
Jacobson radical 7
Jordan–Hölder sequences 88
Krull’s Hauptidealsatz 121
Kummer’s Lemma 33
Laurent power series 38
Leibnitz rule 26
Local ring homomorphism 43
Localisation at a prime ideal 38, 40
Locally closed subset 128
Locally factorial domain 103
Length of a module 89
Module 12

– , artinian 85
– , direct product 14
– , direct sum 14
– , faithful 13
– , faithfully flat 42
– , finitely generated 15
– , finitely presented 15
– , flat 24
– , free 15
– , injective 20
– , invertible 98
– , locally free 47
– , noetherian 85
– , projective 20
– , simple 88
– , torsion 13
– , torsion-free 13

Nakayama’s Lemma 17
Nilpotent element 3
Nilradical 4
Noether’s Normalisation Lemma 89
Norm (for a ring extension) 61

– , (on a vector space) 73
– – , equivalent 73

Number field 54
p-adic integers 73

– , numbers 73
– , valuation 68

Picard group 99
PID 4
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Place 70
Prime avoidance lemma 123
Radical of an ideal 11
Ramification index 107
Rank of a module 17
Rational functions 38
Riemann–Hurwitz formula 112
Ring 1

– , artinian 85
– , complete 79
– , direct product 9
– , finite over another ring 15
– , integral over another ring 55
– , integrally closed 54
– , japanese 87
– , local 7
– – , regular 129
– , noetherian 85
– , of integers 54
– , semilocal 7

Smith normal form 31
Snake Lemma 18
Spectrum of a ring 10
Splitting 19

Submodule 12
– , index 13
– , intesection 14
– , sum 14
– – , direct 14

Tangent space 30
Tensor product 22
Torsion element 13
Totally ramified extension 108
Trace 61
Uniformiser 95
UFD 5
Unit 3
Universal element 135

– , property 136
Unramified extension 108
Valuation 68

– , ring 66
– , discrete 68, 95

Zariski topology 10
Zero divisor 3
Zero locus of an ideal 10
Zorn’s lemma 7
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[16] SAMUEL, P., Théorie Algébrique des Nombres, Hermann, Paris 1967.

[17] SERRE, J.-P., Corps Locaux, Hermann, Paris, 1962.
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