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Abstract. In the setting of Carnot-Carathéodory spaces we prove some trace
theorems for Sobolev functions. We consider the trace on a non characteristic
surface for Ḧormander vector fields of stepr ≥ 1 and the trace on the
boundary of a class of domains in the Grushin plane.

1 Introduction

In the last years the theory of the functional spaces related to vector fields
has been deeply developed in several directions. Sobolev-Poincaré-type in-
equalities have been widely studied and applied to the analysis of solutions
of second order Partial Differential Equations. An important tool in the study
of boundary value problems is the estimate of the trace on the boundary∂Ω
of a Sobolev functionu defined in an open setΩ. Only few results concern-
ing this problem are known in the degenerate setting of vector fields. In this
paper we give a contribution to the research in this direction.

In order to introduce our discussion let us recall the following classical
result: if 1 < p < +∞ andΩ ⊂ R

n is a bounded open set with regular
boundary∂Ω, then there exists a constantC > 0 such that for anyu ∈
W 1,p(Ω)∫
∂Ω×∂Ω

|u(x) − u(y)|p
|x− y|n−1+ps dHn−1(x)dHn−1(y) ≤ C

∫
Ω

|∇u(x)|p dx, (1)

wheres = 1 − 1
p is the fractional order of differentiability of the trace

u = u|∂Ω.

� The authors were supported by GNAFA, Italy and by MURST, Italy. Second author was
also supported by the University of Bologna, funds for selected research topics.
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We are interested in generalizations of (1) of the form

[u]s,p(∂Ω) ≤ C

m∑
j=1

( ∫
Ω

|Xju(x)|pdx
)1/p

, (2)

for a family of vector fieldsXj =
∑n
k=1 ajk(x)∂k, j = 1, . . . ,m, x ∈ R

n.
The left hand side of (2) will be some kind of fractional semi-norm, whose
form will be discussed later.

Let us begin with some considerations about the history of the problem.
In the paper [F] Franchi studies the trace problem for anisotropic Sobolev
spaces related to diagonal vector fieldsXj = λj(x)∂j , j = 1, ..., n, and
proves optimal trace estimates on corners of cubes using a semi-norm con-
structed by a sum of one dimensional fractional derivatives with suitable
weights. The proof relies on representation formulas modeled on the geom-
etry of the vector fields and does not seem to work in non diagonal situations.

Berhanu and Pesenson [BP] prove a trace and lifting theorem for a fam-
ily of Hörmander vector fields of step two. Actually, their result holds only
for the trace on a non characteristic surface with one transversal vector field
and the “projections” of the other ones satisfying the Hörmander condition
of step two relatively to the surface. The approach of this paper is not com-
pletely satisfactory since the definition of the semi-norm, which involves
increments along the integral curves of the projected vector fields, does not
apply, for instance, to simple situations when the projected vector fields
vanish on the surface.

Bahouri, Chemin and Xu [BCX] using the Weyl Hörmander calculus
prove a lifting theorem and a trace theorem on non characteristic surfaces
for Sobolev spaces associated with a system of vector fields of step 2. The
case of isolated characteristic points in the framework of the Heisenberg
group is also studied.

In the recent remarkable paper [DGN2], which continues the project
started in [DGN1], Danielli, Garofalo and Nhieu prove the following trace
theorem for Ḧormander vector fields: ifΩ is a (ε, δ)−domain andµ is a
Borel measure supported in∂Ω such thatµ(B(x, r)) ≤ C|B(x, r)|/r for
any Carnot-Carath́eodory ball centered atx ∈ ∂Ω with radius0 < r <
r0, then for anyp > 1 the spaceW 1,p

X (Ω) is continuously embedded in

B
1− 1

p
,p(∂Ω, dµ), where the last Besov space is defined by the semi–norm

(4) lettings = 1−1/p. Conversely, ifΩ is a bounded open set,|∂Ω| = 0 and
µ is a Borel measure supported in∂Ω such thatµ(B(x, r)) ≥ C|B(x, r)|/r
for all x ∈ ∂Ω and0 < r < r0, then, given a functionu ∈ B1−1/p,p(∂Ω),
there exists a functionEu ∈ W 1,p

X (Ω) which extendsu and such that the
operatorE is continuous between the expected spaces. The trace result is
proved by extending a functionu ∈ W 1,p

X (Ω) to a Sobolev function on
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the the whole space and then by a restriction technique. The fact thatΩ
is an extension domain is guaranteed by the subelliptic version of Jones’
extension theorem for(ε, δ) domains [GN]. The notion of(ε, δ) or uniform
domain inR

n has been introduced by Martio and Sarvas [MS] and Jones
[J]. Several properties of(ε, δ) domains are studied by V̈ais̈alä [V].

Finally, although not strictly related to our work, we would like to men-
tion the paper by Hajl´ asz and Martio [HM] where the trace problem on
general subsets ofRn is treated in the Euclidean setting from a “metric”
point of view.

Before stating our results we introduce the basic definitions. Given a
family X = (X1, ..., Xm) of vector fields withXj(x) =

∑n
i=1 aij(x)∂i

(j = 1, ...,m) andaij ∈ Lip(Rn) (j = 1, ...,m, i = 1, ..., n), we call
subunita Lipschitz continuous curveγ : [0, T ] −→ R

n such that

γ̇(t) =
m∑
j=1

hj(t)Xj(γ(t)), and
m∑
j=1

h2
j (t) ≤ 1 for a.e.t ∈ [0, T ],

with h1, ..., hm measurable coefficients. Define the Carnot-Carathéodory
(briefly C-C) distance between the pointsx, y ∈ R

n

d(x, y) = inf{T ≥ 0 : there exists a subunit pathγ : [0, T ] → R
n

such thatγ(0) = x andγ(T ) = y}.

We defineB(x, r) = {y ∈ R
n : d(x, y) < r}, for x ∈ R

n andr > 0. The
functiond is finite and is a distance in the following two cases, that are the
object of our study:

(1) The familyX1, . . . , Xm ∈ C∞(Rn,Rn) satisfies the Ḧormander con-
dition

rankL(X1, ..., Xm)(x) = n for everyx ∈ R
n,

whereL(X1, ..., Xm) is the Lie algebra generated by the vector fields.
(2) The vector fields are of the form

X1 = ∂x, and X2 = |x|α∂y in R
2, (3)

with α > 0.

LetΩ ⊂ R
n be an open set with boundary∂Ω of classC1. Denoteν(x)

the Euclidean unit normal to∂Ω atx ∈ ∂Ω and define

|Xν(x)| =
( m∑
j=1

〈Xj(x), ν(x)〉2
)1/2

.
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A point x ∈ ∂Ω is said to be characteristic if|Xν(x)| = 0. The natural
surface measure that takes into account characteristic points in the boundary
is

µ := |Xν|Hn−1 ∂Ω,

that is the(n−1)−dimensional Hausdorff measure restricted to the boundary
with the weight|Xν|. The measureµ is the variational surface measure as-
sociated with the vector fieldsX1, ..., Xm andµ(∂Ω) equals the Minkowski
content of∂Ω in the metric space(Rn, d) (see [MSC]). Define the fractional
semi-norm

[u]s,p(∂Ω) =
( ∫

∂Ω×∂Ω
|u(x) − u(y)|p

d(x, y)psµ(B(x, d(x, y)))
dµ(x)dµ(y)

)1/p
.

(4)

The fact that the semi–norm (4) gives the correct left hand side in the trace
inequality has been discovered in [DGN2]. A “solid” version of (4) has been
studied in [M].

In this note we study the trace inequality (2) using the semi-norm (4).
We shall first consider the case when the boundary is non characteristic
with respect to a family of Ḧormander vector fields. We develop a technique
inspired by the original paper of Gagliardo [G] which relies upon the possi-
bility of connecting points on the boundary∂Ω by means of sub-unit curves
lying in Ω. The construction of such paths is a byproduct of a structure the-
orem for the restriction of C-C balls to non characteristic surfaces, theorem
that seems to be of independent interest (see Sect. 2). When the boundary
contains characteristic points the analysis is more difficult. Nonetheless, our
technique still works in some situations and we focused our attention on the
simple but significant case of the Grushin plane. Our main results can be
summarized in the following way. Let1 < p < ∞ ands = 1 − 1

p . If

(1) X1, . . . , Xm are Ḧormander vector fields inRn andΩ ⊂ R
n is a

bounded open set whose boundary is of classC∞ and does not con-
tain characteristic points, or alternatively

(2) X1, X2 are of the form (3) andΩ ⊂ R
2 is aC1 bounded open set which

is α-admissible (see Definition 1),

then there exist constantsC, δ0 > 0 such that∫
∂Ω×∂Ω∩{d(x,y)<δ0}

|u(x) − u(y)|p dµ(x)dµ(y)
d(x, y)psµ(B(x, d(x, y)))

≤ C

∫
Ω

|Xu(x)|p dx (5)

for all u ∈ C1(Ω) ∩ C(Ω).
These trace estimates are optimal. This follows from the extension Theo-

rem 4.1 in [DGN2] whose hypotheses are verified in Corollary 1 and Lemma
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6 below. In case (1) ifΩ is any smooth bounded set, inequality (5) continues
to hold provided the integration in the left hand side takes place on a fixed
compact setK ⊂ ∂Ω which does not contain characteristic points.

It seems reasonable that both non characteristic domains for Hörmander
vector fields and our admissible domains in the Grushin plane enjoy the
(ε, δ)−property. If this were the case our trace theorems could be obtained
using the results by Danielli, Garofalo and Nhieu [DGN2]. However, the
study of this property probably involves difficulties comparable to those
one has to face attempting a direct proof of the trace theorem.

In Sect. 2 we prove the mentioned structure theorem for C-C balls. Sec-
tion 3 deals with Case (1). Our results are the natural generalization to vector
fields of arbitrary stepr ≥ 2 of the trace results obtained in [BP] and [BCX]
for vector fields of step2. Section 4 is devoted to Case (2). The condition of
α-admissibility identifies a large class of domains for which the trace theo-
rem holds in relation with the “flatness” of their boundary at characteristic
points. At the end of Sect. 4 this condition will be shown to be necessary.

In the paper we will denote byC a generic constant which may change
even in a single string of estimates. We writeu � v to state that there
exist two positive constantsc1 andc2 such thatc1u ≤ v ≤ c2u. A vec-
tor field X =

∑n
k=1 ak(x)∂k will be identified with the vector function

(a1(x), . . . , an(x)).

Acknowledgements.It is now a pleasure to acknowledge with gratitude Ermanno Lanconelli
for his encouragement, Nicola Garofalo for some helpful conversations concerning the paper
[DGN2], and Bruno Franchi for having drawn our attention on some references.

2 Structure of balls restricted to non characteristic surfaces

Following the basic ideas contained in the classic paper [NSW] and the
generalization in [M], we shall represent (in Theorem 2) C-C balls restricted
to non characteristic surfaces by means of suitable exponential maps which
are “small perturbations” of the exponential of the commutators of the vector
fields (see Lemma 2). These maps enjoy a “factorization property” (see
Lemma 1) which is crucial in the proof of the trace theorem.

First we recall that a non characteristic surface can be made flat by a
diffeomorphism. A resulting transversal vector field can be orthogonalized
and the other ones can be made lie on the surface.

Lemma 1. Let U ⊂ R
n be a neighborhood of0 ∈ R

n and letX ∈
C∞(U ; Rn) be a vector field such that〈X(0), en〉 �= 0. Letxn = g(x1, . . . ,
xn−1) = g(x′)bea functionof classC∞ such thatg(0) = 0and∇g(0) = 0.
Possibly shrinkingU , there exists a diffeomorphismΦ ∈ C∞(U ; Rn) such
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that dΦ(x)X(x) = en for all x ∈ U andΦ(x′, g(x′)) = (x′, 0) for all
(x′, g(x′)) ∈ U .

The proof of Lemma 1 can be essentially found in [FW, p. 83] where
even less regularity is required.

Remark 1.Let X̃1, ..., X̃m ∈ C∞(Rn; Rn) satisfy the Ḧormander condi-
tion and induce the C-C metric̃d. Write (x, t) ∈ R

n−1 × R and assume the
vector fields are of the form

X̃j = bj(x, t)∂t +
n−1∑
i=1

aij(x, t)∂i, j = 1, ...,m− 1, X̃m = ∂t.

The new family of vector fields

Xj =
n−1∑
i=1

aij(x, t)∂i, j = 1, ...,m− 1, Xm = ∂t. (6)

still satisfies the Ḧormander condition. Moreover, ifd is the corresponding
C-C metric andK ⊂ R

n is a compact set, there existc1 andc2 such that

c1d̃ ≤ d ≤ c2d̃ and c1|X̃u| ≤ |Xu| ≤ c2|X̃u|

for all u ∈ C1. A proof of the equivalence betweend andd̃ can be found in
[FW, p.87]. Actually, it can be proved that each of the previous equivalences
implies the other one (see [HK, Theorem 11.11]).

Considerm vector fieldsX1, ..., Xm ∈ C∞(Rn; Rn) of the form (6)
and satisfying the Ḧormander condition. We shall writeXm = T . For any
multi-indexI = (i1, . . . , ik), 1 ≤ ij ≤ m andk ∈ N, let

X[I] = [Xi1 , [Xi2 , · · · [Xik−1 , Xik ] · · · ]],
where [X,Y ] denotes the commutator of the vector fieldsX and Y . If
I = (i1, . . . , ik) we set|I| = k and we say that the commutatorX[I] has
lengthor degreed(X[I]) = k.

For any commutatorY �= T and for smalls ∈ R we shall define a map
expT (sY ) : R

n−1 → R
n−1. We proceed by induction ond(Y ). If d(Y ) = 1

andY = Xj with j ∈ {1, ...,m− 1} define forx ∈ R
n−1

expT (sY )(x) =




exp(−sT ) exp(s(Xj + T ))(x) if s ≥ 0,
exp(s(Xj + T )) exp(−sT )(x)

= expT (|s|Y )−1(x) if s < 0.
(7)
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The map is well defined providedx belongs to a compact set ands is small.
We also setexpT (sT ) = exp(sT ). Suppose nowd(Y ) = k,Y = X[J ] with
|J | = k, andJ = (j1, ..., jk). SetJ ′ = (j2, ..., jk) and define

expT (sY )(x) =




expT (s
k−1

k X[J ′])−1 expT (s
1
kXj1)

−1

· expT (s
k−1

k X[J ′]) expT (s
1
kXj1)(x) if s ≥ 0,

expT (|s|Y )−1(x) if s < 0.
(8)

Some useful features of the mapsexpT are described in the following
two lemmas. In Lemma 2, which is a generalization of [NSW, Lemma 2.21],
we shall use the Campbell-Hausdorff formula

exp(u) exp(v) = exp
(
u+ v − 1

2
[u, v] + S(u, v)

)
,

whereu andv are non commuting indeterminates andS is a formal series
of commutators ofu andv of length at least3. We refer to the Appendix of
[NSW] for a discussion and for the related references.

Lemma 2. For any commutatorX[J ], J = (j1, . . . , jk), of lengthk ≥ 1

expT (sX[J ]) = exp
(
sX[J ] + sgn(s)

∑
|I|>k

cJ,I |s||I|/kX[I]

)
, (9)

where thecJ,I are suitable constants.

The formal equality (9) means that, ifx belongs to a compact setK and
p > k is an integer, then∣∣∣ expT (sX[J ])(x) − exp

(
sX[J ] + sgn(s)

∑
k<|I|≤p

cJ,Is
|I|/kX[I]

)
(x)

∣∣∣
≤ Cs(p+1)/k.

Proof.We proceed by induction. Consider first a commutator of length1, i.e.
a vector fieldXj , j = 1, . . . ,m. Applying the Campbell-Hausdorff formula
to (7) we get fors > 0

expT (sXj) = exp(−sT ) exp(s(Xj + T ))

= exp
(

− sT + s(Xj + T ) +
1
2
s2[T,Xj + T ] + · · ·

)
= exp

(
sXj +

∑
|I|>1

c(j),Is
|I|X[I]

)
.
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Fors < 0 note that

expT (sXj) = expT (|s|Xj)−1 = exp
(

− |s|Xj −
∑
|I|>1

c(j),I |s||I|X[I]

)
.

We prove now the inductive step. Recall first that an application of the
Campbell-Hausdorff formula asserts that, ifu andv are non commuting
indeterminates, then

exp(v)−1 exp(u)−1 exp(v) exp(u) = exp([u, v] +R),

whereR = R(u, v) denotes a formal series containing commutators (ofu
andv) of length at least3. Letk > 1, J = (j1, ..., jk), J ′ = (j2, ..., jk) and
s ≥ 0. Let also

u = s1/kXj1 +
∑
|I|>1

c(j1),Is
|I|/kX[I] and

v = s(k−1)/kX[J ′] +
∑

|I|>k−1

CJ ′,Is
|I|/kX[I].

Note that[u, v] = sX[J ]+R̃, whereR̃ is a series containing commutators of
order at leastk + 1 of the original fields. Thus, by the inductive hypothesis

expT (sX[J ]) = expT (s
k−1

k X[J ′])
−1 expT (s

1
kXj1)

−1

· expT (s
k−1

k X[J ′]) expT (s
1
kXj1)

= exp(v)−1 exp(u)−1 exp(v) exp(u)
= exp([u, v] +R))
= exp(sX[J ] + R̃ +R))

= exp
(
sX[J ] +

∑
|I|>k

cJ,Is
|I|/kX[I]

)
,

for suitable constantscJ,I . We used the fact that the seriesR is actually a
series of commutators of length at leastk+1 of the original fields. Ifs < 0,
formula (9) follows analogously. ��

Define forλ > 0 and for any vector fieldX

S1(λ,X) = exp(λ(X − T )) exp(λT ),
S2(λ,X) = exp(−λT ) exp(λ(X + T )).

(10)

Theorem 1 (Factorization).Let Y = X[J ], J = (j1, . . . , jk). The map
expT (sY ), s ∈ R, can be factorized as the composition of a finite number of

factors of the formS1(h|s| 1
k , τXj)andS2(h|s| 1

k , τXj), whereτ ∈ {−1, 1},
j = 1, ...,m and1 ≤ h ≤ k. Moreover, the number of factors depends only
onk.
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Proof.SinceS2(h|s| 1
k , τXj) = S1(h|s| 1

k ,−τXj)−1, if we prove the claim
for s > 0 it will also follows for s < 0. Without loss of generality we can
supposes = 1. First notice that

S1(h, τX) exp(T ) = exp(h(τX − T )) exp(hT ) exp(T )
= exp(T ) exp(T )−1 exp(−τX + T )S1(h+ 1, τX)
= exp(T )S2(1,−τX)S1(h+ 1, τX)

(11)

and

S2(h, τX) exp(T ) = exp(hT )−1 exp(h(τX + T )) exp(T )
= exp(T )S2(h+ 1, τX) exp(−τX − T ) exp(T )
= exp(T )S2(h+ 1, τX)S1(1,−τX).

(12)

The proof is by induction onk = d(Y ). If k = 1 the claim follows directly
from definition (7) withh = 1. Let k = d(Y ) > 1 and letY = X[J ] with
J = (j1, ..., jk). If j1 �= m the claim follows directly from (8) and the
inductive hypothesis onX[J ′], J

′ = (j2, ..., jk). Supposej1 = m and by
the inductive hypothesis write

expT (X[J ′]) =
p∏
i=1

Sσi(hi, τiXji)

with σi ∈ {1, 2}, τi ∈ {−1, 1}, p ∈ N less than a constant depending onk,
and1 ≤ hi ≤ k − 1. Write

expT (X[J ]) = expT (X[J ′])
−1 exp(T )−1 expT (X[J ′]) exp(T )

= expT (X[J ′])
−1 exp(T )−1

p∏
i=1

Sσi(hi, τiXji) exp(T ).

By (11) and (12)exp(T ) can be shiftedp times from right to left cancelling
exp(T )−1 and the claim follows. ��

From now on fix a bounded open setΩ0 ⊂ R
n and let{Y1, ..., Yq} be

a fixed enumeration of the commutators of length≤ k, wherek is large
enough to ensure that span{X[I](x, t) : |I| ≤ k} has dimensionn at each
point (x, t) ∈ Ω0. Assume also thatYq = T .

Introduce the family of multi-indicesI = {I = (i1, . . . , in−1) : 1 ≤
ij ≤ q−1}. Given a multi-indexI ∈ I, setd(I) = d(Yi1)+ · · ·+d(Yin−1)
and forh̃ = (h, hn) ∈ R

n−1 × R “small enough” define

ΦI,x(h) = expT (hn−1Yin−1) · · · expT (h1Yi1)(x, 0),

Φ̃I,x(h̃) = exp(hnT ) expT (hn−1Yin−1) · · · expT (h1Yi1)(x, 0)
= (ΦI,x(h), hn).

(13)
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The form of the fields (6) guarantees thatΦI,x(h) ∈ {(x, t) ∈ R
n : t = 0}

for h ∈ R
n−1. Let also

||h||I = max
l=1,...,n−1

|hl|1/d(Yil
) and

λI(x) = det(Yi1(x, 0), . . . , Yin−1(x, 0)),

where the vectorsYil are thought of as vectors inRn−1.
If I ∈ I defineĨ = (I, q) and setd(Ĩ) = d(I) + 1. If h̃ = (h, hn) and

(x, t) ∈ Ω0 define

||h̃||
Ĩ

= max{||h||I , |hn|} and

λ̃
Ĩ
(x, t) = det(Yi1(x, t), . . . , Yin−1(x, t), Yn(x, t))

whereYn = T and the vectors are thought of as vectors inR
n.

Let d be the C-C metric induced by the vector fields (6) onR
n and

consider the ballsB((x, 0), r) = {(y, t) ∈ R
n : d((x, 0), (y, t)) < r} and

B(x, r) = {y ∈ R
n−1 : d((x, 0), (y, 0)) < r} . We now state and prove the

structure theorem for the restricted ballsB.

Theorem 2. LetΩ0 ⊂ R
n be a bounded open set. There existr0 > 0 and

0 < a < b < 1 such that for any(x, 0) ∈ Ω0, I ∈ I and0 < r < r0 such
that the inequality

|λI(x)|rd(I) ≥ 1
2

max
J∈I

|λJ(x)|rd(J) (14)

is satisfied, we have

(i) 1
4 |λI(x)| ≤ |JhΦI,x(h)| = |J

h̃
Φ̃I,x(h̃)| ≤ 4|λI(x)| for every||h̃||

Ĩ
<

br, whereJhΦI,x(h) = det ∂
∂hΦI,x(h).

(ii) B((x, 0), ar) ⊂ Φ̃I,x({||h̃||
Ĩ
< br}) ⊂ B((x, 0), r).

(iii) B(x, ar) ⊂ ΦI,x({||h||I < br}) ⊂ B(x, r).
(iv) The mapΦ̃I,x is one to one on{||h̃||

Ĩ
< br}.

Remark 2.Inclusions (iii) for the restricted balls are immediate conse-
quence of (ii) and of the structure (13) of the mapΦ̃. Indeed, starting from
(ii) we get

B(x, ar) ⊂ Φ̃I,x({||h̃||
Ĩ
< br}) ∩ {t = 0} = ΦI,x({||h||I < br}).

The opposite inclusion is analogous.

Proof of Theorem 2.SinceλI(x) = λ̃
Ĩ
(x, 0), if (14) is verified for some

(n− 1)−tupleI ∈ I then then−tuple Ĩ = (I, q) satisfies

|λ̃
Ĩ
(x, 0)|rd(Ĩ) ≥ 1

2
max
J∈I

|λ̃
J̃
(x, 0)|rd(J̃). (15)
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In [NSW, Theorem 7] it is proved that ifYj1 , . . . , Yjn are commutators
of degreesd1, . . . , dn which satisfy (15), then the map̃Φ∗

I,x defined by

Φ̃∗
I,x(h̃) = exp(h1Yj1 + · · · + hnYjn)(x, 0) satisfies (i), (ii) and (iv). More-

over in [M, Lemmas 3.2-3.6] the following is proved. Assume that the ex-
ponential of any commutatorYj can be approximated by a mapE(sYj) in
the sense that

E(sYj) = exp
(
sYj + sgn(s)

∑
|I|>d(Yj)

k(j),I |s||I|/d(Yj)X[I]

)
,

where thek(j),I are constants and assume also that for an-tuple of commu-
tatorsYj1 , . . . , Yjn (15) holds at a point(x, 0) and for a radiusr. Then the
map

Φ̃I,x(h̃) = E(hnYjn) · · ·E(h1Yj1)(x, 0)

satisfies (i), (ii) and (iv). In view of Lemma 2 this assertion can be applied
to the mapE = expT and the Theorem is proved. We also note that the
estimate

µ(B((x, 0), r)) �
∑
I∈I

|λI(x)|rd(I) (16)

holds. ��
Corollary 1. LetΩ ⊂ R

n be an open set withC∞ boundary. LetK ⊂ ∂Ω
be a compact set of non characteristic points with respect to the vector
fieldsX1, ..., Xm ∈ C∞(Rn,Rn) satisfying the Ḧormander condition. If
µ = Hn−1 ∂Ω, then there existr0 > 0, 0 < m1 < m2 such that

m1
|B(x, r)|

r
≤ µ(B(x, r)) ≤ m2

|B(x, r)|
r

(17)

for all x ∈ K and for all0 < r < r0.

Proof.In view of Lemma 1 and Remark 1X1, ..., Xm can be assumed to be
of the form (6) andK ⊂ ∂Ω ⊂ {(x, t) ∈ R

n−1 × R : t = 0}. The Lemma
follows from (ii) and (iii) in Theorem 2. ��

3 Trace for Hörmander vector fields

Let X1, ..., Xm ∈ C∞(Rn; Rn) be a family of vector fields satisfying the
Hörmander condition and letΩ ⊂ R

n be a bounded open set with∂Ω of
classC∞ and non characteristic. In this section we prove thatΩ supports a
trace theorem.



758 R. Monti, D. Morbidelli

Recall first the Hardy inequality. Let0 < r ≤ +∞. If 1 < p < ∞ and
if f ∈ Lp(0, r) then∫ r

0

(1
t

∫ t

0
|f(x)| dx

)p
dt ≤

( p

p− 1

)p ∫ r

0
|f(x)|p dx. (18)

Next, we shall need the following formula for integration of “radial func-
tions”.

Lemma 3. Let d : R
n → [0,∞) be a Lipschitz function such that|{x ∈

R
n : d(x) < λ}| = σλQ for someQ > 0, σ > 0, for all λ > 0, and

|∇d(x)| �= 0 for a.e.x ∈ R
n. Then∫

{d(x)<r}
ϕ(d(x)) dx = σQ

∫ r

0
ϕ(λ)λQ−1 dλ (19)

for all measurable functionsϕ ≥ 0, r > 0.

Proof.Forε > 0 let gε(x) = χ{|∇d|>ε}(x) and by the coarea formula write∫
{d(x)<λ}

gε(x)ϕ(d(x)) dx =
∫ λ

0
ϕ(r)

∫
{d(x)=r}

gε(x)
|∇d(x)|dH

n−1(x) dr.

SinceHn−1({d(x) = r} ∩ {∇d(x) = 0}) = 0 for a.e.r > 0, by monotone
convergence we get∫

{d(x)<λ}
ϕ(d(x)) dx =

∫ λ

0
ϕ(r)

∫
{d(x)=r}

1
|∇d(x)|dH

n−1(x) dr,

for all λ > 0. Choosingϕ = 1 we find

σλQ = |{x ∈ R
n : d(x) < λ}| =

∫ λ

0

∫
{d(x)=r}

1
|∇d(x)|dH

n−1(x) dr,

and taking the derivative we obtain for a.e.λ > 0

σQλQ−1 =
∫

{d(x)=λ}
1

|∇d(x)|dH
n−1(x),

which gives the proof. ��
We now prove the basic trace theorem. LetX1, ..., Xm be a family of

smooth vector fields onRn satisfying the Ḧormander condition, assume
they are of the form (6) and letd be the C-C metric induced by them. We
shall write(x, t) ∈ R

n−1 × R and for the sake of simplicity we contract the
notation by writingx = (x, 0). Let µ = Hn−1 {t = 0} be the Lebesgue
measure onRn−1.
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Theorem 3. Let 1 < p < ∞, s = 1 − 1
p and letU ⊂ R

n−1 be a bounded
open set. Ifλ > 0 andt0 > 0 there existC > 0 andδ0 > 0, such that∫
U×U∩{d(x,y)<δ0}

|u(x, 0) − u(y, 0)|p dxdy
d(x, y)psµ(B(x, d(x, y)))

≤ C

∫
Uλ×(0,t0)

|Xu(x, t)|p dxdt

(20)

for all u ∈ C1(Uλ × (0, t0)) ∩ C(Uλ × [0, t0)), whereUλ = {y ∈ R
n−1 :

dist(y,U) < λ}.
Proof. Let U ⊂ Ω0 for some bounded open setΩ0 ⊂ R

n and letk ∈ N

be the minimal length of the commutators which ensures the Hörmander
condition onΩ0. Fix r0 > 0 and0 < a < b by Theorem 2. Define

N(p, δ0;U) =
∫

U×U∩{d(x,y)<δ0}
|u(x, 0) − u(y, 0)|p

d(x, y)psµ(B(x, d(x, y)))
dxdy.

Let I be the set of the multi-indicesI defined in Sect. 2 and write

N(p, δ0;U) =
∫
U

dx

∫
U∩{d(x,y)<δ0}

|u(x, 0) − u(y, 0)|p
d(x, y)psµ(B(x, d(x, y)))

dy

≤
∑
I∈I

∫
U

dx

∫
U∩AI(x)∩{d(x,y)<δ0}

|u(x, 0) − u(y, 0)|p dy
d(x, y)psµ(B(x, d(x, y)))

=
∑
I∈I

∫
U

fI(x) dx,

(21)

wherefI is defined by the last equality and we introduced the annulus

AI(x) :=
{
y ∈ R

n−1 : |λI(x)|(2d(x, y)/a)d(I)

≥ 1
2

max
J∈I

|λJ(x)|(2d(x, y)/a)d(J)
}
.

Fix δ0 ≤ ar0/2. By Theorem 2 the mapy = ΦI,x(h) is one-to-one on
the set{h ∈ R

n−1 : ||h||I < (2b/a)d(x, ȳ)} where ȳ ∈ AI(x) is such
that d(x, ȳ) = min{δ0,maxy∈AI(x) d(x, y)} (the conditiond(x, ȳ) ≤ δ0
amounts to2d(x, ȳ)/a < r0 and ensures that Theorem 2 can be applied), and
moreoverΦI,x({h ∈ R

n−1 : ||h||I < (2b/a)d(x, ȳ)}) ⊃ B(x, 2d(x, ȳ)) ⊃
AI(x). By the same theorem statement (iii)

B(x, 2d(x, y)) ⊂ ΦI,x
({h ∈ R

n−1 : ||h||I < (2b/a)d(x, y)})
⊂ B(x, 2d(x, y)/a)
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for all y ∈ AI(x) andd(x, y) < δ0, i.e.2d(x, y)/a < r0. Thus

||h||I < 2b
a
d(x, ΦI,x(h)) ≤ 2b

a
δ0 ≤ br0. (22)

SetHI,δ0(x) = Φ−1
I,x(U ∩ AI(x) ∩ {d(x, y) < δ0}). Thus, by the first

inequality of (22),

fI(x) ≤ C

∫
HI,δ0 (x)

|u(x, 0) − u(ΦI,x(h), 0)|p |JhΦI,x(h)|
||h||psI µ(B(x,C||h||I)) dh. (23)

Note that (16) furnishes the estimateµ(B(x,C||h||I)) ≥ C|λI(x)|||h||d(I).
Lettingη = 2bδ0/a and recalling that|JhΦI,x(h)| � |λI(x)| from (21) and
(23) we get

N(p; δ0;U) ≤ C
∑
I∈I

∫
U
dx

∫
{||h||I<η}

|u(x, 0) − u(ΦI,x(h), 0)|p
||h||ps+d(I)I

dh

= C
∑
I∈I

∫
{||h||I<η}

dh

||h||ps+d(I)I

∫
U

|u(x, 0) − u(ΦI,x(h), 0)|p dx.

(24)

If I = (i1, ..., in−1) and ||h||I < η set z0(x) = x and definezl(x) =∏l
j=1 expT (hjYij )(x) for l = 1, ..., n − 1, in such a way thatzn−1(x) =

ΦI,x(h). Thus, fixed a constantλ′, 0 < λ′ < λ∫
U
|u(x, 0) − u(ΦI,x(h), 0)|p dx

≤ C

n−1∑
l=1

∫
U

|u(zl−1(x), 0) − u(zl(x), 0)|p dx

≤ C

n−1∑
l=1

∫
U

∣∣∣u( l−1∏
j=1

expT (hjYij )(x), 0
)

− u
(

expT (hlYil)
l−1∏
j=1

expT (hjYij )(x), 0
)∣∣∣p dx

≤ C
n−1∑
l=1

∫
Uλ′

|u(ξ, 0) − u(expT (hlYil)(ξ), 0)|p dξ,

(25)

where in each integral we performed the change of variableξ = zl−1(x)
which has Jacobian greater than a positive constant. Moreover,ξ ∈ Uλ′ if
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δ0 is small enough. Then, we have to estimate a finite number of integrals
of the form ∫

Uλ′
|u(x, 0) − u(expT (t(h)Y )(x), 0)|p dx,

with d(Y ) ≤ k and |t(h)|1/d(Y ) ≤ ||h||I . By Lemma 1 we can write
expT (tY ) =

∏p
i=1 Sσi(qi|t|1/d(Y ), τiXji) with σi ∈ {1, 2}, τi ∈ {−1, 1},

1 ≤ qi ≤ k, p less than an absolute constant andS1, S2 as in (10). With
triangle inequalities and changes of variable quite similar to the ones in (25)
we are led to the estimate of integrals of one of the two types∫

Uλ′
|u(exp(q|t(h)|1/d(Y )T )(x), 0) − u(x, 0)|pdx or∫

Uλ′
|u(exp(q|t(h)|1/d(Y )(τXj + T ))(x), 0) − u(x, 0)|pdx,

(26)

with j = 1, ...,m−1,1 ≤ q ≤ k and|t(h)|1/d(Y ) ≤ ||h||I . If we consider, for
instance, an integral of the second type withτ = 1 the computation in (24)
can be concluded in the following way (recall thatps+d(I) = p−1+d(I)):∫
{||h||I<η}

dh

||h||ps+d(I)I

∫
Uλ′

|u(exp(q|t(h)|1/d(Y )(Xj+T )(x, 0)))−u(x, 0)|p dx

≤ C

∫
{||h||I<η}

dh

||h||ps+d(I)I

∫
Uλ′

( k||h||I∫
0

|Xu(exp(t(Xj + T ))(x, 0)| dt
)p

dx

≤ C

∫
{||h||I<η}

dh

||h||ps+d(I)I

( k||h||I∫
0

( ∫
Uλ′

|Xu(exp(t(Xj + T ))(x, 0)|pdx
) 1

p
dt

)p

= C

kη∫
0

dr

rp

( r∫
0

( ∫
Uλ′

|Xu(exp(t(Xj + T ))(x, 0)|p dx
) 1

p
dt

)p

≤ C

kη∫
0

∫
Uλ′

|Xu(exp(t(Xj + T ))(x, 0))|p dx dt.

We used the Minkowski inequality, formula (19) and the Hardy inequality
(18).

Finally, writeexp(t(Xj + T ))(x, 0) = Θ(x, t) and perform the change
of variable(ξ, τ) = Θ(x, t). SinceΘ(x, 0) = (x, 0) then

∂Θ(x, t)
∂x∂t

∣∣∣
t=0

=
(
In−1 Xj(x, 0)

0 1

)
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and thusΘ is a change of variable on the rectangleUλ′ × (0, @0), where
@0 is suitably small. Choosingδ0 small we obtainkη ≤ @0 andΘ(x, t) ∈
Uλ × (0, t0) for all (x, t) ∈ Uλ′ × (0, kη). Then∫

Uλ′×(0,kη)
|Xu(Θ(x, t))|p dxdt ≤ C

∫
Uλ×(0,t0)

|Xu(ξ, τ)|p dξdτ.

Integrals of the first type in (26) can be treated in the same way and the
proof of the Theorem is concluded. ��
Corollary 2. LetX1, ..., Xm ∈ C∞(Rn; Rn) satisfy the Ḧormander con-
dition and letΩ ⊂ R

n be a bounded open set with∂Ω of classC∞ and
non characteristic. Let1 < p < ∞ ands = 1 − 1

p . There exist constants
C, δ0 > 0 such that∫
∂Ω×∂Ω∩{d(x,y)<δ0}

|u(x) − u(y)|p dµ(x)dµ(y)
d(x, y)psµ(B(x, d(x, y)))

≤ C

∫
Ω

|Xu(x)|p dx

for all u ∈ C1(Ω) ∩ C(Ω), whereµ = Hn−1 ∂Ω.

Proof.The proof follows from Theorem 3 using a standard covering argu-
ment, Lemma 1 and Remark 1. ��
Example 1 (Trace on subgroups ofH

n). Consider the Heisenberg group
H
n = C

n ×R, n ≥ 1, whose elements are(z, t) ∈ H
n with z = x + iy ∈

C
n, x, y ∈ R

n, andt ∈ R, and whose group law is(ζ, τ) · (z, t) = (ζ +
z, τ + t+2 Im(ζz̄)). The Lie algebra of the group is generated by the vector
fields

Xj = ∂xj + 2yj∂t and Yj = ∂yj − 2xj∂t, j = 1, ..., n,

which satisfy the Ḧormander condition. The homogeneous norm||(z, t)||
:= (|z|4 + t2)1/4 is equivalent to the C-C metricd, i.e.c1d((z, t), (ζ, τ)) ≤
||(ζ, τ)−1 · (z, t)|| ≤ c2d((z, t), (ζ, τ)) for all (z, t), (ζ, τ) ∈ H

n and for
some0 < c1 < c2. The integerQ = 2n + 2 is the “dimension” ofHn and
|B((z, t), r)| = crQ for somec > 0 and for all(z, t) ∈ H

n andr ≥ 0.
Consider the half spaceΩ = {(x, y, t) ∈ H

n : xj > 0} for some
j = 1, ..., n with boundary∂Ω = {(x, y, t) ∈ H

n : xj = 0}. Actually, the
hyperplane∂Ω is a subgroup ofHn and all its points are non characteristic.
If µ = H2n ∂Ω thenµ(B((z, t), r)) = mrQ−1 for somem > 0 and for all
(z, t) ∈ ∂Ω. Using the technique developed in this section it can be proved
that there exists a constantC > 0 such that (1 < p < ∞ ands = 1 − 1

p )∫
∂Ω×∂Ω

|u(z, t) − u(ζ, τ)|p dµ(z, t)dµ(ζ, τ)
||(ζ, τ)−1 · (z, t)||ps+Q−1 ≤ C

∫
Ω

|∇Hnu(z, t)|p dzdt

for all u ∈ C1(Ω) ∩ C(Ω), where∇Hn = (X1, ..., Xn, Y1, ..., Yn).
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4 Trace theorem in the Grushin plane

4.1 Trace theorem

In this section we begin the study of the trace theorem when the bound-
ary contains characteristic points. We focus our attention on the Grushin
plane where we prove that the trace estimate holds for domains which are
sufficiently “flat” at characteristic points.

Let d be the C-C metric induced onR2 by the vector fields

X1 = ∂x and X2 = |x|α∂y, α > 0.

If (x, y) ∈ R
2 andr ≥ 0 letB((x, y), r) = {(ξ, η) ∈ R

2 : d((x, y), (ξ, η))
< r}. Moreover, define the “box”

Box((x, y), r) = [x− r, x+ r] × [y − r(|x| + r)α, y + r(|x| + r)α].

Such boxes are equivalent to C-C balls and the metricd can be evaluated
rather explicitly. This is stated in the following Lemmas, whose proof is a
consequence of the results in [FL].

Lemma 4. There exist constants0 < c1 < c2 such that for all(x, y) ∈ R
2

andr ≥ 0

Box((x, y), c1r) ⊂ B((x, y), r) ⊂ Box((x, y), c2r). (27)

Lemma 5. Letλ > 0. For all (x, y), (ξ, η) ∈ R
2 with |x| ≥ |ξ|

d((x, y), (ξ, η)) � |x− ξ| +
|y − η|
|x|α if |x|α+1 ≥ λ|y − η|, (28)

d((x, y), (ξ, η)) � |x− ξ| + |y − η| 1
α+1 if |x|α+1 < λ|y − η|, (29)

where the equivalence constants depend onλ.

Definition 1. Let Ω ⊂ R
2 be an open set with∂Ω of classC1. A point

(0, y0) ∈ ∂Ω is said to beα−admissible,α > 0, if one of the following two
conditions holds:

(i) (Non characteristic case). There existδ > 0 andψ ∈ C1(y0−δ, y0+δ)
such thatψ(y0) = 0 and

∂Ω ∩ (−δ, δ) × (y0 − δ, y0 + δ) = {(ψ(y), y) : |y − y0|, |ψ(y)| < δ}.
(ii) (Characteristic case). There existδ > 0 andc > 0 such that

∂Ω ∩ (−δ, δ) × (y0 − δ, y0 + δ) = {(x, ϕ(x)) ∈ R
2 : |x| < δ},

whereϕ ∈ C1(−δ, δ) and|ϕ′(x)| ≤ c|x|α for all x ∈ (−δ, δ).
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Finally,Ω is said to beα−admissible if all the points of∂Ω ∩ {x = 0} are
α−admissible.

LetΩ ⊂ R
2 be an open set of classC1 and letν(x, y) be the unit normal

to ∂Ω at (x, y) ∈ ∂Ω. Consider the modulus of the “projected” normal

|Xν(x, y)| =
(
〈X1(x, y), ν(x, y)〉2 + 〈X2(x, y), ν(x, y)〉2

) 1
2

=
(
ν1(x, y)2 + |x|2αν2(x, y)2

) 1
2
,

and define the measureµ = |Xν|H1 ∂Ω. The measureµ is the one that
appears in the left hand side of the trace estimates.

In the sequel we shall use the equivalence∫
I
|ξ|αdξ � |I| max

ξ∈I
|ξ|α (30)

for any intervalI ⊂ R, where the equivalence constants depend only on
α > 0.

Lemma 6. LetΩ ⊂ R
2 be a bounded open set with∂Ω of classC1 and

suppose it isα−admissible. Then there exist0 < m1 < m2 and r0 > 0
such that

m1
|B((x, y), r)|

r
≤ µ(B(x, y), r) ≤ m2

|B((x, y), r)|
r

(31)

for all (x, y) ∈ ∂Ω and for all0 < r < r0,

Proof.Since away from the set{x = 0} we are essentially in a Euclidean sit-
uation it suffices to prove (31) for(x, y) ∈ ∂Ω belonging to a neighborhood
of anα−admissible point.

Suppose first that(0, 0) ∈ ∂Ω is anα−admissible point of type (i) (non
characteristic). In a neighborhood of the origin∂Ω is the graph of a function
ψ ∈ C1(−δ, δ) in the variabley. If δ > 0 andr > 0 are small, then the graph
of ψ meets∂Box((ψ(y), y), r) on its horizontal edges. This is ensured by
|ψ(y)−ψ(y− r(|ψ(y)|+ r)α)| < r, which holds true providedy andr are
small enough. Now

µ(Box((ψ(y), y), r)) �
∫ y+r(|ψ(y)|+r)α

y−r(|ψ(y)|+r)α

dη

= 2r(|ψ(y)| + r)α =
|Box((ψ(y), y), r)|

2r
,

and (4) gives the proof of the required estimate.
Suppose now that(0, 0) ∈ ∂Ω is anα−admissible point of type (ii). Let

ϕ ∈ C1(−δ, δ) be the function whose graph represents∂Ω and such that
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|ϕ′(x)| ≤ c|x|α for all |x| < δ and for somec ≥ 0. Then, ify = ϕ(x) and
|x| ≤ δ/2

ν(x, y) =
(ϕ′(x),−1)√

1 + ϕ′(x)2
, and |Xν(x, y)| =

√|x|2α + ϕ′(x)2√
1 + ϕ′(x)2

� |x|α.

ByLemma4µ(Box((x, y), c1r)) ≤µ(B((x, y), r)) ≤µ(Box((x, y), c2r)),
and, supposing for instance0 ≤ x ≤ δ/2 and0 < r < δ/(2c2)

µ(Box((x, y), c2r)) =
∫

Box((x,y),c2r)∩∂Ω
|Xν|dH1 ≤ C

∫ x+c2r

x−c2r
|ξ|α dξ

≤ 2Cc2r(x+ c2r)α � |Box((x, y), c2r)|
r

.

The estimate from above in (31) follows by Lemma 4. In order to prove
the opposite inequality assume without loss of generality that the constant
c relative toϕ is greater than1 and thatx ≥ 0. Introduce the new box

Box((x, y), c1r) :=
[
x− c1

c
r, x+

c1
c
r
]

× [y − c1r(x+ c1r)α, y + c1r(x+ c1r)α]
⊂ Box((x, y), c1r).

Since |ϕ(x + c1
c r) − ϕ(x)| ≤ c1r(x + c1r)α, the graph ofϕ meets

∂Box((x, y), c1r) on its left and right vertical edges. Thus

µ(B((x, y)), r)) ≥ µ(Box((x, y), c1r) =
∫

Box((x,y),c1r)∩∂Ω
|Xν|dH1

≥ C

∫ x+ c1
c
r

x− c1
c
r

|ξ|α dξ � C
c1
c
r(x+

c1
c
r)α

� |Box((x, y), c1r)|
r

,

which is the required estimate. We also used (30). ��
Theorem 4. LetX1 = ∂x andX2 = |x|α∂y, α > 0. Let 1 < p < ∞
and s = 1 − 1

p . If Ω ⊂ R
2 is a bounded open set of classC1 which is

α−admissible, then there existC > 0 andδ0 > 0 such that∫
∂Ω×∂Ω∩{d(z,ζ)<δ0}

|u(z) − u(ζ)|p dµ(z)dµ(ζ)
d(z, ζ)psµ(B(z, d(z, ζ)))

≤ C

∫
Ω

|Xu(x, y)|p dxdy

for all u ∈ C1(Ω) ∩ C(Ω).
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Proof.Since away from the set{x = 0} we are essentially in the Euclidean
case, it suffices to prove the estimate in a neighborhood of anα−admissible
point which may assumed to be the origin. Denote byU the intersection of
∂Ω with a small fixed neighborhood of(0, 0). Recalling that, by Lemma 6,
d(z, ζ)psµ(B(z, d(z, ζ))) � d(z, ζ)ps−1|B(z, d(z, ζ))|, we have to prove
that

N(p;U) :=
∫

U×U
|u(z) − u(ζ)|p

d(z, ζ)ps−1|B(z, d(z, ζ))|dµ(z)dµ(ζ)

≤ C

∫
Ω

|Xu(x, y)|p dxdy.

Theα−admissible point can be of type (i) or of type (ii).
Type(i). We may assume thatU = {(ψ(y), y) : |y| < δ} for some

δ > 0 andψ ∈ C1(−δ, δ) with ψ(0) = 0, and thatΩ lies in the region
{x > ψ(y)}. Write z = (ψ(y), y) and ζ = (ψ(η), η), and notice that,
by the doubling property of the Lebesgue measure, which follows from
Lemma 4,|B(z, d(z, ζ))| � |B(ζ, d(z, ζ))|. Thus the kernel is essentially
symmetric and the integration can be performed without loss of generality
on the set{|ψ(η)| < |ψ(y)|}

N(p;U) �
∫

{|y|<δ, |η|<δ, |ψ(η)|<|ψ(y)|}
|u(z) − u(ζ)|p

d(z, ζ)ps−1|B(z, d(z, ζ))|dydη

=
∫
A

|u(z) − u(ζ)|pdydη
d(z, ζ)ps−1|B(z, d(z, ζ))| +

∫
B

|u(z) − u(ζ)|pdydη
d(z, ζ)ps−1|B(z, d(z, ζ))|

:= IA + IB,

where we let

A = {(y, η) : |y| < δ, |η| < δ, |ψ(η)| < |ψ(y)|, |ψ(y)|α+1 ≥ |y − η|},
B = {(y, η) : |y| < δ, |η| < δ, |ψ(η)| < |ψ(y)|, |ψ(y)|α+1 < |y − η|}.

We begin with the estimate ofIA. If (y, η) ∈ A then

d(z, ζ) � |ψ(y) − ψ(η)| +
|y − η|
|ψ(y)|α

=
|y − η|
|ψ(y)|α

(
1 + |ψ(y)|α |ψ(y) − ψ(η)|

|y − η|
)

� |y − η|
|ψ(y)|α

and

|B(z, d(z, ζ))| � d(z, ζ)2
(|ψ(y)| + d(z, ζ)

)α � d(z, ζ)2|ψ(y)|α.
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Without loss of generality assumey > η. Let η = y − h and write (recall
that1 + ps = p)

IA �
∫
A

|u(ψ(y), y) − u(ψ(η), η)|p
|y − η|p |ψ(y)|pα−αdydη

≤
2δ∫

0

dh

|h|p
∫

{|ψ(y)|α+1>|h|, |y|<δ}

|u(ψ(y), y) − u(ψ(y − h), y − h)|p|ψ(y)|pα−αdy.

We shall connect the points(ψ(y), y) and(ψ(y − h), y − h) by the curves

γ1(t) := exp(t(X1 − bX2))(ψ(y), y)

=
(
ψ(y) + t, y − b

∫ t

0
|ψ(y) + τ |αdτ

)
:= Ψ1(t, y),

whereb = min{1, 1/L}, L := sup|y|<δ |ψ′(y)|, and

γ2(t) : = exp(tX1)(ψ(y − h), y − h)
= (ψ(y − h) + t, y − h) := Ψ2(t, y − h).

In order to reach the heighty − h, the curveγ1 needs a timet1 such that∫ t1

0
|ψ(y) + τ |αdτ =

|h|
b
. (32)

By (30) the left hand side is greater thanCt1|ψ(y)|α and then
t1 ≤ C|h|/|ψ(y)|α. The timet2 such thatγ2(t2) = γ1(t1) can also be
estimated by|h|/|ψ(y)|α. Indeed

t2 = |ψ(y) + t1 − ψ(y − h)| ≤ L|h| + t1 ≤ C
|h|

|ψ(y)|α .

The choice of the parameterb guarantees thatγ1(t) ∈ Ω for all |y| < δ
and0 < t ≤ t1. In fact this happens if and only if

ψ
(
y − b

∫ t

0
|ψ(y) + τ |αdτ

)
< ψ(y) + t. (33)

This last inequality is a consequence of the following∣∣∣ψ(
y − b

∫ t

0
|ψ(y) + τ |αdτ

)
− ψ(y)

∣∣∣ ≤ Lb

∫ t

0
|ψ(y) + τ |αdτ < t.

SinceΨ1(t1, y) = Ψ2(t2, y−h) then|u(ψ(y), y) −u(ψ(y−h), y−h)|
is less than

|u(ψ(y), y) − u(Ψ1(t1, y))| + |u(ψ(y − h), y − h)) − u(Ψ2(t2, y − h))|
≤ C

( ∫ t1

0
|Xu(Ψ1(t, y))|dt+

∫ t2

0
|Xu(Ψ2(t, y − h))|dt

)
,
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and we find

IA ≤ C

[ 2δ∫
0

dh

|h|p
∫

(−δ,δ)∩{|ψ(y)|α+1≥|h|}

|ψ(y)|pα−α
( t1∫

0

|Xu(Ψ1(t, y))|dt
)p
dy

+

2δ∫
0

dh

|h|p
∫

(−δ,δ)∩{|ψ(y)|α+1≥|h|}

|ψ(y)|pα−α
( t2∫

0

|Xu(Ψ2(t, y − h))|dt
)p
dy

]

:= C[I(1)
A + I

(2)
A ].

We shall estimateI(1)
A andI(2)

A by the same technique and we begin with

I
(1)
A . Letting in the inner integralτ = |ψ(y)|αt, recalling thatt1 ≤ C|h|/

|ψ(y)|α and using the Minkowski inequality we find

I
(1)
A ≤

2δ∫
0

dh

|h|p
∫

(−δ,δ)∩{|ψ(y)|α+1≥|h|}

dy

|ψ(y)|α
( C|h|∫

0

|Xu(Ψ1(τ/|ψ(y)|α, y))|dτ
)p

≤
2δ∫

0

(dh
|h|

C|h|∫
0

( ∫
(−δ,δ)∩{|ψ(y)|α+1≥|h|}

|Xu(Ψ1(τ/|ψ(y)|α, y))|pdy
|ψ(y)|α

) 1
p
dτ

)p
.

Since{|ψ(y)|α+1 ≥ |h|} ⊂ {C|ψ(y)|α+1 ≥ τ} the last integral is estimated

by an integral of the form
∫ 2δ
0

(
1

|h|
∫ C|h|
0 |f(τ)|dτ

)p
dhwith f not depending

onh. So we can apply the Hardy inequality to get

I
(1)
A ≤ C

∫ 2δ

0

∫
(−δ,δ)∩{C|ψ(y)|α+1≥τ}

|Xu(Ψ1(τ/|ψ(y)|α, y))|p
|ψ(y)|α dy dτ

≤ C

∫ δ

−δ

∫ Cδ

0
|Xu(Ψ1(t, y))|pdt dy.

We letτ/|ψ(y)|α = t and we usedτ/|ψ(y)|α ≤ C|ψ(y)| ≤ C|y| ≤ Cδ.
The Jacobian matrix ofΨ1 is

∂Ψ1(y, t)
∂y∂t

=
(

1 ψ′(y)
−b|ψ(y) + t|α 1 − b(|ψ(y) + t|α − |ψ(y)|α)ψ′(y)

)
.

By the same argument used in the proof of (33) we can see that ifδ > 0
is small, thenΨ1((0, Cδ) × (−δ, δ)) ⊂ Ω. Moreover|JΨ1(t, y)| = |1 +
bψ′(y)|ψ(y)|α| � 1. Then

I
(1)
A ≤ C

∫
Ω

|Xu(x, y)|pdxdy.
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We estimate nowI(2)
A . Note first that ifδ > 0 is small and(y, η) ∈ A,

we have

|ψ(y)| ≤ 2|ψ(η)|. (34)

IndeedL|ψ(y)|α+1 ≥ L|y − η| ≥ |ψ(y) − ψ(η)| ≥ |ψ(y)| − |ψ(η)|, and
thus|ψ(η)| ≥ |ψ(y)| − L|ψ(y)|α+1 ≥ 1/2|ψ(y)| if δ > 0 is small. Taking
(34) into account withη = y − h, recalling thatt2 ≤ C|h|/|ψ(y)|α ≤
C|h|/|ψ(y−h)|α and lettingτ = |ψ(y−h)|αt in the inner integral we find

thatI(2)
A is smaller than

2δ∫
0

dh

|h|p
∫

(−δ,δ)∩{C|ψ(y−h)|α+1≥|h|}

dy

|ψ(y − h)|α

×
( C|h|∫

0

∣∣∣Xu
(
Ψ2

( τ

|ψ(y − h)|α , y − h
))∣∣∣dτ)p

≤
2δ∫

0

(dh
|h|

C|h|∫
0

( ∫
(−δ,δ)∩{C|ψ(y−h)|α+1≥|h|}

|Xu(Ψ2( τ
|ψ(y−h)|α , y − h))|p

|ψ(y − h)|α dy
)1/p

dτ
)p

≤
2δ∫

0

(dh
|h|

C|h|∫
0

( ∫
(−3δ,δ)∩{C|ψ(y)|α+1≥|h|}

|Xu(Ψ2(τ/|ψ(y)|α, y))|p
|ψ(y)|α dy

)1/p
dτ

)p
.

Since{C|ψ(y)|α+1 ≥ |h|} ⊂ {C|ψ(y)|α+1 ≥ τ}, we can apply the Hardy
inequality to get

I
(2)
A ≤ C

∫ 2δ

0

∫
(−3δ,δ)∩{C|ψ(y)|α+1≥τ}

|Xu(Ψ2(τ/|ψ(y)|α, y))|p
|ψ(y)|α dy dτ

≤ C

∫ δ

−3δ

∫ Cδ

0
|Xu(Ψ2(t, y))|pdt dy.

Since|JΨ2(t, y)| = 1 the estimate forI(2)
A follows.

We now turn to the estimate ofIB. Writing againz = (ψ(y), y) and
ζ = (ψ(η), η), if (y, η) ∈ B then

d(z, ζ) � |ψ(y) − ψ(η)| + |y − η|1/(α+1) � |y − η|1/(α+1)

becauseψ ∈ C1 and|y − η| ≤ 2δ. Moreover starting from the inequality
|ψ(y)| ≤ |y − η|1/(α+1) which definesB, we find

|B(z, d(z, ζ))| � d(z, ζ)2(|ψ(y)| + d(z, ζ))α

� |y − η|2/(α+1)(|ψ(y)| + |y − η|1/(α+1))α

� |y − η|(α+2)/(α+1).
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Assumeη < y, let η = y − h and write

IB �
∫
B

|u(ψ(y), y) − u(ψ(η), η)|p
|y − η|1+ ps

α+1
dydη

≤ C

2δ∫
0

dh

|h|1+ ps
α+1

∫
{|ψ(y)|α+1<|h|, |y|<δ}

|u(ψ(y), y) − u(ψ(y − h), y − h)|pdy.

The points(ψ(y), y) and (ψ(y − h), y − h) can be connected by the
curvesγ1(t) := exp(t(X1 − bX2))(ψ(y), y) = Ψ1(t, y) and γ2(t) :=
exp(tX1)(ψ(y − h), y − h) = Ψ2(t, y − h). In order to reach the height
y − h, the curveγ1 needs a timet1 such that (32) holds. By (30)∫ t1

0
|ψ(y) + τ |αdτ � t1 max

τ∈[ψ(y),ψ(y)+t1]
|τ |α ≥ t1

( t1
2

)α
.

This yieldst1 ≤ C|h|1/(α+1). The timet2 such thatγ2(t2) = γ1(t1) can
also be estimated by|h|1/(α+1). By the triangle inequality we get

IB ≤ C
[ ∫ 2δ

0

dh

|h|1+ ps
α+1

∫ δ

−δ

( ∫ t1

0
|Xu(Ψ1(t, y))|dt

)p
dy

+
∫ 2δ

0

dh

|h|1+ ps
α+1

∫ δ

−δ

( ∫ t2

0
|Xu(Ψ2(t, y + h))|dt

)p
dy

]
:= C[I(1)

B + I
(2)
B ].

Now, by the Minkowski inequality

I
(1)
B ≤

∫ 2δ

0

dh

|h|1+ ps
α+1

( ∫ C|h|1/(α+1)

0

( ∫ δ

−δ
|Xu(Ψ1(t, y))|pdy

)1/p
dt

)p

≤ C

∫ (2δ)1/(α+1)

0

dr

rp

( ∫ Cr

0

( ∫ δ

−δ
|Xu(Ψ1(t, y))|pdy

)1/p
dt

)p
≤

∫
(0,(2δ)1/(α+1))×(−δ,δ)

|Xu(Ψ1(t, y))|pdtdy.

We useds = 1 − 1/p, the change of variabler = h1/(α+1) and the Hardy
inequality.

The estimate ofI(2)
B is analogous to the one ofI(2)

A . This ends the trace
estimates forα−admissible points of type (i).

Type (ii). Write U = {(x, ϕ(x)) ∈ ∂Ω : |x| < δ} for someϕ ∈
C1(−δ, δ) such that|ϕ′(x)| ≤ c|x|α for somec ≥ 0 and for allx ∈ (−δ, δ).
Write z = (x, ϕ(x)), ζ = (y, ϕ(y)), and observe that

N(p;U) �
∫

|x|<δ, |y|<δ
|u(z) − u(ζ)|p |xy|α

d(z, ζ)ps−1|B(z, d(z, ζ))| dxdy.
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Since the integrand is symmetric up to equivalence constants, the integration
may take place on the set{|x| < |y| < δ}. Since|ϕ′(y)| ≤ c|y|α we have
|ϕ(y) − ϕ(x)| ≤ c|y − x| |y|α ≤ 2c|y|α+1. Then on the mentioned set the
C-C metric behaves as

d(z, ζ) � |y − x| +
|ϕ(y) − ϕ(x)|

|y|α � |y − x|.

By Lemma 4

|B(z, d(z, ζ)| � |y − x|2(|x| + |y − x|)α � |y − x|2 |y|α,
and, sinceps− 1 = p− 2, we get

N(p;U) �
∫

{|x|<|y|<δ}
|u(x, ϕ(x)) − u(y, ϕ(y))|p |x|α

|y − x|p dxdy.

By symmetry it suffices to consider the integration onA1 := {0 < x <
y < δ} andA2 := {x > 0, −δ < y < −x}. Seth = y − x and write

IA1 =
∫

{0<x<y<δ}
|u(x, ϕ(x)) − u(y, ϕ(y))|p |x|α

|y − x|p dxdy

≤
∫ δ

0

dh

|h|p
∫ δ

0
|u(x, ϕ(x)) − u(x+ h, ϕ(x+ h))|p |x|α dx.

We shall connect the points(x, ϕ(x)) and(x+ h, ϕ(x) + h) by the paths

γ1(t) := exp(t(bX1 +X2))(x, ϕ(x))

=
(
x+ bt, ϕ(x) +

∫ t

0
|x+ bτ |αdτ

)
:= Φ1(x, t),

for 0 ≤ t ≤ t1 := |h|/b (hereb ∈ (0, 1) is a fixed number such that
2α+1cb < 1), and

γ2(t) : = exp(t(X2))(x+ h, ϕ(x+ h))
= (x+ h, ϕ(x+ h) + (x+ h)αt) := Φ2(x+ h, t).

If t = t1, γ1 reaches the heightϕ(x)+
∫ |h|/b
0 (x+bτ)αdτ . Thus the curveγ2

needs the timet2 = 1
(x+h)α |ϕ(x)−ϕ(x+h)+

∫ |h|/b
0 (x+ bτ)αdτ | to reach

the same height. The hypothesis onϕ and (30) give the estimatet2 ≤ C|h|.
The choice ofb ensures thatγ1(t) ∈ Ω for all t ∈ (0, t1]. In fact this

amounts to

ϕ(x+ bt) < ϕ(x) +
∫ t

0
|x+ bτ |αdτ.
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In view of |ϕ(x + bt) − ϕ(x)| ≤ cbt(x + bt)α and
∫ t
0 (x + bτ)αdτ ≥∫ t/2

0 (x+bτ)αdτ ≥ t/2(x+bt/2)α the inequality is implied bycb(x+bt)α <
1/2(x+ bt/2)α which holds true if2α+1cb < 1.

By the triangle inequality

IA1 ≤ C
[ ∫ δ

0

dh

|h|p
∫ δ

0

( ∫ C|h|

0
|Xu(Φ1(x, t))| dt

)p|x|αdx+

+
∫ δ

0

dh

|h|p
∫ δ

0

( ∫ C|h|

0
|Xu(Φ2(x+ h, t))| dt

)p|x|αdx
]

:= C[I(1)
A1

+ I
(2)
A1

].

Now, by Minkowski and Hardy

I
(1)
A1

≤
∫ δ

0

( 1
|h|

∫ C|h|

0

( ∫ δ

0
|Xu(Φ1(x, t))|p|x|αdx

)1/p
dt

)p
dh

≤ C

∫
(0,δ)×(0,δ)

|Xu(Φ1(x, t))|p|x|αdxdt ≤ C

∫
Ω

|Xu(x, y)|p dxdy.

The last inequality follows from the fact that ifδ > 0 is small thenΦ1 is
one-to-one,Φ1((0, δ) × (0, δ)) ⊂ Ω and

∂Φ1(x, t)
∂t∂x

=
(

1 b
ϕ′(x) + 1

b [(x+ bt)α − xα] (x+ bt)α

)
.

Thus |JΦ1(x, t)| = |xα − bϕ′(x)| ≥ |x|α − b|ϕ′(x)| ≥ (1 − bc)|x|α ≥
(1 − 2−(α+1))|x|α, and the estimate forI(1)

A1
follows.

Analogously, recalling thatt2 ≤ C|h| and|x| ≤ |x+ h|

I
(2)
A1

≤
∫ δ

0

(1
h

∫ C|h|

0

( ∫ δ

0
|Xu(Φ2(x+ h, t))|p|x+ h|αdx

)1/p
dt

)p
dh

≤
∫ δ

0

( 1
|h|

∫ C|h|

0

( ∫ 2δ

0
|Xu(Φ2(x, t))|p|x|αdx

)1/p
dt

)p
dh

≤ C

∫
(0,2δ)×(0,δ)

|Xu(Φ2(x, t))|p|x|αdxdt.

Since|JΦ2(x, t)| = |x|α, the change of variable(ξ, τ) = Φ2(x, t) ends the

estimate forI(2)
A1

.
The integral on the setA2 = {0 < x < δ,−δ < y < −x} can be treated

in the same way ofIA1 , lettingy = x+ h and using the curves

γ1(t) = exp(t(−bX1 +X2))(x, ϕ(x)),
γ2(t) = exp(tX2)(x+ h, ϕ(x+ h)). ��
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4.2 Analysis of a counterexample

The hypothesis ofα−admissibility for the domainΩ in Theorem 4 is
necessary. More precisely, there exist domains of classC1 that are not
α−admissible for which the trace estimate (4) fails.

Let α > 0, fix β ∈ (0, α+ 1) and consider the domain

Ω = {(x, y) ∈ R
2 : |x|β < y < 1}.

Except that at the points(±1, 1) the boundary∂Ω is of classC1. These
points are not important, problems stem from the boundary point(0, 0)
which is notα−admissible.

We shall consider the casep = 2. As usual writez = (x, y) andζ =
(ξ, η).

Proposition 1. Letα > 0 andβ ∈ (0, α+ 1). There existsγ > 0 such that
the functionu(x, y) = y−γ satisfies

I :=
∫
Ω

|Xu|2 dxdy < +∞

and

N :=
∫
∂Ω×∂Ω

|u(z) − u(ζ)|2
d(z, ζ)µ(B(z, d(z, ζ)))

dµ(z)dµ(ζ) = +∞.

Proof.We compute firstI. Indeed

I = γ2
∫ 1

0
y−2γ−2

( ∫ y1/β

−y1/β

|x|2α dx
)
dy

=
2γ2

2α+ 1

∫ 1

0
y−2γ−2+(2α+1)/β dy,

and

I < +∞ ⇔ −2γ − 2 + (2α+ 1)/β > −1 ⇔ γ <
2α+ 1 − β

2β
. (35)

Now we shall estimateN but first some remarks ond(z, ζ) and
µ(B(z, d(z, ζ))) are in order. Letz = (x, xβ) ∈ ∂Ω with 0 < x < 1
and letr > 0. Assume that

r ≥ xβ/(α+1). (36)

From (36) it follows thatxβ ≤ rα+1 ≤ r(x+ r)α and thusxβ − r(x+
r)α ≤ 0. This means that

Box(z, r) ∩ {y ≤ 0} �= ∅, (37)
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i.e. the boxBox(z, r) meets the lower half plane.
Analogously, sinceβ < α + 1 we find x ≤ xβ/(α+1) ≤ r and thus

x− r ≤ 0. This means that

Box(z, r) ∩ {x ≤ 0} �= ∅, (38)

i.e. the boxBox(z, r) meets the left half plane.
We now claim that, forr andx sufficiently small the right part{(t, tβ) :

0 < t < 1} of the boundary ofΩ meets∂Box(z, r) at its upper horizontal
edge. This is equivalent to show that(x + r)β ≥ xβ + r(x + r)α, which
holds because

(x+ r)β − xβ ≥ Cr(x+ r)β−1 ≥ r(x+ r)α

for x, r ≤ σ0, whereσ0 is a suitable constant (we have usedβ < α + 1).
We also note that thex-coordinate of the intersection point{(t, tβ) : 0 <
t < 1} ∩ ∂Box(z, r) is (xβ + r(x+ r)α)1/β . Then from (37) and (38)

µ(Box(z, r)) � µ(Box(z, r) ∩ {(ξ, η) : ξ ≥ 0})

�
∫ (xβ+r(x+r)α)1/β

0
|ξ|β−1 dξ � xβ + r(x+ r)α.

Sincer ≤ x+ r ≤ 2r thenx+ r � r andµ(Box(z, r)) � xβ + rα+1. But
rα+1 ≤ xβ + rα+1 ≤ 2rα+1 and this proves that if (36) holds then

µ(Box(z, r)) � rα+1. (39)

We shall now briefly discussd(z, ζ) wherez = (x, xβ) andζ = (ξ, ξβ).
Assume that0 < x < ξ and that

ξα+1 ≤ ξβ − xβ. (40)

From (29)

d(z, ζ) � (ξ − x) + (ξβ − xβ)1/(α+1),

and using the equivalenceξβ − xβ � (ξ − x)ξβ−1 we get

d(z, ζ) � (ξ − x)1/(α+1)((ξ − x)α/(α+1) + ξ(β−1)/(α+1))
� (ξ − x)1/(α+1)ξ(β−1)/(α+1).

(41)

In the last equivalence we used againβ < α+ 1.
Recalling (36) and (40) we define

D = {(z, ζ) ∈ ∂Ω × ∂Ω : 0 < x < ξ < σ0, ξ
α+1 ≤ ξβ − xβ,

σ0 ≥ d(z, ζ) ≥ xβ/(α+1)}.
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Then, by (39) and Lemma 4

N ≥
∫
D

|u(z) − u(ζ)|2
d(z, ζ)µ(B(z, d(z, ζ)))

dµdµ �
∫
D

|u(z) − u(ζ)|2
d(z, ζ)α+2 dµdµ := M.

By (41) there is a positive constantk > 0 such that

d(z, ζ) ≥
((ξ − x)ξβ−1

k

)1/(α+1)

and thus{(z, ζ) ∈ ∂Ω × ∂Ω : 0 < x < ξ < σ0, ξ
α+1 ≤ ξβ − xβ, (ξ −

x)ξβ−1 ≥ kxβ} ⊂ D. Then, letting

E = {(x, ξ) : 0 < x < ξ < σ0, ξ
α+1 ≤ ξβ − xβ, (ξ − x)ξβ−1 ≥ kxβ}.

we have

M �
∫
E

|x−βγ − ξ−βγ |2|xξ|β−1(
(ξ − x)1/(α+1)ξ(β−1)/(α+1)

)α+2 dxdξ

�
∫
E

(ξβγ − xβγ)2

x2βγ−β+1ξϕ(α,β,γ)(ξ − x)(α+2)/(α+1) dxdξ,

whereϕ(α, β, γ) = 2βγ − β + 1 + (α+ 2)(β − 1)/(α+ 1).
In order to separate the integration variables we perform in the last in-

tegral the change of variablex = ξt. The integration domainE changes
in the following way. The relation0 < x < ξ < σ0 gives0 < t < 1, the
relation(ξ − x)ξβ−1 ≥ kxβ gives(1 − t) ≥ ktβ, and finally the relation
ξα+1 ≤ ξβ − xβ gives tβ ≤ 1 + ξα−β+1 which is implied by the first
one. This shows that in the new integral we may integrate on the square
{(t, ξ) : 0 < t, ξ < δ} whereδ > 0 is a small but positive constant. Thus
we find

M ≥
∫ δ

0

dξ

ξϕ(α,β,γ)−β+(α+2)/(α+1)

∫ δ

0

(1 − tβγ)2

t2βγ−β+1(1 − t)(α+2)/(α+1) dt.

If ψ(α, β, γ) := ϕ(α, β, γ)−β+(α+2)/(α+1) ≥ 1 thenM = +∞, which
impliesN = +∞. Now,ψ(α, β, γ) = 2βγ − 2β + β(α+ 2)/(α+ 1) + 1,
and henceψ(α, β, γ) ≥ 1 if and only if γ ≥ α/(2α+ 2). Finally

γ ≥ α

2(α+ 1)
⇒ N = +∞. (42)

Notice that ifβ ∈ (0, α+ 1) then

α

2(α+ 1)
<

2α+ 1 − β

2β
,
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and we can therefore choose

γ ∈
[ α

2(α+ 1)
,
2α+ 1 − β

2β

)
.

The interval becomes empty whenβ = α+1, i.e. exactly when the domainΩ
becomesα−admissible. With such a choiceI < +∞ by (35) andN = +∞
by (42). ��
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