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Abstract. In this paper we study the Wigner transform for a class of
smooth Bloch wave functions on the flat torus T" = R"/27xZ":

Yn.p(z) = a(h, P, m)e%(P-x+ﬁ(h,P,x)).

On requiring that P € Z" and h = 1/N with N € N, we select ampli-
tudes and phase functions through a variational approach in the quan-
tum states space based on a semiclassical version of the classical effective
Hamiltonian H (P) which is the central object of the weak KAM theory.
Our main result is that the semiclassical limit of the Wigner transform
of 1n,p admits subsequences converging in the weak* sense to Mather
probability measures on the phase space. These measures are invariant
for the classical dynamics and Action minimizing.

Mathematics Subject Classification (2010). 81S30; 37J50; 35F21.
Keywords. Wigner transform, Aubry-Mather theory, weak KAM theory.

1. Introduction

The semiclassical limit of the Wigner transform has been intensively studied
in the literature, with respect to different settings and related problems.
From the evolutionary viewpoint, we recall the papers where the semiclassical
limits of the Wigner transform, the so-called Wigner measures, are studied
for states evolved by the quantum dynamics and it is proved that such time-
dependent limits solve the Liouville equation in the measure sense ([L-P],
[Pul], [A-F-P], [A-F-G], [A-P], [A-P2], [Gel], [G-M-M-P], [M-P-S]). From the
stationary viewpoint, we recall the several papers involving the semiclassical
limit of the Wigner transform of energy eigenfunctions as well as of energy
quasimodes, and showing its convergence to invariant measures under the
classical dynamics ([An], [C-R-R], [E-G-I], [H-M-R], [T-Z], [Z]).

In our paper we look at Wigner measures which are also Mather mea-
sures, i.e. probability measures on the phase space that are invariant under
the classical dynamics and Action minimizing. These measures represent one
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of the central objects of Aubry-Mather theory, which is currently and widely
studied by several authors (see e.g. [B2], [B3], [B-B], [C-G-T], [D-I-S-Y], [F],
[So]).

In particular, here we study the Wigner measures associated with a class

of Bloch wave functions selected by a variational approach on the quantum
state space inspired from the weak KAM theory (see [B1], [C-I-P], [E2], [E4],
[F], [F-S], and references therein).
More precisely, we are concerned with the semiclassical analysis of the Weyl
quantization on the flat torus T™ := R"/27xZ" of the classical Hamiltonian
system related to H(z,p) := 3|p|? + V(z) with V € C>(T";R). The (semi-
classical) Wigner distribution of a state 1 is here defined by

Wrt(x, &) := (2m)™" / 278y (g — 2)(x + 2)dz, (1.1)

so that for the Weyl-quantization of a symbol b € S™(T™ x R™) we have

.00 O oo = 30 [ b OWa )

ceszn

The aim is to look at the stationary study of the Wigner transform Wy
for a class of Bloch wave functions 1 in C*(T";C), with k sufficiently large,
where

() = pp(x) = a(h, Pa)et PetohPo) pegn p—1/N,  (12)

for some N € N. We remark that taking A = 1/N, for some N € N, allows
to work with 27-periodic phase functions and hence gives well-defined Bloch
wave functions on the flat torus T” = R™/27Z". We select these states in such
a way that Wy, p admits a semiclassical limit as h — 0% (i.e. N = 400), by
possibly passing to a subsequence, which is a Mather probability measure in
the phase space T x R™. In fact, we follow the original notion of semiclassical
measures (see for example [G-L], [Ge]) but here with the additional feature
of being Mather measures, and as a consequence also stationary solutions of
the Liouville equation. The supports of these measures are invariant sets (the
union is the so-called Mather set) naturally contained in weak KAM tori of
the phase space, namely the graphs of weak KAM solutions of the stationary
Hamilton-Jacobi equation

H(z, P+ V,v(P,z)) = H(P), (1.3)

where, in the general and classical setting, P € R™ and H(P) is the effective
Hamiltonian (see [C-I-P], [E2], [F)).

Our variational approach is based on a version of the semiclassical ef-
fective Hamiltonian, that here we define as

Hp(P):=infsup | H(z, P+ Vv(z))a(z)? - %|Vwa(x)|2 de  (1.4)

v a Tn
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for every fixed P € R™ and the inf-sup procedure is taken with respect to all
amplitudes and phase functions that belong to C°°(T™; R) and fulfill

/n a(x)’dr =1, /n v(x)dz = 0. (1.5)

In the asymptotic setting & — 0T, formula (1.4) gives exactly the classical
effective Hamiltonian, that is

hlig1+ Hy(P)= H(P). (1.6)
This fact has been proved by Evans in [E4], Section 3. In particular, in that
paper Evans introduces the variational principle to obtain new approxima-
tions and estimates giving, in appropriate asymptotic limits, the fundamental
PDE for weak KAM theory, namely the stationary Hamilton-Jacobi equation
and its coupled continuity equation. Moreover, assuming the existence and
smoothness of the minimizers v, he also discusses a sort of “approximate
integrability” of certain phase-space evolutions related to the original Hamil-
tonian flow. Here we prove (1.6) with a more refined estimate (see Theorem
4.5). We finally stress that the semiclassical effective Hamiltonian Hp(P) we
introduce here, is different from the one introduced by Evans in [E3], Sections
6-7, in order to prove a quantum analog to weak KAM theory. In [E3], the
selection involves particular phase functions and amplitudes related to local
minima of the quantum Action functional A; on v of the form (1.2),

Anli] = / )P - V@) dr

Moreover, in that paper the rigorous construction of a candidate minimizer 1)
is used to propose a sort of semiclassical quantization of weak KAM theory.
In particular, considering the state ¢ as a quasimode, Evans derives an O(h)-
error term. Similar results have been proved by Gomes and Valls in the paper
[G-V], where the authors investigate the above quantum action problem using
Wigner measures on the torus, thus suggesting a quantum version of the
Aubry-Mather theory.

Here we study the main variational features of the functional in (1.4)
and we show that the supremum of the functional

2
Xol[h, P,v] :=sup [ H(x, P+ Vyv(x))a(z)? - %|Vza(:p)|2dm (1.7)
a JTn

is in fact a maximum realized on a unique smooth amplitude g (f, P,v)(x).
This function is the unique positive and normalized eigen function belong-
ing to the principal eigenvalue of the elliptic differential operator %hQAz +
H(xz, P+ Vv(z)). This works for all v as in (1.5). About the minimizers of
Ao, we prove that there exists @ = w(h, P,-) € WH2(T"; R) realizing global
minima, whence

Hy(P) = Xo[h, P,i].



4 Olga Bernardi, Alberto Parmeggiani and Lorenzo Zanelli

However, we may also look for C* and o(h®)-approzimated global minimum
points. Indeed, in the classical setting we have
inf \g[0, P,v] = inf max H(z, P + V,v(z)) = H(P),

v xzeTn

and this value becomes a minimum when [0, P, -] is evaluated over an arbi-
trary C%! - critical subsolution @ of the stationary Hamilton-Jacobi equation,
that is

H(z, P+ V,9(P,x)) < H(P). (1.8)
As a consequence, we may apply an Ekeland’s variational principle (see [A-E])
and prove that for every fixed v(P, z) and for k sufficiently large, there exist
C*-functions ¥ = 9(h, P, z) such that for some constants ¢;(P) > 0,i = 1,2, 3,
for all fixed 0 < a < 1, we have A-perturbations of the critical subsolution,
namely

[o(h, P,-) = 5(P,)||cos < ea(P)R/2,

and approximated global minima, in the sense that

H D)o

Hp(P) < Xo[h, P, 9] < Hp(P) + c1(P)h ny[hapﬂﬂ

< c3(P)R/2,

The set of all such phase functions is denoted by I's p and consequently our
selected set of smooth Bloch wave functions, defined for P € Z" and h =1/N,
N € N, is the following

@y p = {Unp(@) = polh, P,0) (@)eh THHOP | g eTypl (19)

The relevance of the states in Wy p appears in the main results of the
paper, that involve the semiclassical approximations as well as the asymp-
totics of their Wigner transform. In what follows, the notion of convergence
is considered with respect to the weak™ topology on the set of complex mea-
sures, using test functions ¢ € C°(T" x R™; R) such that supp(]:y_lqb(m, )
is compact (j’-'y’1 denoting the inverse Fourier transform on R™ in the y vari-
able).

Our main results are the following.

Theorem 1.1. The Wigner transform of states in Wy p satisfies

> / (@, §)Wiihn, p(, §)dx (1.10)

eelzn
= Z d(z, &)dpn p(x, &) + Z/¢x€drhp($£)
cern /T cchzn

The first order approximation is a probability measure duy p on the phase
space T™ x R™ for which

/Tn . oz, &)dpn,p(z,€) = N o(x, P+ Vi(h, P,x))eo(h, P,0)(x)*dz.

The remainder measure dry,p fulfills the weak™ limit

drpp — 0 as h=1/N — 0. (1.11)
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Notice that, in view of (1.11), the probability measure dup p takes an in-
termediate role between Wpip p and the asymptotic probability measures
described in Theorem 1.2 below.

Theorem 1.2. Every family of probability measures {dpe pto<e<1 (with e =
1/N, N € N) has a weak* convergent subsequence

dpie(p,a),p — dfip, e(P,a) =1/N(P,a) = 0" as a — 400, (1.12)

and the limit is a Mather measure dpp for which

/ 6, O)djip(2,€) = [ éla, P+ Vi(P,a)dop(z)  (1.13)
T"'L XR"L T"l

where O(P,-) € C%Y(T™;R) solves (1.8) and dop is a Radon probability mea-
sure on T".

About the asymptotic measures djip, we remark that

H(z, P+ V,0(P,x))dép(x) = H(P), (1.14)
Tn

V.f(x)  (P+V,0(P,x))dop(x) =0, Vfe C®(T"R). (1.15)
’]I‘n
These equations correspond respectively, in a measure sense, to the stationary
Hamilton-Jacobi equation

H(z, P+ V,v(P,x)) = H(P) (1.16)
and its coupled continuity equation
div,[(P + V,v(P,z))o(P,z)] = 0. (1.17)

The intrinsic multiplicity of the set of solutions of (1.14) and (1.15) allows
for possible different semiclassical limits in (1.12). However, it is still an open
question whether or not, through our technique, it is possible to get all the
Mather measures in the form (1.13). Moreover, it is also an unsolved problem
that of getting a measure as in (1.13) with full support in the Mather set.
We finally stress that in the case of a Hamiltonian system in the KAM
setting, the dynamics on each maximal KAM torus is realized by a dense
orbit conjugated to a (irrational) rotation on T™ with frequency vector satis-
fying Diophantine condition (see for example [Chi]). This implies - see Section
3 in [So] - the uniqueness of invariant measures and, as a consequence, the
uniqueness of the Mather measures; moreover the Mather set coincides with
the maximal KAM torus for all fixed P € R™ . This fact implies that the
unique Mather measure has full support on the KAM torus and that it can
be written in the form (1.13) where 0(P, x) is smooth and solves (1.16), mean-
while dop(z) = o(P, z)dx where o (P, z) is a smooth density solving (1.17).

The content of the paper is the following. In Section 2 we give a brief
overview of weak KAM theory, involving the different notions of weak solu-
tions for stationary Hamilton-Jacobi equations. In Section 3 we recall some
basic arguments of the Aubry-Mather theory, in particular the notion of
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Mather measures, the definitions of Mather and Aubry sets. Section 4 is the
core of the paper, namely the variational approach on the quantum state
space. Here we define the notion of the semiclassical effective Hamiltonian
with the corresponding study of the functional-analytical setting, followed in
Subsection 4.2 by the results on the Sobolev regularity of global minimizing
phase functions and the existence of approximated smooth minimizers. In
Subsection 4.3 we next introduce the class of Bloch wave functions arising
from this variational approach. Section 5 begins with the summary of the
Weyl quantization on the torus, and continues with the proof of the results
of the paper, namely Theorems 1.1 and 1.2.

We are grateful to Sandro Graffi for the useful discussions and suggestions,
and to the referee for the interesting and useful remarks.

2. A brief overview of weak KAM theory

KAM theory investigates the persistence, under small perturbations, of typi-
cal invariant sets of integrable Hamiltonian systems. The main result of this
theory was proved by Kolmogorov in 1954, and was followed by the funda-
mental works of Arnol’d and Moser in the 60’s, who technically overcame the
problem related to the appearance of arbitrarily small divisors due to the per-
turbative setting. However, the existence of smooth invariant tori for nearly
integrable Hamiltonians is destroyed when the e-perturbations of integrable
Hamiltonians becomes large.

Recent alternative approaches to the study of non integrable Hamilton-
ian systems, in a non-perturbative setting, led to the so called weak KAM
theory. One of the main outcomes of this theory is the existence of global
weak (Lipschitz) solutions of the stationary Hamilton-Jacobi equation:

H(z, P+ V,o(P,x)) = H(P), (2.1)

for general Tonelli Hamiltonians. The function H(P) is called the effective
Hamiltonian and, as showed in [C-I-P] (see also [E2]), can be expressed by
the following inf-sup formula

H(P)=  inf H(z, P+ V,o(z)). 2.2
(P) L S (z, P+ Vqu(z)) (2.2)

For any given P € R", the corresponding weak solutions v(P, -) detect struc-
tures of weak integrability in the phase space, the so-called weak KAM tori:

Ap := Graph{P + Vu(P,-)} = {(z,p) € T" xR" | p = P+ V,v(P,z)},

where V,v(P,-) is the gradient of a Lipschitz function and therefore defined
almost everywhere. In our paper we directly work with Hamiltonians of me-
chanical type:

H(z,p) = %|p|2 L V@), VeC®(TR), (2.3)
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We recall that for a solution of the Hamilton-Jacobi equation (2.1), dif-
ferent notions exists: 1. critical subsolutions, 2. viscosity solutions and 3. weak
KAM solutions. Here we give only the basics.

1. We say that a Lipschitz continuous function u(P,-) : T" — R is a subsolu-
tion of the Hamilton-Jacobi equation (2.1) if almost everywhere one has

H(z,Vu(P,z)) < H(P). (2.4)

For energy levels greater than H (P), there exist C*° subsolutions, see [C-I-P].
Moreover, Fathi and Siconolfi proved in [F-S] that there exist critical subso-
lutions with C! regularity. Finally, Bernard showed in [B1] the existence of
C%1 critical subsolutions, and exhibit a mechanical type example for which
C? critical subsolutions do not exist.

2. We say that u : T" — R is a wiscosity subsolution of H(x,Vzu) = ¢ on
the open set Q C T™ if for every C! test function ¢ : Q — R and every point
xo € Q such that u — ¢ has a maximum in zg, one has H(z,V,¢(z)) < c.
Conversely, it is a viscosity supersolution if for every C' function 9 : Q —
R and every point zg € €2 such that v — ¢ has a minimum in z, then
H(z,Vyp(x)) > c. A wiscosity solution is required to be both a subsolution
and a supersolution (see for example [Ba]).

3. A constructive approach to weak KAM solutions of H (z, V,u) = ¢ involves
the Lax-Oleinik semigroup of negative and positive type:

Y?M@:ﬂﬁ{uww»i[TMWQﬂﬁnw}

~

where the infimum is taken over all absolutely continuous curves « : [0,¢] —
T" such that y(¢t) = x. A function u : T" — R is a negative weak KAM
solution of (2.4) if T, u(x) = u(x) — ct for all ¢ > 0, whereas it is a positive
weak KAM solution of (2.4) if T, u(z) = u(x)+ct for all t > 0. Geometrically
these two conditions mean that we are looking for functions whose gradients
are invariant under the backward (resp. forward) Euler-Lagrange flow. We
recall that Fathi (see [F]) proved that on the Mané critical value weak KAM
solutions exist and solve the H-J equation in the viscosity sense.

2.1. Some useful properties

We here give some simple but useful estimates about the effective Hamilton-
ian.

Lemma 2.1. The effective Hamiltonian (2.2) fulfills the estimate:

_ 1
< < —|P]? . .
max V(z) < H(P) < 5 |P|* + max V(zx) (2.5)

Proof. The upper bound is directly computed:

1
H(P) = inf sup §|P—|—Vv(z)|2—|—V(cc)
v ozeTn

IN

|P|2 + max V().
zeT™

DN | =

1
sup S|P+ Vo(@)? + V(w)| <
rcTn 2 v=0
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As for the lower bound, pick x = xp; to be point of global maximum of V.
Then

v

H(P) inf <;P+VU(JUM)|2+V($M)>

1
inf (2P+VU(xM)|2) +V(zm) > max V(z).

O

In the following we provide an equivalent formulation for the effective Hamil-
tonian, that will be useful in the subsequent connection with the quantum
setting.

Proposition 2.2. The effective Hamiltonian (2.2) can be also computed as

H(P) = inf sgp N H(x, P+ Vou(z))p(x)? de (2.6)

where v, p € C°(T™; R) and satisfy
/ o(x)*de =1, / v(x)dz = 0. (2.7)
Proof. Define

I1[f] = sup | f@)p(x)? de,  feC™(T%R).
We easily observe that I[f] < maxzern f(z). Moreover, we take a maximum
point xps of f, namely f(zp) = maxzern f(z) and then we define the se-
quence ¢, (x) as the periodic representative in R™ given by the periodization
P2 e & (EEEM=2TE) where ¢ € C§°(Bs(0)), ||l r2 = 1 and where § is
so small that Bs(0) is contained in a periodicity domain. As a consequence

lim (x)p,(2)*dx = f(xn),

r—0t Jrn
which means that the functional is simply I[f] = maxger» f(x). Applying
thus to (2.6) we have

infsup [ H(x, P+ Vou(x))p(r)?dr = inf max H(z, P+ Vu(z)) = H(P).
v © Tn v T n

3. Basics of Aubry-Mather theory

Aubry-Mather theory proves the existence of invariant and action-minimizing
measures as well as invariant and action-minimizing sets in the phase space.
It has been mainly developed by Aubry [A-D], Mather ([M], [M1], [M2]) and
Mané ([Mal],[Ma2]). Although this is a wide and deep variational theory,
here we review only a few results that we are going to use in the subsequent
sections. For a detailed treatment we refer to Fathi [F], Sorrentino [So] and
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references quoted therein.

A probability measure dy defined on T™ x R”™ is called invariant with
respect to the Lagrangian flow ¢ : T? xR"™ — T" xR™ related to a Lagrangian
L(z,¢) if

/ F(6(, €))dpa(,€) = / fe.Odp(z.6),  (3.1)
T xR™ T xR™

for all t € R and f € C§°(T" x R™;R). A probability measure du is said to
be closed if Vg € C°°(T";R) it holds

/ Vag(x) - € dpu(z,€) = 0, / €ldp(z.€) < +o0.  (32)
Tn xRn

']1"71 XR’V‘L
We say that a probability measure dpip is a Mather measure if, for any given
P € R", it minimizes the Action

/ L(a,€) — P € du(x,€) (3.3)
Tm xR™

on the set of invariant probability measures. It has been also proved that the
Mather measures of a Tonelli Lagrangian are those which minimize the action
in the class of all (compactly supported) closed measures (see [B2] Theorem
7). Moreover, the miminizing value of the Action is related to the effective
Hamiltonian function as

AP = [ L)~ P g dn(e), (3.4

see for example [F]. The Mather set MF is the closure of the union of the
supports of all Mather measures. We recall that Mather proved in [M1] that
MP is compact and that it is a Lipschitz graph above a compact part of T™.
From the PDE point of view (see [F]), one can consider the so-called Aubry
set

AP .= ({(z, P+ Vou(P,x)) | v(P,x) is differentiable in z},  (3.5)

where the intersection is taken over all v(P,-) € C%1(T";R) such that the
function u(P,x) = P - x + v(P,z) are critical subsolutions of the stationary
Hamilton-Jacobi equation. This set is also invariant under the Lagrangian
dynamics, and it has been proved in [C] that one always has Mp C Ap.
This fact has many important geometrical and dynamical implications. In
particular, here we observe that every Mather measure djip has the property
that

supp(dpip) C {(z, P+ V,v(P,z)) | v(P,z) is differentiable in x}
where w(P,z) = P -x + v(P,x) is an arbitrary weak KAM solution of the

stationary H-J equation.

From now on, we will restrict ourselves to the mechanical case, in other
words H(z,p) = 3|p|* + V(z).
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3.1. A family of Mather measures

We now introduce a family of Mather measures, that realize the semiclassical
limit of the Wigner transform of our class of Bloch wave functions, as we will
see in the last section.

Proposition 3.1. Take P € R", v(P,:) € CO%Y(T™%R) and let dop Radon
probability measures on T™ such that supp(dop) C supp(V.v(P,+)). Define
the probability measures dup on T™ x R™ by

/ f,Odip(@.€) = [ [, P+ Vou(Pa)dop(x),  (3.6)
Tn xR™ T~

for all f € C®°(T™ x R™;R). Let us suppose that the djip are closed and
satisfy the property

/ H(, €)dfip(x,€) = H(P). (3.7)
Tn xR™

Then, the diip are Mather measures for each P.

Proof. We prove that these measures minimize the Action. To see this, con-
sider

1P) = [ 1w Peednn
= [ H@O -+ - Pgdin(z0).
T x R™
Recalling (3.7) we have
P) = ~A@)+ [P Pgdin(
Tn xR™

AP+ [P VPa)f = P (P Vor(Pa) dor (o)

—H(P) + /T L Veu(Paa) (P4 Vau(Pow) dop(e) = —H(P).

For the last equality, we use the density of C* into C%! to have a sequence
Vaegr(P,-) = Vau(P,-) as k — 400 in the C%!-topology, and then apply
the closure. We have thus proved that djip is a closed probability measure
minimizing the Action, and hence it is a Mather measure. (]

4. A variational approach in the quantum state space

4.1. The semiclassical effective Hamiltonian

By the same variational approach giving the classical effective Hamiltonian
(see Proposition 2.2), we now provide the semiclassical version of the effective
Hamiltonian.



Mather measures associated with a class of Bloch wave functions 11

Definition 4.1. (Semiclassical effective Hamiltonian)

ﬁ2
Hp(P) := infsup [ H(P+ V,v(x),z)p(x)? — ?|V$<p(ac)|2 dx
v © Tn

= infsup Hp[P,v, ¢ (4.1)
v

with P € R™ and v, p € C*°(T";R) such that
/ o(x)’dr =1, / v(x)dz = 0.

We now consider the stationary equation

D 1Pvel =0 (4.2)

Following Evans ([E4], section 3), for any fixed v(a) we consider the elliptic
second order partial differential operator
h2

L(h, P,v) := ?Az + H(P + Vyvu(x),x), (4.3)

with domain C'*°(T™;R). It can be easily proved that the eigenvalue problem
L(h, P,v)p(z) = Ap(x) (4.4)
is equivalent to (4.2). Moreover, since the related spectrum is discrete and
bounded from above,
Spec(L(h, P,v)) = {—00 < ... < Xj11 < Aj < ... < Ao[h, P,v]},
we may consider the (principal eigenvalue) functional
)‘O[hv Pa U] = Sup<g07 ‘c(ha P’ /U)Q0>L2 = sup HFL[Pa U, ()0]
© ®

where ¢ € C°(T™;R) and ||¢||zz = 1. We look at the related unique nor-
malized positive principal smooth eigenfunction ¢g(h, P,v)(:) € C°(T";R)
of problem (4.4) which hence satisfies

)\0[77/, P, 1}] = <(p0;£(h, P,U)Lp0>L2 (45)
1
= H(z, P+ Vvu(x))po(z)? — §h2|Vm<p0(x)|2dx.
Tn
Notice that, by definition,
inf \o[h, P,v] = Hp(P). (4.6)

For our purposes, we need to extend the functional Ag[f, P, ] to functions
v € C*¥(T™R) with k > ko(n), where the integer ko(n) > 2 is fixed in such
a way that the eigenfunctions of the above eigenvalue problem (4.4) are at
least of class C?(T";R), and this is possible thanks to elliptic theory (see
Gilbarg-Trudinger [G-T], Section 8.12). The variational property (4.5) then
holds for all v € C*(T™;R) provided k > ko(n).

From now on we fix k > ko(n).

The following result shows the continuity of Ag[k, P, ].
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Theorem 4.2. The functional \o[h, P,-] defined on C*(T™;R) is continuous
with respect to the topology induced by the C*-norm.

Proof. Take v,w € C*(T";R) and compute:
Xolh, P, v]

h2
= sup/ —5|Vw<p|2 + H(z, P+ V,v)p* dx
Lp n

h? 1
= sup/ ——|Vgg<p|2 + f\P+va(x)|2g02 + V2 dx
e Jmn 2 2

K2 1
= sup/ { f?|Vm<p|2+§\P+VmwfVmw+va\2cp2+ch2}dx
Lp n

h2 1
= sup/ ——|Vao? + S|P + Vaw|?0® + VP da
o Jm 2 2

1

Now see that for

1
I(v,w,¢) := /{§\va—V;,cw|2—F(V@«U—Vmw)-(P—i—Vggw)}gogdac7
since
1
(v, w,0)] < §||v—w||201+(|P|+||w\|01+||v\|01)\|v—7«v\|c1 = G(v,w).
we get

Xo[h, Pyw] — G(v,w) < Ao[h, P,v] < Molh, P,w] + G(v,w),
which concludes the proof. (I

Now we prove that the functional Ag[h, P,-] is Géateaux differentiable
with continuous differential.

Lemma 4.3. One has

%[h, P, 11](571) = — - VJC(SU(x) . (P + va(li))tpo(ﬁ, P,U)(.T)Qda? (4.7)

where the variations dv € C*(T™;R) are taken such that [y, ov(z)dz = 0.

Proof. We follow Evans ([E4], Th 3.1). We consider the eigenvalue equation
(4.4)

52
EAx(po(h, P,’U) + H(P + Vvvl")@o(ﬁ, va) = Ao[hv P, U](po(h, Pav)v

and take a one-parameter smooth family of functions {v[7](z) |0 <7 < 1} C
C*(T"; R) with zero mean value and such that v[0](x) = v(z). Let A\o(7) :=
Ao (R, P,v[7]) be the principal eigenvalue corresponing to the potential H(P+
v[r], z). The corresponding equation is

2

%AI@O(ha va[T]) + H(P+ vv[T]vx)LPO(ha va[T]) = )\0(’7’)(,00(?% va[T])'
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Since the principal eigenvalue is simple, we may differentiate with respect
to 7 and get, putting 7 = 0 and after some computations involving L2-
normalization of ¢ (h, P,v),

A(0) = — [ Vidv(z) - (P+ Vuo(z))po(h, Pv)(z)?de (4.8)
’]I‘n
where V,v(x) = Vo' [7](x)|r=0.
In order to prove the continuity of the differential, take a sequence of varia-
tions {6v, },en which is convergent to év in C*(T";R). Then

DX

Do =2, P,v](6v, — 511)‘ < (|P] + ||v|lc)||0vy — dv]|gxr —> 0 as v — +oc.
(]

Here we show some useful inequalities involving Hy(P) and H(P).

Theorem 4.4. For all P € R™ we have the inequalities

1 _ _ 1
—|P]? + min V(z) < G(P) < Hy(P) < H(P) < =|P* + max V(z) (4.9)
2 zeTn 2 zeTn

Here G(P) is the 50 called H-harmonic (see [P]) value of the translated Hamil-
tonian H(P + p,x) defined on the flat torus T"

=in f H(z, P+ Vv(x))codr = §|P|2 +/ V(z)code,
T n
where cy := vol(T™) L. Moreover,

i < < inf H < . :
min Viz) < . V(z)codr < Plélzfn Hy(P) < max V(z) (4.10)

Proof. We begin with

h2
Hp(P) := infsup H(P+va,x)g02—?|vz<p|2 dx
Vo JTn

< infsup | H(P+ V,v,7)p? dv = H(P)
v Jrn

by Proposition 2.2. The upper bound for H (P) was shown in Lemma 2.1. The
lower bound for G(P) is trivial, whereas to get its upper bound we compute

Hp(P) = inf A\o[h, P,v] = inf sup{y; L(h, P,v)¢) > inf (co; L(A, P,v)co).
v v © v

However A cy =0, so

Hp(P) > inf (co; L(h, P,v)co)

= inf | H(z, P+ V,v(x))codr =: G(P). (4.11)
v Jn
Following Paternian ([P]), the minimizer vy of (4.11) exists and is a strong
solution of

div, (Vo H (P + Vaug(x), x)) = 0,
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that is, in this case, the equation for the harmonic functions
Ayvo(z) =0, ze€T".

Since the only harmonic functions on the torus are the constants, and vg
must have zero average, we conclude

G(P) = i H(P + Vu(x),z)codr = i H(P,x)codx

zeT»

1 1
SIPP +/ Viaeods > S|P+ min V(z).
’H‘n

We now improve (4.9) as follows

Theorem 4.5. For all P € R™ we have the inequalities
H(P) —2h* < Hy(P) < H(P) (4.12)
forall0<a<1land0<h<1.

Proof. The upper bound for Hy(P) has been already proved in the previous
theorem. Let us give a lower bound for the functional

1
Xolh, Pyv) = sup/ f§h2|vzg0|2 + H(z, P+ Vv)p?dz.
e Jrn

We recall that the supremum is taken over all ¢ € C*°(T™;R) such that
llellLz = 1. Now fix a phase function v € C*°(T";R) and a point of global
maximum z,, € T" of H(P + Vv(x),x). Set

—1/2
K = K(P,v) = (1 + max |V2(H(z, P+ va(:r)))\) . ei= KR,

(4.13)
Take v € C§°(R™;R) with zero average and support contained in B /5(0),
t > 0 and define the smooth function on the torus

- n T — x, — 27k
Prala) =1+t Y v(f) (4.14)
kezm

Notice that the L?-norm on the torus of @h,o is uniformly bounded from
below by the volume of the torus. This allows us to define

Phal(t) = Onal(®)/|PnallL2 (T
which therefore satisfies

h2
B} |Vz§0fz,a(x)|2dx
'H‘ﬂ,

1 t?n* T —xy, |2
- . (252 [
Pr,allp2(Tn) [—m,+7]"+a

1
ERTOK TS|V < BP0 (4.15)

vol(T™)2



Mather measures associated with a class of Bloch wave functions 15

provided t is sufficiently small. So we have the lower bound

Nolh Pl 2 [ SRV 4 Hlz, Pt Vao(a))if ydo
> g H(xz, P+ szu(x))cp%ﬁdx N (4.16)
We have picked z, € T" to be a global maximum of H(P + V,v(z),x).

We may suppose that (a representative of) z, belongs to the interior of the
translate of a periodicity domain ). We may hence write, for x € @,

H(z, P+ Vv(x)) = H(zy, P+ Vov(z,)) + €2R(e, Py, 2),

where R < 0 and ||R(g, P, %y, )| 0o < maxgern |V2(H (2, P+ V,v()))|. We
therefore have

H(x,P+ va(x))gphﬁ(x)zdx

’]l"n
= H(P+V,u(zy),z,) + g2 / R(e, P, xy, z)gphﬁ(x)Qdm
Q
= max H(xz, P+ V,v(z)) + 52/ R(g, P, 2y, 2) () dx
zeTm Q
> max H(z, P+ V,v(z)) — 2||R(e, P, v, )||oo

zeTn

> (infmaxH(%P—szv(x)))—52||R(5,P,xv,-)|\oo. (4.17)

v xzeT™

Because of (4.13) we have £2|| R/ < k%, so that
Xo[h, P,v] > H(P) — h* — h?™, (4.18)

Observe that 0 < a < 2 —a for all 0 < o < 1 and A® + A2~ < 27 for all
h € [0,1]. Therefore

o[, P,v] > H(P) —2h%, V0<a<l.
Taking the infimum of A\g[h, P, -] on C*° gives (4.12). O

4.2. Minimizing phase functions

In this section we prove the existence of global minimizers of the functional
o[k, P, -] as in (4.5) by using its weakly lower semicontinuity in the Sobolev
space WH2(T"; R). Afterwards, we prove for all 0 < a < 1 the existence of
o(h®)-approximated global minimizers in C*(T";R) through a result based
on the so-called Ekeland’s variational principle.

To begin with, fix P € R”, and for ¢ € C*(T™;R), |p|r2 = 1, let

1 h?
fap: T"xR"3 (2,6) — (5IP+ €2 +V(@))p(@)? - 5 V(@) € R
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If we recall Definition 4.1, it is easy to see that

H[P,v,¢] = . frp(z, Vo(z))dz, (4.19)

Xolh, P,v] = sup H[P,v, ], (4.20)
©

where v € WL2(T") := {v e WH(T™R) | [, v(z)de = 0}.

Remark 4.6. Tt is well known that the space W.L,?(T") is a separable Hilbert
space endowed with the norm induced by the inner product

(u,v)1 = (u,v) p2(rny + (Vu, Vo) p2(pn).

By the Poincaré inequality, one furthermore has that an equivalent norm is
given by v — |Vo|p2(rny. Since W?(T™) is closed in the strong topology
of W12(T"), it is also closed for the weak topology of W12(T"). Hence,
weak limits of elements of W21,%(T™) belong to W.1,%(T™). Recall, furthermore,
that a sequence {vg}r C W1H2(T") converges weakly to v as k — oo iff

—_L2(T"™ _r2mmn
vkw AT )vandeukw gqr )Vvask%oo.
A straightforward computation shows the following lemma.

Lemma 4.7. For any given v € WL2(T") we have
[ [9u@Pds < Gl Pl +
T?’I

for positive constants C1,Cs depending only on |P|, vol(T™) and V.

Next, to apply classical results from the calculus of variations, we have
to check that the functions fy , are convex with respect to ¢ uniformly in
x € T™, that is that, whatever € T", whatever ¢ € [0,1] and &;,& € R™,
we must have

Jro (@, 161 + (1 = 8)&2) < tfnp(@,81) + (1 =) frp(,&2).

But this amounts to the convexity of |P + £|?, and we are done. Moreover,

since
afﬁ,tp
9§

we have the following lemma.

T (z,Vo(x)) € LA(T™), Yo € WE(T"),

Lemma 4.8. For every h € [0,1] and p € C=(T";R), |p|r> = 1, the func-
tional H[P, -, ]: WL2(T") — R is (sequentially) weakly lower-semicontinu-
ous.

Proof. Suppose that vy, — v weakly in W1,?(T") as k — co. Then, since f,
is &-convex, that is

Tro(@,8) > fro(®, &) + (Ve fre(x,&0), & — o)
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we get

- fro(x, Vog(x))de

> fro(x, Vo(z))dz +/ (Ve frp(z, Vu(z), Voug(z) — Vu(z) )dz,
Tn Tn

€L2(T™) 20 in L2(T™) as k — oo

whence
likminfﬁ[P, v, ] > H[P,v, ).
—00

O

Corollary 4.9. Since the supremum of lower semicontinuous functions is lower
semicontinuous, we have that the functional \o[h, P,-]: WL2(T") — R is also
(sequentially) weakly lower-semicontinuous.

Finally, we are in a position to prove the following theorem.

Theorem 4.10. Let Hy(P) := inf, a2 pay Ao[R, Pov]. Then there exists o €
WL2(T™) such that Hy(P) = \o[h, P, ).

Proof. Let {vg}r, C WL2(T") be a minimizing sequence. Since \o(h, P, vy) is
bounded, so is |Vog|p2(rn). Hence {vg}r C Wi;*(T") is bounded, and hence

there exists a subsequence (that we keep denoting by {vy }1) which is weakly
convergent to some w € WL2(T"). By the previous results,

Hp(P) = likminf Xolh, P,vi] > Xo[h, P, 0] > Hy(P),
— 00
which proves the theorem. O

Next, in order to provide a notion for minimizing phase functions ap-
proximate, we need first a result based on Ekeland’s variational principle (see
[A-E]).

Theorem 4.11. Let X be a Banach space and F : X — R a lower semi-
continuous functional, bounded from below and Gdteaux differentiable with
continuous differential. Then, for all € > 0 and any given z € X such that

inf F(v) < F(z) < inf F 4.21
inf F) < F(2) < inf Fo) +e. (421)

there exists 0 € X satisfying:
(a) F(0) < F(2),
(b) [0 = zllx < v,
(c) IDF(2)/Dvllx. < VE.
Before applying this result, we have to provide the suitable setting. Con-
sider the Banach space X = C*(T™; R) with k > ko(n) fixed as in Subsection
4.1, endowed with the usual C*-norm.

The functional A\g[h, P,-] : C*(T";R) — R is continuous and Gateaux differ-
entiable, with continuous differential, thanks to Theorem 4.2 and Lemma
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4.3. Now, for any fixed C%!-critical subsolution v(P,-) (see (2.4)), select
z € C¥(T™;R) such that for all 0 < o < 1

Iz = vllcor < A%, lzlle2 < d(P)R™", (4.22)
for some d(P) > 0. This fact is always possible thanks to the density of
Ck(T™;R) in C%(T™;R). All such functions z = z(h, P,z) fulfill condition
(4.21) with a suitable ¢ depending on «, i, P. In fact,

Mo(h, P, z) < X\o(0,P, 2) = max H(P +V,z(h,P,x),x). (4.23)

However,
|P+ V2|2 < |P+ Vu0]? + |Vaz — V02 +2|V,0| [Vez — V0| (4.24)
By using (4.23), (4.24) and the first upper bound in (4.22), we get

1
)‘U(h’ P, Z) < Hé%)s [H(P+ V$5(P7 x),m) + 5}120‘ + ||§(P7 ')HC’O*lha

_ 1 _
< H(P)+ 57{“‘ + |5(P, )|l o . (4.25)
Now, by Theorem 4.5,
_ 1
Xo(h, P, z) < Hy(P) 4 2h* + 5712“ + [5(P, )| o B,

where 0 < @ < 1 and 0 < A < 1. We finally observe that Hp(P) is the global
infimum value of \g(h, P,-) on C* and that we can choose the parameters
¢(P) :=3max{2,||[0(P,")|lcor}, €:=c(P)h".

In view of the above considerations, we can now apply Theorem 4.11
and get the existence of some ©(h, P,-) € C*(T";R) satisfying the following
properties

(a) Hyp(P) < X\o(h, P,d) < Hp(P) + c¢(P)h?,
(b) [[o(h, P,-) = 2(h, P,-)|lcx < e(P)!/2h/2,
(c) IDXo(h, P,0)/Do||, < c(P)Y/2h*/? (where ||-||, denotes the norm in the
dual space).
We remark that such a function fulfills also
[o(h, P,-) — 9(P,-)||coa < c(P)Y2h/% + he, (4.26)

and this suggests the definition of a set of smooth approximate minimizing
phase functions in connection with each selected critical subsolution of the
stationary H-J equation.

Definition 4.12. We define I';, p as the set of functions v : (0, 1]xZ"xT" — R,
(h, P,z) — v(h, P,z) with ©(h, P,-) € C*(T";R) such that for some &(P,-) €
C%1(T"; R), critical subsolution of the stationary H-J equation, and constants
0<¢(P)<+00,i=1,2,3,V0<a<1,one has

(i) Hp(P) < Xo(h, P,0) < Hy(P) + c1(P)h,

(ii) [|6(h, P,-) — (P, ")||con < ca(P)h/2,

(iii) ||DXo(h, P,9)/Dv||, < c3(P)h/2.
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Remark 4.13. Note that, as a consequence of property (ii), all the phase
functions in I', p are C* subsolutions of the h-perturbed stationary Hamilton-
Jacobi equation

H(x,P + V,0(h, P,x)) < H(P) + e(P)h/?, (4.27)
for e(P) := +ca(P)? + (|P] + ||[9(P, -)||con )ca(P). Moreover, by the second
bound in (4. 22) and the above property (b) involving the functions z and o,
it follows that ||o(%, P,-)|c2 < (d(P) 4 ¢(P)Y/?)he.

4.3. A class of Bloch wave functions

In view of the previous definition of approximate minimizing phase functions
I's.p, we introduce the following class of quantum states for P € Z" and
h=1/N with N € N.

Definition 4.14.

Wnp 1= {Unp(0) = go(h, Po)(@)et Pt i0Po) | g e, p)
where (%, P,0)(z) is the eigenfunction introduced in Section 4.1.
As a conseguence of the above construction, we have the next proposition.

Proposition 4.15. For allv € 'y p and all 0 < o < 1,

H(P)-2hn* < H(P + V0, ) p2de < H(P) + e(P)h*/?, (4.28)
Tn
h2
0 < / ?\chp0|2dx < e(P)h*/? + 2h~. (4.29)
Proof. The first inequality (i) in Definition 4.12 reads
_ K2
Hy(P) < H(P + V,0,2)p3 — ?|Vmap0\2dx. (4.30)
’]I‘n

By recalling Theorem 4.5, the lower bound in (4.28) directly follows. The
upper bound in (4.28) is easily proved by the L2-normalization of ¢, and
(4.27). Finally, (4.30) and (4.28) immediately give (4.29).

Remark 4.16. The mean value of the energy operator H .= —%ZA +V(z) on
the states vy, p is given by

. . h2

(np, HYnp)re = | H(P + Va0, 2)p5 + §|Vz¢0|2d9€~
’]I"n.

In view of (4.28) and (4.29), one easily gets an upper and a lower bound

for the energy, and this shows that the mean value is an h*/2-perturbation
around the value of the classical effective Hamiltonian H(P):

Corollary 4.17. For the mean value <¢h,P,IA{¢}LP>L27 we have
H(P) — 2h* < (Yp.p, HYpp)r> < H(P) 4 2e(P)h®/? + 21, (4.31)
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5. Approximations and asymptotics of Wigner measures

5.1. The Weyl quantization on the torus
We begin by recalling that for the so-called phase-space symmetry operator

Ty (z) = e 7¥m 4 (2y — 1)

in R™ one has that T}, ,, = (7"0,.,)" (z, D). It is well known that this formula

characterizes the Weyl quantization in R”, in that
w 1
o@8) = [ alyn)dydudn, @@ D))= — [ atyn), 0@y

;n-TL

On the other hand, a weak formulation of the Weyl quantization involves the
so-called Wigner trasform W4 of the state 1, namely

(1, a" (z, D)y) = /R% a(y, mW(y, n)dydn.

Starting from this characterization, we next introduce the Weyl quantization
on the torus T™. We shall consider here the symbol class S™(T™ xR™), m € R,
consisting of those functions b(x,£) which are smooth in the x,{-variables,
2m-periodic in x, and satisfying: For all «, 3 € Z'} there is C,g such that
|08 07b(x,€)| < Cag(&)™ 17, (5.1)

We define the Weyl quantization Op™(b) : C°(T") — D’'(T") of a symbol
be S™(T™ x R™) by

Op (y(z) = n Y / (4, )T et (w)dy (5.2)

ge VAL
-y / (y, )™ vy (2y — x)dy.
tegzn
Definition 5.1. The semiclassical Weyl quantization is given by

Opy (b)1 () Z/ (4, KE)T, e v(x)dy

56 VAL

The (semiclassical) Wigner transform of ¢ € C*°(T";C) is consequently
defined as

T" x SZ" > (2,€) = With(x,€) := (2m) 7" / 2y (@ — 2)f(a + 2)dz

Remark 5.2. The reason why the summation on half-integers is present in
the above definitions is that for states ¢(z) = 3 czn Yae'® € C=(T™; C),
the Wigner transform has to satisfy the properties

S Wiz, €) = [b(@)P, Ve eTm,

cehzn
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[a]? when € = ha, with o € Z7,

o 2m)™" [ Wiy(z,§)dx =
I 0 otherwise.

Notice also that the integration on the torus is well-defined, for the
function z — €2 =0y (z — 2)(x 4 z) is 2r-periodic in each variable,
since £ € %Z”. Furthermore, we may also write, by using the change of
variables z — z — x (that preserves 2m-periodicity)

Wit(e,§) = (2m) ™" [ 072020 - 2)i(a)de

Using the definition of Wigner transform and the above periodicity property,
one immediately has

(¥, Opy, (D)¥) L2 (1)
= /Tn [(277)_”
3

= e X [ eny i - i@y do

Z /Tn 2@ b(y, he)h(2y — x)dy}@(x)dx

IS VAL

celzn
= Y [ be)|en) T | 2 vOy2y — 2y (x)dz|dy
§egzn/w { /T" }
= Y [ oW (5.3)
getbzn "

Remark 5.3. We address the reader to the paper by Ruzhansky and Tu-
runen [R-T] for the standard quantization on the torus globally seen as a Lie
group (that is, without passing through local coordinates as in the standard
approach). Moreover, let us observe that the above setting for the Wigner
transform on the phase space T% x R¢ is equivalent to the Wigner transform
introduced in the paper of Graffi and Paul [G-P], where the setting is the
dual phase space Z; x R}. Indeed, the link can be made through the Fourier
transform.

Now we show some simple properties that will be useful in what follows.

Lemma 5.4. Take f € S(R™;R) such that supp(F~1f) C {|y| < R}, where
F~1 is the inverse Fourier transform. Let Q, := [—m,7]" and w € R™. The
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following properties hold:
(@) & > fl@)e = 2m)"(F ) y) + Fley);

aEel™

Yy € e7'Qu; YN € Zy 3C; N st ||[F(e,)]loo < Cpnel.

m e[ o [ X s ey = g

aEel™
Ve such that e 1Q,, D supp(F ' f) .

Proof. We use a result showed by Duistermaat-Kolk based on Poisson sum-
mation formula (see [D-K], pg. 242) easily extended to R™, to have

oY s = e ()Y - T

meZ" keZm

= e FEHE D Y F - )

kez"\{0}

Since |y| < e7!7 and the requirement on the support is |y — 2re k| < R,
the error term F'(e,y) is given by the finite sum
@m)" Y (FU) - 2me k) = Fle,y) (5.4)
0<|k|<R+1

which is a € function compactly supported in J; <y <pi1{ly — 2me k| <
R}. Therefore, for any given N € Zy we have a constant ¢y such that

(F71f)(y — 2me k)| < Cf.N _ crneN _ crneN
S 1+ly—2me kN T eNgley—2mk|N T 7

because 0 < 7 < |ey — 2mk|N for all y € e71Q,, and k € Z"\{0}. The sum
N
> —ope®
o<|kl<R+1

gives the L upper bound for the remainder in (a).
We next show (b). Tt is easily seen that

(277)_"/6_@ [s” Z f(a)eio"y]e_iw'ydy

aEel™

= Z f(ms)(27r)*n/ eneilEm—w)y gy

mez” € l@n
= D fme)@em™ / ellmmve vy
mez” @n
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where in the last equality we used the Sampling Theorem (see [D-K], pg. 302)
extended to the multivariable case. (I

5.2. Main Results

In this final section we prove the main results of the paper, namely Theorems
1.1 and 1.2. Before doing this, we recall the Wigner transform on the torus

Wit(z,§) = (20" [ RO - 25 + 2)de

Here we are interested in states 1 p(z) = a(h, P,x)es (Poto(hPo) ¢ @, p
as in Definition 4.14, so that the Wigner transform takes the form

Witn p(z,8) = (2m) " / a(hPx+2)a(h Px—z) 2 S0Pesdg,
with phase function given by

S(h,P,x,z,f):(ffpfz— [f)(h,P,quz)fﬁ(h,P,mfz) )

| —

and amplitude
a’(h’v P’ ‘T) = 900(713 Pﬂ {})(I)
where ¥ € I'_p as in Definition 4.12.

In the first result we study the semiclassical approximation of Wxp p
with respect to the weak* topology on the set of complex measures, using
test functions ¢ € C>(T" x R™; R) such that supp(F, '¢(z,-)) is compact.
We will see that the main term in the approximation is a probability measure
dpp,p in the phase-space T" x R"™, given by

[ o &dunn(e,)i= [ oo+ Vailh, Pa)polh, Pro)(w)da,
Tn xR T 56)
Proof of Theorem 1.1 To begin with, for z,z € Q,, := [, 7]™ let us write
a(h,Px +2) = a(hPx)+ /01 z-Va(h, P,z £ tz)dt,
a(h,Pyx+z2)a(h,Px —2) = a(h,P,x)2+p(h,P,x,z).

As a consequence,

1
p(h,Px,z) = a(h Px)z- / Va(h,P,x +tz) — Va(h, P,z — tz)dt
0

1 1
— / z'Va(h,P,x—i—tz)dt/ z-Va(h,Px—t'z)dt.
0 0
In the same way,

1
v(h,PLe £2) = wv(h Px) =L /0 z - Vo(h, P,z £ tz)dt, (5.7)

Vo(h, P,x £ tz)

1
Vu(h, P,x) £ t/ V2u(h, P,z + stz)zds.
0
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Hence,

S(h,P,z,2) = (g P V,i(h,P, a:)) 2+ Q, Py, 2), (5.8)
1ol
Qh,Pyx,z) = % . / t/ [Vzv(h, P,z + stz) — V2u(h, P,z — stz)} zdsdt.

We next write Wpp p = Zk o ék}) and compute each of these terms as

integrals on the fixed periodicity domain @,, := [—m, 7|™ in the following way
W,g?}; = (2m) " "a® (h, P, x)/ 2k (E=P=Vai(hPa)) 2,

WF(LII)D = (2m)~"ad® (h, P, x)/ neQ%(E*P*Vrﬁ(mP@))w (BQ%Q(h,P,x,z) _ 1) iz,
Wé?}, = (277)_"/ p (h, P, g;z) 21 (E—P=V,0(hPa)z 2£Q(hPw,2) g,

The zeroth-order contribution is exactly the probability measure dup p in-

troduced in (5.6), whereas the sum WF(LII)D + Wézl)g is a remainder measure

dry,p(x,€) asymptotically vanishing as h = 1/M — 0% for M € N. In fact,
= > | oz, W h(z,6)dx

h,P

56 th Qn
= > o(x,&)(2m) ™™ a (R, P,x)Q/ 2 F(E=P=Vao(hPa) 2 gy
gelzn Qn n

By exchanging the sum with the integrals we get
Iy = / a(h, P,x)* (27)""

/ Z (bxf —:| —24(P+Vv(h,Px))- 2 dzdax.

§eﬁzn
Setting y := 2z/h and Dy, := 2h71Q,, gives

10:/ {a(h7P,x)2(27T)_"

h (2 U fL’
[ L) Z smaeer] cremnraghas
Dp,n n
' gelzn
Applying property (b) of Lemma 5.4 with £ = h/2 we finally have
b= [ a(hPa) (e P+ Voo (P o)de = [ 6(e.) dunr(z0).
n T’Vl XR’VL

The other two terms represent remainder measures and we need some esti-
mates in order to prove their vanishing behaviour as h = 1/M — 0T. We
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start by considering

L= > | ¢@owhz.€)d
gebzn Qn
= Z / o(x, &) (2m)~ (ﬁ,P,x)2
I YAL

X/ 24 (E=P=V,0(h Pa))-= (e £QnPr2) _ )dz}dx.

n

Using the change of variable y = 2z /A gives

L :/ [(QW)’"a(h,P,x)Q (Z)n

n

/ S e, ) (ethm Py hy/2) _ )e—i<P+vzv<n,P,x))'ydy da.
Dh n 56 L7

Now we apply property (a) to have I = I] + I{

I = / [(27r)—”a(h,P,x)2

n

< | F oy (HROOPRI 1) PP gy | de,
Dp n

I = / [(277)‘"a(h,P,ac)2

n

x/ F(hy) <62%Q(E,P,x,hy/2) _ 1) efi(P+VIv(ﬁ,P,m))-ydy:| da.
Dpon

By using the fact that supp[F, '¢(z,-)] € Br(0) we have

i 4
sup ‘eQﬁQ(h’P’x’hy/Q) - 1’ < sup —|Q(h, Pz, hy/2)| <

y€BR(0) y€BR(0)
(by Remark 4.13)
< sup |y2(d(P) 4+ /ce(P))h'=™ = C(P)h*™®, where 0<a < 1.
yE€BR(0)

As a consequence, an upper bound for I] is
11| < 2m)""vol(Br(0) I F, 'l C(P)RI .
By Lemma 5.4, an upper bound for the second integral is
|17} < (2m)""vol(suppF (h, )| (%, -)l|oo = (2) " vol(suppF (k. -))Co N h",
whence the asymptotic behaviour,

3 o, W, h(z,€)de — 0, ash=1/M — 0F

gelzn Qn
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Finally, let us consider the last term

Bim Y [ o oW Odo =1+ 1.

gengn QVL
where
fo= e [ [ R s P
n h,n
Xeg%Q(h,P,z,hy/me—i(P+Vzv(th@))'ydy] dz,
I = (ZW)_H/ { E(h,y)p(h, Py, hy/2)

n Dh,n

Xe2%Q(h,P,z,hy/2)efi(PJrva(h,P,:r))-ydy] da.
We have |I5| < |I5]| + |I}| where

L o< (em / /D F (e, 9) |o(h, P, hy/2)|dyde
n R,n

|15

IN

em [ [ 1Pl o P b/ dyda,
n h,n
To bound the first integral, we consider

/ Ip(h, Py, hy/2) dy = 2 / \p(h, P, 12)|dz
Br(0) B3r(0)

< 2h |la(h, P, x)]|2|
B2r(0)

1
X / |Va(h, P,z + thz)| + |Va(h, P,x — thz)|dtdz
0

+

1 1
2/ / h|z||Va(h,P,x+thz)|dt/ B2\ Va(h, Pa — 'he)|dt'dz
B2r(0) JO 0

1
4Rh// la(h, P, )]
0 JBar(0)

x [\Va(h, P,x + thz)| + |Va(h, P,z — thz)@ dzdt

IN

1 1
+ 8R%*n? / / / \Va(h, P,z + thz)||Va(h, P,z — t'hiz)|dzdtdt’.
0 Jo JBar(0)

Now recall that we have to integrate on @,, with respect to z-variables. So,
we have therefore

/ \a(h, P,a)||iVa(h, P,x + t2)|do

< ([ rnera)' (]

hVa(h,P,xitz)de) < (5.9)

n
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(by the L2-normalization of a(h, P,-), its periodicity, and (4.29))
< (e(P)h™/? + 2h%)3 . (5.10)
Similar arguments give

/ WV a(h, P, + t2)|[iWa(h, P, — ' 2)|dz

n

< (/ |hVa(h,P,x+tz)|2d:r) </ |hVa(h7P,x—t’z)|2dx>

< (el 4 2n7). n (5.11)

Finally,

1

Bl < 1F, dlleovol{ B (0)MRA (e(P)a*/ + 2n )

+

1F; " 8l|aovol{ Ba 2 (0) }8 R2 A2 (e(P)hO‘/z + 2h0‘)
< C¢(P)h(1+"‘/4).

Next, in order to get an estimate for I3, we recall that | F(h,-)||eo < Cy nAY
and have

/ o5, Py, hy/2)|dy
D

o

= 2/ |p(h, P, x,hz)|dz
2Dp,n

1
< 2h/ la(h, P,ac)||z\/ |Va(h, P,x 4+ thz)| + |Va(h, P,x — thz)|dtdz
2Dk n 0
1 1
+ 2/ / h|z||Va(h,P,x+tﬁz)|dt/ B2\ Va (b, P,a — t'hz) |t d=
2Dp . J0 0
<

1
871'/ / la(h, P, x)|{|Va(h, P,x + thz)| + |Va(h, P,x — thz)\}dzdt
o JoD,,

1 1
+ 327r2/ / / |Va(h, P,z + thz)||Va(h, P,x — t'hz)|dzdtdt’.
0o Jo JeDn,
Now use (5.10), (5.11), vol(2Dp,,) = 167%™ and get
1
|| < (2m) "vol(2Dp.n) || F (R, )| o872 (e(P)iio‘/2 + 2h‘”‘) e

+ 21) "vol(2Dpn) | (B, )| o 3272 h 2 (e(P)ha/Q + 271&)

IA

1
(2m) 1672 R " Cp Y [167r (e(P)hO‘/ 24 2ha) :

327{2% (e(P)h“/Q n 2710‘) }

Cv¢ NhN—n—2+a/4'

IN -+
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We therefore conclude that
> / $w, OW (2, 6)dr — 0% as h=1/M — 0"
Qn

celzm

Now we are ready to prove the second main result of the paper.

Proof of Theorem 1.2 We have to show the weak® convergence for some
subsequence of the family of measures

/T 0@, = [ 6P+ V(e Pa)gole. Po)a)
for every fixed P € Z", and ¢ = 1/N with N € N. In the first place, we
recall property (ii) of Definition 4.12, namely the C%!-convergence of func-
tions in ¢ € T'¢ p to critical subsolutions (P, -) of the stationary Hamilton-
Jacobi equation. Next, we observe that the image measures on T" through
the canonical projection 7 : T™ x R™ — T",

Tdpte,p = @ole, P,v(e, P, x)) (x)2dx,

have the same support, namely T", and so they are in fact a family of tight
probability measures (see [Bi]). As a consequence, there exists a weak* con-
vergent subsequence {m.dfi.(p,m),p}men such that, as m — +oo,

wo(e(P,m), P,v(s(P,m), P,x))(x)*dz — dop(zx), (5.12)

where dop(z) is a Radon probability measure on T™. We can deduce imme-
diately that for m — +o0o0 one has

d:U‘E(P,’m),P - dﬂPa
where the limit is a probability measure on T™ x R™ defined by
diip(z,§) == 6(§ — P — V,0(P,z))dop(x). (5.13)

To see this, write

é(z, P+ Vo(e, P, x))po(e, P,0)(x)dx

’]I‘n
- /n [¢(x, P+ V(e P,x)) — ¢(z, P+ Vi(P, x))] vo(e, P,0)(z)2dx
+ - é(z, P+ Vo(P,x))po(e, P, o) (z)?dr — - é(z, P+ Vo(P,z))dop(z)
+ - ¢(z, P+ Vo(P,x))dop(x). (5.14)

Now, by defining for 0 < a < 1, P € Z™ and 0 < ¢ < 1 the constants
Ro(e, P) := ||i(e, P,-) — 9(P, )| conr < ca.a(P)e®/?,
we get the upper uniform bound

|¢($7P+V@(E,P,$)) - gb(x,P—i— ij(P7 x))| < HVE¢HOO Ra(€7P>‘
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As a consequence, the first integral in (5.14) tends to zero as € — 0%. The
difference between the second and the third integral is also vanishing as & —
0" thanks to (5.12) and by using the density of C°°(T";R) in C%(T";R).
The last term is exactly the integral of the test function ¢ with respect to
the measure djip.

Now, recalling Proposition 4.15, hence for a subsequence ¢ = ¢(P,m) as
above, we have

H.(P)< | H(P+ V(e P,-),x)po(e, P,v)(z)?de < H(P) + e(P)e™/?.
Tn

Now we apply again the weak* convergence of po(e, P,v)(z)?dz by a subse-
quence of ¢ = (P, m) in such a way the limit dop has support contained in
the graph of V,0(P,-). This gives

H(P +V,9(P,z))dop(z) = H(P). (5.15)
']1"71

Now, thanks to Lemma 4.3 and property (iii) of Definition 4.12, we get
/ Vag(z) - (P + Vmﬂ(P,x))dap(x) —0, VgeC®(T"R), (5.16)

and

/ P+ V(P 2)|dop(x) < P+ [5(P,)|cor < oo,
’]I‘TZ

that is, the measure dfip is closed. Finally, by (5.15) and (5.16), we can apply
Proposition 3.1 and deduce that diip is a Mather measure. [J
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