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PIETRO POLESELLO

Exercises from the final examinations
Master degree in Mathematics (2013-2019)

Problem 1. Let log denote the principal branch of the logarithm and [z1, z2] the oriented
line segment joining z1 with z2.

(a) Prove that | log(1− z)| ≤ π
2
− log(1− cos ε) for any z ∈ [e−iε, eiε] with 0 < ε < π

2
.

( Hint: note that |1− z| < 1.)

(b) Show that
∫

[e−iε,eiε]
log(1−z)

z
dz −→ 0 as ε −→ 0+.

(c) Prove that
∫
γε

log(1−z)
z

dz −→ 0 as ε −→ 0+, for γε the arc of the unit circle joining

eiε with e−iε. ( Hint: use the Cauchy formula.)

(d) Show that
∫ 2π

0
log |1− eiθ| dθ = 0.

(e) Set ga(z) =

{
a−z
1−āz if |a| < 1
a−z
a

if |a| = 1
. Prove that

∫ 2π

0
log |ga(eiθ)| dθ = 0.

(f) Set E = {|z| < 1} and let h ∈ O(E) be never vanishing. Show that
∫ 2π

0
log |h(eiθ)| dθ =

2π log |h(0)|.
(g) Let f ∈ O(E) satisfying f(0) 6= 0. Prove that f has a finite number of zeros in E.

Let a1, . . . , am those zeros in E, counting multiplicities. Prove that∫ 2π

0

log |f(eiθ)| dθ = 2π
m∑
i=1

log

∣∣∣∣f(0)

ai

∣∣∣∣ .
( Hint: use the ga’s defined in (e) and (f).)

Solution. Recall that log z = log |z|+ i arg z, where arg z ∈ (−π, π) denotes the principal
argument.

(a) For z ∈ [e−iε, eiε], with 0 < ε < π
2
, we have 0 < |1− z| < 1, hence |arg(1− z)| < π

2

and log |1− z| < 0, and we get

|log(1− z)| ≤ |Re log(1− z)|+|Im log(1− z)| = |log |1− z||+|arg(1− z)| < − log |1−z|+π
2
.

The result then follows from |1− z| ≥ Re(1− z) = 1− cos ε for z ∈ [e−iε, eiε].

(b) Since |z| ≥ Rez = cos ε for any z ∈ [e−iε, eiε], by (a) we get∣∣∣∣ log(1− z)

z

∣∣∣∣ ≤ π
2
− log(1− cos ε)

cos ε
,

hence by the standard estimate∣∣∣∣∫
[e−iε,eiε]

log(1− z)

z
dz

∣∣∣∣ ≤ 2 sin ε
π
2
− log(1− cos ε)

cos ε
−→ 0 as ε −→ 0 + .
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(c) Since log(1− z) is holomorphic in C \ R≥1, by the Cauchy formula we have

0 = 2πi log 1 =

∫
∂K

log(1− z)

z
dz

where ∂K is the boundary of the compact delimited by γε and by the line segment
[e−iε, eiε], oriented counterclockwise. By taking limε−→0+, we get the result by (b).

(d) By (c), we get

0 = lim
ε−→0+

Im

∫
γε

log(1− z)

z
dz = lim

ε−→0+
Im

∫ 2π−ε

ε

log(1− eiθ)
eiθ

deiθ =

∫ 2π

0

log |1− eiθ| dθ.

(e) Let |a| = 1. Then a = eiα for α ∈ [0, 2π] and by (d) we get∫ 2π

0

log |ga(eiθ)| dθ =

∫ 2π

0

log
∣∣1− ei(θ−α)

∣∣ dθ = 0.

If |a| < 1, the result follows from |ga(eiθ)| =
∣∣∣ a−eiθ1−āeiθ

∣∣∣ =
∣∣∣ a−eiθe−iθ−ā

∣∣∣ = 1.

(f) Since E is simply connected and h is never vanishing on E, there exists a logarithm
l of h on a neighborhood of E. In particular, Re l(z) = log |h(z)|. The result then follows

by taking the real part of the Cauchy formula 1
2πi

∫
∂E

l(z)
z
dz = l(0).

(g) Since f is not identically zero, its set of zeros is locally finite, hence finite on
the compact E. Let b1, . . . , bn denotes the zeros in ∂E, counting multiplicities. Then
fg−1

a1
. . . g−1

amg
−1
b1
. . . g−1

bn
extends to a never vanishing function h on E. By (f), thanks to

gb1(0) = · · · = gbn(0) = 1, we get∫ 2π

0

log |h(eiθ)| dθ = 2π log |h(0)| =
m∑
i=1

log

∣∣∣∣f(0)

ai

∣∣∣∣ .
�

Problem 2. Let g be an entire function.

(a) Assume that the equation

2g(z) = g
(z

2

)
+ g

(
z + 1

2

)
holds for all z ∈ C. Prove that g is constant. ( Hint: apply the Maximum Modulus

principle on Br(0) = {|z| ≤ r} for r > 1)
(b) Assume that g has no zeros and

(0.1) cg(z) = g
(z

2

)
g

(
z + 1

2

)
holds for all z ∈ C and some c ∈ C×. Prove that g(z) = ce−

b
2 ebz for some b ∈ C.

( Hint: take ∂ log g)
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(c) Assume that g is odd, it has zeros exactly at the points z ∈ Z, all with multiplicity
1, and

cg(2z) = g(z)g

(
z +

1

2

)
holds for all z ∈ C and some c ∈ C×. Prove that g(z) = 2c sin(πz). ( Hint:

consider g(z)
sin(πz)

and use the duplication formula for sin(πz))

Solution. 23 (a) Set M = ‖g‖Br(0) for some r > 1. By the Maximum Modulus principle

(see [7, Lecture 6]), g is either constant on Br(0) (hence on C by the Identity principle)
or there exists z0 ∈ ∂Br(0) satisfying |g(z0)| = M and |g(z)| < M for any z ∈ Br(0). In
the latter case, since both z0

2
and z0+1

2
lie in Br(0), we get

2M = |2g(z0)| ≤
∣∣∣g (z0

2

)∣∣∣+

∣∣∣∣g(z0 + 1

2

)∣∣∣∣ < 2M

Contradiction.

(b) Since g never vanishes, we may consider the entire function h = ∂ log g. By taking
the logarithmic derivative of the functional equation in (b), we get that h satisfies the
functional equation in (a), hence it is constant. It follows that g′ = bg for some b ∈ C,
hence g(z) = aebz for some a ∈ C. By using again the functional equation in (b), we get

c = ae
b
2 .

(c) Since both g(z) and sin(πz) have zeros exactly at the points z ∈ Z, all with

multiplicity 1, the meromorphic function h(z) = g(z)
sin(πz)

extends to a never vanishing entire

function, still denoted by h. From the duplication formula sin(2πz) = 2 sin(πz) cos(πz) =
2 sin(πz) sin

(
π
(
z + 1

2

))
follows that h satisfies the functional equation in (b), with c

replaced by 2c, hence h(z) = 2ce−
b
2 ebz for some b ∈ C. As g(z) and sin(πz) are odd, h is

even hence b = 0. �

Problem 3. Let f be an holomorphic function on the unit disk E = {|z| < 1}, with
bounded derivative and satisfying f(0) = 0, f ′(0) = 1.

(a) Show that there exists r ∈ ]0, 1[ such that

|f ′(z)− 1| ≤ |z|
r

for any z ∈ E.

( Hint: use Schwarz’ lemma.)
(b) Show that

|f(z)− z| ≤ |z|
2

2r
for any z ∈ E.

( Hint: consider
∫
γ
(f ′(z)− 1) dz with γ a line segment.)

(c) Deduce that, for any |z| = r and |w| < r
2
, one has

|f(z)− z| < |z − w|.
(d) Show that B r

2
(0) ⊂ f(Br(0)) (recall that Br(0) = {|z| < r}). ( Hint: apply the

argument principle to Br(0) 3 z 7→ f(z)−w
z−w for w ∈ B r

2
(0).)

(e) Conclude that f maps conformally Br(0) onto an open neighbourhood of B r
2
(0).
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Solution. (a) Let us fix a constant C > 0 such that |f ′(z)| < C for any z ∈ E.
As |f ′(z)− 1| < C + 1, the function

g(z) =
f ′(z)− 1

C + 1

satisfies g(0) = 0 and |g(z)| < 1 for any z ∈ E. We may thus apply Schwarz’ lemma and
get |g(z)| ≤ |z| for any z ∈ E. One then sets r = 1

C+1
∈ ]0, 1[.

We may also proceed as follows: as limz−→0
f ′(z)−1

z
= f ′′(0), the function f ′(z)−1

z
extends

to an holomorphic function g(z) on E. One has

|g(z)| = |f
′(z)− 1|
|z|

<
C + 1

ρ
for any |z| = ρ ∈ ]0, 1[.

Hence, by the Maximum Modulus theorem, |g(z)| < C+1
ρ

for any |z| ≤ ρ and, by letting

ρ −→ 1−, one gets |g(z)| ≤ C + 1 for any z ∈ E. Again, one sets r = 1
C+1

.

(b) For z ∈ E consider the path γ(t) = tz with t ∈ [0, 1]. Then

|f(z)− z| =
∣∣∣∣∫
γ

(f ′(z)− 1) dz

∣∣∣∣ ≤ |z|∫ 1

0

|f ′(tz)− 1| dt ≤ |z|
∫ 1

0

|tz|
r
dt =

|z|2

2r
,

where the last inequality follows from (a).

(c) From (b), it follows that

|f(z)− z| ≤ r2

2r
=
r

2
for any |z| = r.

For |w| < r
2
, we thus have |z − w| > r

2
≥ |f(z)− z| for any |z| = r.

(d) Fix w ∈ B r
2
(0) and consider the function

h(z) =
f(z)− w
z − w

.

From (c) it follows that |h(z)− 1| < 1 for any |z| = r, hence the function log h(z) is well
defined and holomorphic on a neighbourhood of the circle {|z| = r}. Therefore∫

|z|=r
∂ log h(z) dz = 0,

so that, by the argument principle, h(z) has the same number of zeros and poles on Br(0),
i.e. the function f(z)− w has the same number of zeros on Br(0) of the function z − w.
It follows that for any w ∈ B r

2
(0) there exists (only one) z ∈ Br(0) such that f(z) = w.

(e) As f is non-constant, from (d) and by the open mapping theorem it follows that
f maps Br(0) onto an open neighbourhood of B r

2
(0). It remains to prove that f is also

injective on Br(0).
We may proceed as in (b): given z0, z1 ∈ Br(0), let γ(t) = (1− t)z0 + tz1 with t ∈ [0, 1]

be the line segment joining them. Then

|(f(z1)− z1)− (f(z0)− z0)| =
∣∣∣∣∫
γ

(f ′(z)− 1) dz

∣∣∣∣ ≤ |z1 − z0|
∫ 1

0

|γ(t)|
r

dt.

As γ(t) ∈ Br(0) for any t, the last integral is < 1. Then f(z1) = f(z0) implies |z1−z0| = 0,
i.e. z1 = z0.

Note that, from (a) we get immediately that f ′(z) 6= 0 for any z ∈ Br(0), hence f is
locally injective on Br(0). However, this does not prove that f is injective on Br(0). �
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Problem 4. Let E denote the unit disk {|z| < 1}. For z1, z2 ∈ E, set

d(z1, z2) =
|z1 − z2|
|1− z̄2z1|

.

(a) Show that d is a metric on E.
(b) Let f be a bounded holomorphic function on E. Show that, if ‖f‖E ≤ 1, then

(0.2) d(f(z1), f(z2)) ≤ d(z1, z2) for any z1, z2 ∈ E.
( Hint: use the Schwarz lemma for a suitable function.)

(c) Prove that, in the above situation, f is either a contraction w.r.t. d, i.e. strict
inequality holds in (0.2) for z1 6= z2, or an isometry w.r.t. d, i.e. equality holds
in (0.2).

(d) Show that, in the above situation, for any z ∈ E

|f ′(z)| ≤ 1− |f(z)|2

1− |z|2
.

(e) For z1, z2 ∈ E, characterise the bounded functions f ∈ O(E) with ‖f‖E ≤ 1 and
f(z1) = z2, which maximize |f ′(z1)|.

Solution. (a) By definition, for any z1, z2 ∈ E we have d(z1, z2) ≥ 0, d(z1, z2) = 0 iff
z1 = z2, and

d(z2, z1) =
|z2 − z1|
|1− z̄1z2|

= d(z1, z2).

As usual, set ga(z) = z−a
āz−1

for a ∈ E. Then

d(z1, z2) = |gz1(z2)| = d(0, gz1(z2)).

Hence it is enough to prove that d(z1, z2) ≤ d(z1, 0) + d(0, z2), that is,

|gz1(z2)| ≤ |z1|+ |z2|.
This follows from (see [7, Lecture 6] for the first equality)

|gz1(z2)|2 = 1−(1− |z1|2)(1− |z2|2)

|1− z̄1z2|2
≤ 1−(1− |z1|2)(1− |z2|2)

(1 + |z1||z2|)2
=

(|z1|+ |z2|)2

(1 + |z1||z2|)2
≤ (|z1|+|z2|)2.

(b) Let f be a bounded holomorphic function on E with ‖f‖E ≤ 1. If |f(z0)| = 1 for
some z0 ∈ E, then z0 is a maximum for |f |. By the Maximum Modulus theorem, f is
constant and the inequality is trivially satisfied.

Suppose that |f(z)| < 1 for any z ∈ E. We have to prove that

|gf(z1) ◦ f(z2)| ≤ |gz1(z2)| for any z1, z2 ∈ E.
Set F = gf(z1) ◦ f ◦ gz1 . Then F defines an holomorphic map E −→ E satisfying F (0) = 0.
By the Schwarz lemma, |F (z)| ≤ |z| for any z ∈ E. It follows that

|gf(z1) ◦ f(z2)| = |gf(z1) ◦ f ◦ gz1 ◦ gz1(z2)| = |F (gz1(z2))| ≤ |gz1(z2)|.

(c) If f is constant, then f is trivially a contraction w.r.t. d.
Suppose that |f(z)| < 1 for any z ∈ E. If the equality holds in (0.2) for some z1, z2 ∈ E,

then |F (z0)| = |z0| for z0 = gz1(z2) ∈ E. Again by the Schwarz lemma, F is a rotation,
hence |F (z)| = |z| for all z ∈ E and it follows that f is an isometry w.r.t. d. Otherwise
f is a contraction w.r.t. d.

(d) If f is constant, then the inequality is trivially satisfied (equality if |f(z)| = 1 for
any z ∈ E).
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Suppose that |f(z)| < 1 for any z ∈ E. Again by the Schwarz lemma, |F ′(0)| ≤ 1.
Since |g′a(0)| = 1− |a|2 and |g′a(a)| = 1

1−|a|2 , we get

|F ′(0)| = |g′f(z1)(f(z1))f ′(z1)g′z1(0)| = 1

1− |f(z1)|2
|f ′(z1)|(1− |z1|2)

for any z1 ∈ E and the result follows.

(e) By (d), for any z1, z2 ∈ E and any bounded function f ∈ O(E) with ‖f‖E ≤ 1 and

f(z1) = z2, we have |f ′(z1)| ≤ 1−|z2|2
1−|z1|2 . Since |f(z1)| = |z2| < 1, again by the Schwarz

lemma, the equality holds for some z1, z2 ∈ E iff F is a rotation. It follows that f(z) is
an automorphism of E interchanging z1 with z2. �

Problem 5. Let f ∈ O(E) satisfies f(0) = 1, where E denotes the unit disk {|z| < 1}.
(a) Show that, if f extends analytically to a neighbourhood of E in such a way that
|f(z)| > 1 for |z| = 1, then f has a zero in E.

(b) Assume that Ref ≥ 0 in E. Show that Ref never vanishes in E. ( Hint: consider
h(z) = e−f(z).)

(c) Set g(z) = f(z)−1
f(z)+1

. In the situation of (b), show that |g(z)| ≤ |z| for any z ∈ E.

(d) In the situation of (b), prove that 1−|z|
1+|z| ≤ |f(z)| ≤ 1+|z|

1−|z| for any z ∈ E.

(e) In the situation of (b), prove that there exists z0 ∈ E \ {0} making one of the two
inequalities in (d) an equality if and only if f(z) = 1+λz

1−λz for |λ| = 1.

Solution. (a) Assume that f never vanishes in E. Then, by hypothesis, f is holomorphic
and never vanishes in a neighbourhood U of E. It follows that g = 1

f
is holomorphic in U

and satisfies |g(z)| < ‖g‖∂E < 1 = g(0) for any z ∈ E by the Maximum Modulus theorem.
Contradiction.

(b) By hypothesis, the function h(z) = e−f(z) is holomorphic in E and satisfies h(0) = 1
e

and |h(z)| = e−Ref(z) ≤ 1 for any z ∈ E. Assume that Ref(z0) = 0 for z0 ∈ E. Then
|h(z)| attains its maximum in z0, hence it has constant value 1 by the Maximum Modulus
theorem. Contradiction.

(c) First note that t(z) = z−1
z+1

defines a conformal map {Rez > 0} −→ E. This follows
by a direct computation, or by noticing (see [7, Lecture ?]) that t may be decomposed
into

{Rez > 0} −→
a
{Rez > 1} −→

b
{|z − 1

2
| < 1

2
} −→

c
E

where b(z) = 1
z
, a(z) = z + 1 and c(z) = 1 − 2z are surjective affine transformations,

hence conformal maps; equivalently, t = h ◦ d where d(z) = iz and h(z) = z−i
z+i

is the
Cayley map.

By (b), f defines a map E −→ {Rez > 0}, hence g = t ◦ f defines a map E −→ E such
that g(0) = 0. By the Schwarz’s lemma, |g(z)| ≤ |z| for any z ∈ E.

(d) By triangular inequality and (c), for any z ∈ E∣∣∣∣ |f(z)| − 1

|f(z)|+ 1

∣∣∣∣ =
||f(z)| − 1|
|f(z)|+ 1

≤
∣∣∣∣f(z)− 1

f(z) + 1

∣∣∣∣ ≤ |z|
that is,

1− |z|
1 + |z|

≤ |f(z)| ≤ 1 + |z|
1− |z|

.
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(e) By (d), there exists z0 ∈ E \ {0} making one of the two inequalities in (d) an
equality if and only if |g(z0)| = |z0|. Again by the Schwarz’s lemma, this happens if and
only if there exists |λ| = 1 such that g(z) = λz, that is, f(z) = 1+λz

1−λz . �

Problem 6. Let D ⊂ C be an unbounded domain ( i.e. non-empty, open and connected)
and f ∈ O(D) be continuous on D and bounded on ∂D.

(a) Assume limz−→∞,z∈D f(z) = 0. Prove that the set Kc = {z ∈ D; |f(z)| ≥ c} is
compact for any c > 0.

(b) In the situation of (a), prove that Kc = ∅ for any c > ‖f‖∂D. ( Hint: use the
Maximum Modulus theorem.) Deduce that ‖f‖D = ‖f‖∂D and |f(z)| < ‖f‖∂D for
any z ∈ D if f is non-constant.

(c) Assume that |f(z)| ≤ log(a+ |z|) for any z ∈ D and some a > 0, and set h(z) =
f(z)−f(z0)

z−z0 for some z0 ∈ D. Prove that h extends to an holomorphic function on D

which is continuos on D, bounded on ∂D and satisfies |fn(z)h(z)| ≤ ‖f‖n∂D ‖h‖∂D
for any z ∈ D and any n ≥ 0.

(d) In the situation of (c), prove that ‖f‖D = ‖f‖∂D and |f(z)| < ‖f‖∂D for any
z ∈ D if f is non-constant.

Solution. (a) Fix c > 0. As f is continuous in D, a closed subset of C, the subset
Kc = {z ∈ D; |f(z)| ≥ c} = f−1{[c,+∞[} is closed in D, hence in C.

As limz−→∞,z∈D f(z) = 0, there exists R > 0 such that |f(z)| < c for any z ∈ D\BR(0),

therefor Kc ⊂ BR(0), i.e. it is bounded. It follows that Kc is compact in C, hence in D.

(b) Fix c > ‖f‖∂D and assume Kc 6= ∅. As |f | is continuous in the compact subset
Kc, by Weierstrass’ theorem there exists z0 ∈ Kc such that

|f(z0)| ≥ |f(z)| ≥ c > ‖f‖∂D for any z ∈ Kc ⊂ D,

hence z0 6∈ ∂D, i.e. z0 ∈ D. Moreover, |f(z0)| ≥ c > |f(z)| for any z ∈ D \Kc, therefor
z0 is a (global) maximum point for |f | in D. By the Maximum Modulus theorem, f needs
to be constant in D, hence in D. Contradiction, as |f(z0)| > ‖f‖∂D.

As Kc = ∅ for any c > ‖f‖∂D, we get |f(z)| ≤ inf{c > ‖f‖∂D} = ‖f‖∂D for any

z ∈ D, hence ‖f‖D ≤ ‖f‖∂D ≤ ‖f‖D, i.e. ‖f‖D = ‖f‖∂D. If f is non-constant, then
|f(z)| < ‖f‖∂D for any z ∈ D, otherwise, if |f(z0)| = ‖f‖∂D for z0 ∈ D, then z0 is a
(global) maximum point for |f | in D and f needs to be constant in D.

(c) Clearly h(z) = f(z)−f(z0)
z−z0 extends to an holomorphic function on D, which is con-

tinuos on D, by setting h(z0) = f ′(z0). Moreover, for any z ∈ ∂D we have

|h(z)| = |f(z)− f(z0)|
|z − z0|

≤ |f(z)|+ |f(z0)|
|z − z0|

≤ ‖f‖∂D + |f(z0)|
dist(z0, D)

,

where dist(z0, D) = minz∈∂D |z − z0| > 0, hence h(z) is bounded on ∂D.
Let’s prove that limz−→∞,z∈D fn(z)h(z) = 0 for any n ≥ 0. It will follows from (b) that

|fn(z)h(z)| ≤ ‖fnh‖∂D ≤ ‖f‖
n
∂D ‖h‖∂D for any z ∈ D and any n ≥ 0.
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For |z| >> |z0|, we have

|fn(z)h(z)| ≤ |f(z)|n |f(z)|+ |f(z0)|
|z| − |z0|

≤

{
‖f‖n∂D

‖f‖∂D+|f(z0)|
|z|−|z0| if z ∈ ∂D,

| log(a+ |z|)|n | log(a+|z|)|+| log(a+|z0|)|
|z|−|z0| ≤ 2 log(a+|z|)|n+1

|z|−|z0| if z ∈ D,

where both terms in the right-hand side tend to 0 as z −→∞.

(d) If f is constant, then ‖f‖D = ‖f‖∂D trivially. If f is non-constant, then h(z) is non

identically zero and for any z ∈ D and any n ≥ 0, we have |f(z)||h(z)| 1n ≤ ‖f‖∂D ‖h‖
1
n
∂D.

It follows that

|f(z)| ≤ inf

{(
‖h‖∂D
|h(z)|

) 1
n

‖f‖∂D

}
= ‖f‖∂D for any z ∈ D \ {z; h(z) = 0},

hence |f(z)| ≤ ‖f‖∂D for any z ∈ D, as D \ {z; h(z) = 0} is dense in D. As before, we
get ‖f‖D = ‖f‖∂D and |f(z)| < ‖f‖∂D for any z ∈ D. �

Problem 7. Let D ⊂ C be a domain ( i.e. non-empty, open and connected) and E the
unit disk. Suppose that there exists a non-constant bounded holomorphic function on D.

(a) Show that for any given z0 ∈ D, there exists g : D −→ E holomorphic such that

g(z0) = 0 6= g′(z0). ( Hint: consider h(z)−h(z0)
(z−z0)n

for suitable h(z) and n.)

(b) For any given z0 ∈ D, find a holomorphic function G : D −→ E satisfying |G′(z0)| ≥
|g′(z0)| for any holomorphic function g : D −→ E.

(c) For G(z) as in (b), show that G′(z0) 6= 0 = G(z0) ( Hint: consider g = gG(z0) ◦G,
for gG(z0) the Möbius transformation . . . )

(d) For G(z) as in (b) with D = E and z0 = 0, prove that G is a rotation.
(e) For G(z) as in (b) with D proper simply connected, prove that G is conformal.
(f) Show that there exists a holomorphic function G : C\[−2, 2] −→ E satisfying G(i) =

0, G′(i) > 0 and G′(i) ≥ |g′(i)| for any holomorphic function g : C \ [−2, 2] −→ E.
Show that G cannot be conformal.

Solution. (a) Let h ∈ O(D) be non-constant and bounded and m ≥ 1 be the multiplicity
of h at z0. Then (h(z)− h(z0))(z − z0)−(m−1) extends to a holomorphic function g̃(z) on

D satisfying g̃(z0) = 0 6= g̃′(z0). Let Br(z0) = {|z − z0| ≤ r} ⊂ D for some r > 0. Then

g̃(z) is bounded on Br(z0), compact, and also on D \ Br(z0), since on such subset h is
bounded and

∣∣(z − z0)−(m−1)
∣∣ < r−(m−1). Set g(z) = 1

‖g̃‖D
g̃(z). As g(z) is non-constant

and D connected, then g(D) ⊂ E by the Open Mapping theorem.

(b) The set F = {g ∈ O(D); ‖g‖D ≤ 1} ⊂ O(D) is closed and bounded , hence compact
by Montel’s theorem. It follows that the continuous function F −→ R≥0, g 7→ |g′(z0)|
admits a maximum G ∈ F , i.e. |G′(z0)| ≥ |g′(z0)| for any g : D −→ E holomorphic . By
(a), there is a function g ∈ F with g′(z0) 6= 0, hence G′(z0) 6= 0, so that G is non-constant,
therefore G(D) ⊂ E by the Open Mapping theorem.

(c) It remains to prove that G(z0) = 0. Recall that for any a ∈ E the Möbius transfor-
mation ga(z) = z−a

āz−1
defines a conformal map of E interchanging a with 0 and satisfying
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|g′a(a)| = 1
1−|a|2 . Then

g(z) = gG(z0) ◦G(z) =
G(z)−G(z0)

G(z0)G(z)− 1
∈ F ,

hence

|G′(z0)| ≥ |g′(z0)| = |g′G(z0)(G(z0))G′(z0)| = |G′(z0)|
1− |G(z0)|2

Since G′(z0) 6= 0, we get G(z0) = 0.

(d) By (c), G : E −→ E satisfies G(0) = 0, hence |G′(0)| ≤ 1 by the Schwarz lemma. As
the identity function z 7→ z belongs to F , we also have |G′(0)| ≥ 1, hence equality holds.
Again by the Schwarz lemma, we get that G is a rotation, i.e. G(z) = αz with |α| = 1.

(e) By the Riemann Mapping theorem, there exists a conformal map ϕ : D −→ E satis-
fying ϕ(z0) = 0. Set F = G ◦ ϕ−1 : E −→ E. Then |F ′(0)| = |G′(z0) 1

ϕ′(z0)
| ≥ |f ′(0)| for any

holomorphic function f : E −→ E, as f = g ◦ ϕ−1 for a unique g : D −→ E. By (d), F is a
rotation, i.e. G(z) = αϕ(z) with |α| = 1. Hence G is conformal.

(f) Recall that f(z) = z + 1
z

defines a conformal map E \ {0} −→ C \ [−2, 2], hence its
inverse is a non-constant bounded function on C \ [−2, 2]. By (b) and (c), there exists a
holomorphic function G̃ : C \ [−2, 2] −→ E satisfying G̃(i) = 0 6= |G̃′(i)| ≥ |g′(i)| for any

holomorphic function g : C \ [−2, 2] −→ E. Then G(z) = |G̃′(z0)|
G̃′(z0)

G̃(z) satisfies the required

properties. Clearly G cannot be conformal, as C \ [−2, 2] is not simply connected. �

Problem 8. 21 Let H denote the upper half plane {Imz > 0}, E the unit disk {|z| < 1}
and C the extended complex plane C ∪ {∞}.

(a) Show that hα(z) = z−α
z−ᾱ defines a conformal map H −→ E for any α ∈ H, and

compute its inverse.
(b) Show that any conformal map f : H −→ E may be written uniquely as f(z) = µhα(z)

with |µ| = 1 and α ∈ H satisfying f(α) = 0.
(c) Show that a Möbius transformation z 7→ az+b

cz+d
with a, b, c, d ∈ R defines a conformal

map H −→ H if and only if ad− bc > 0. Show that any conformal map g : H −→ H
may be written (not uniquely) as g(z) = az+b

cz+d
with a, b, c, d ∈ R satisfying ad−bc >

0. ( Hint: use that g = h−1
i ◦ µhα for some µ and α as in (b).)

(d) Let ∅ 6= D ⊂ C be a simply connected open subset. Show that one, and only one,
of the following is true: 1) D = C; 2) D is conformally equivalent to C; 3) D
is conformally equivalent to E. Here, if ∞ ∈ D ∪D′, a conformal map D −→ D′

is by definition a Möbius transformation. ( Hint: if ∞ ∈ D ( C, find a Möbius
transformation D −→ D′ with ∞ /∈ D′.)

(e) Let D as in (d). Show that the group Aut (D) = {conformal maps D −→ D} is
isomorphic to one of the following:

G1 = {
(
a b
c d

)
; a, b, c, d ∈ C, det = 1}/{±1};

G2 = {
(
a b
0 d

)
; a, b, d ∈ C, det = 1}/{±1};

G3 = {
(
a b
c d

)
; a, b, c, d ∈ R, det = 1}/{±1}.
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Solution. (a) Since α ∈ H, one has −ᾱ + α = 2iImα 6= 0, hence hα is a Möbius transfor-
mation. It thus defines a conformal map C \ {ᾱ} −→ C \ {1} with inverse w 7→ ᾱw−α

w−1
. It

remains to show that hα(H) = E. As ∂hα(H) = hα(∂H) and hα(α) = 0, it is enough to
check that hα maps ∂H (= real axis) onto ∂E (= unit circle), i.e. |z − α| = |z − ᾱ| for
any z ∈ R. This follows from z − ᾱ = z − α.

(b) Clearly z 7→ µhα(z) defines a conformal map H −→ E, since z 7→ µz is a rotation.
Conversely, let f : H −→ E be a conformal map. Set α = f−1(0) ∈ H. Then f ◦ h−1

α is
a conformal map E −→ E which fixes 0, hence f ◦ h−1

α (z) = µz for some |µ| = 1 as a
consequence of the Schwarz lemma. Therefore, f(z) = µhα(z).

(c) We know (see for example [7, Lecture 5]) that for a, b, c, d ∈ R satisfying ad−bc 6= 0,
the Möbius transformation z 7→ az+b

cz+d
defines a conformal map f : C \ {−d

c
} −→ C \ {a

c
}

with inverse w 7→ dw−b
−cw+a

. Since

az + b

cz + d
=
ac|z|2 + bd+ adz + bcz̄

|cz̄ + d|2
,

we get that Im(az+b
cz+d

) > 0 if and only if Imz and ad − bc have the same sign. Hence f
restricts to a conformal map H −→ H if and only if ad− bc > 0.

Conversely, let g : H −→ H be a conformal map. By (b), hi ◦ g = µhα for some |µ| = 1
and α ∈ H. Then

g(z) = h−1
i (µhα(z)) = i

z(1 + µ)− (ᾱ + µα)

z(1− µ)− (ᾱ− µα)
=
zi(µ− µ̄)− [i(ᾱ− α)− i(µ̄ᾱ− µα)]

z|1− µ|2 − [ᾱ + α− (µ̄ᾱ + µα)]
.

This is a Möbius transformation H −→ H with real coefficients, hence they need to be
positive.

(d) Let ∅ 6= D ⊂ C be a simply connected open subset. If ∞ /∈ D, then D ⊂ C is
either C or conformally equivalent to E by the Riemann Mapping theorem. If ∞ ∈ D,
then D is either C or C \D 6= ∅. In the latter case, the Möbius transformation z 7→ 1

z−z0
for z0 ∈ C \D extends to an homomorphism D −→ D′ with ∞ /∈ D′. Since D′ is simply
connected, it is either C or conformally equivalent to E.

Finally, there cannot be conformal maps C −→ C, C −→ E or C −→ E, since C is compact
and any holomorphic map C −→ E is constant by Liouville theorem.

(e) Let D = C. Then one easily checks that the assignment az+b
cz+d
7→
(
a b
c d

)
defines

a group isomorphism

Aut (C) = {Möbius transformations} ' {
(
a b
c d

)
; a, b, c, d ∈ C, det 6= 0}/{C×}.

By sending a matrix A to 1√
detA

A for a chosen square root of detA, we get that the

right-hand side is isomorphic to G1.
Let ∅ 6= D ⊂ C be conformally equivalent to C. Then the group isomorphism

Aut (C) ' G1 restricts to

Aut (D) ' Aut (C) = {affine transformations z 7→ az + b} ' G2.

Finally, if ∅ 6= D ⊂ C is conformally equivalent to E, it is also conformally equivalent
to H by (a). Hence by (c), the group isomorphism Aut (C) ' G1 restricts to

Aut (D) ' Aut (H) ' G3.

(Note that one uses the fact that ad− bc > 0 has real square roots.) �
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Problem 9. For a domain D ⊂ C ( i.e. non-empty, open and connected) and a ∈ D, set

Auta(D) = {f : D −→ D biholomorphism; f(a) = a}
and let σa : Auta(D) −→ C be the map f 7→ f ′(a).

(a) Show that σa : Auta(D) −→ C defines an homomorphism of the group Auta(D)
into the group C×.

(b) Describe Auta(D) and σa for D = E, the unit disc, and a = 0, and for D = C×,C
and any a.

(c) Prove that σa : Auta(D) −→ C× is injective with image U = {z; |z| = 1} for any
proper simply connected domain D ⊂ C.

(d) Let D ⊂ C be a proper domain. Prove that, if D is simply connected or biholo-
morphic to C×, then any f ∈ Auta(D) satisfying f ′(a) > 0 is the identity of
D.

Solution. (a) As any biholomorphism is locally injective, σa(f) = f ′(a) ∈ C× for any
f ∈ Auta(D). Moreover, σa(idD) = 1 and

σa(g ◦ f) = (g ◦ f)′(a) = g′(f(a))f ′(a) = σa(g)σa(f)

for any f, g ∈ Auta(D).

(b) By the Schwarz lemma, any biholomorphism f of the unit disc E satisfying f(0) = 0
is a rotation, i.e. f(z) = λz for some λ ∈ U = {z; |z| = 1} (see [7, Lecture 6]). It follows
that Aut0(E) is isomorphic through σ0 to U.

The biholomorphisms of D = C are the affine transformations cz + b with c ∈ C×
(see [7, Lecture 5]). Hence any f ∈ Auta(C) has the form c(z − a) + a with c ∈ C× and
σa : Auta(C) −→ C× is an isomorphism.

Similarly, the biholomorphisms of D = C have the form czε with c ∈ C× and ε = ±1.
Solving the equation caε = a gives ε = c = 1 or ε = −1 and c = a2. It follows that
Auta(C×) is isomorphic through σa to the group {±1}.

(c) By the Riemann Mapping Theorem, given a proper simply connected domainD ⊂ C
and a ∈ D there exists a biholomorphism g : D −→ E satisfying g(a) = 0. The map
Adg : f 7→ g ◦ f ◦ g−1 defines a group isomorphism Auta(D) −→ Aut0(E) satisfying

Adg(f)′(0) = g′(f(a))f ′(a)(g−1)′(0) = g′(a)f ′(a)
1

g′(a)
= f ′(a)

Hence σa = σ0 ◦ Adg and the result then follows from (b).

(d) For a proper simply connected domain D ⊂ C, it follows from (c) that σa is
injective with image U = {z; |z| = 1}. Then |f ′(a)| = |σa(f)| = 1 for any f ∈ Auta(D)
and f ′(a) > 0 implies f ′(a) = 1, hence f = idD, as σa is injective.

If D is biholomorphic to C×, one may replace D by C× along the same lines of (c) and
the result follows from (b). �

Problem 10. Let D ⊂ C be a domain ( i.e. non-empty, open and connected), and S ⊂ D
a closed subset. Set

AutS(D) = {f : D −→ D conformal map; f(S) = S}.
(a) Show that the restriction map f 7→ f |D\S defines an injective group morphism

ρ : AutS(D) −→ Aut (D \ S) = {conformal maps D \ S −→ D \ S}.
(b) Show that ρ is never an isomorphism for D = C and S = {c}.
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(c) Show that ρ is an isomorphism for D = E = {|z| < 1}, the unit disk, and S = {c}.
(d) Show that ρ is an isomorphism for D proper and simply connected and S = {c}.

Compute explicitly the group Aut (D \ {c}).
(e) Show that ρ is an isomorphism for D bounded with ∂D not containing isolated

points and S discrete. ( Hint: use that for any open subset Ω ⊂ C, if Ω ∪ {c} is
open then either c ∈ Ω, or c is an isolated point of ∂Ω).

Solution. (a) Clearly, AutS(D) is a group. For f ∈ AutS(D), we have f(D \S) = D \S,
as f is bijective and f(S) = S, hence f |D\S : D \S −→ D \S is bijective and holomorphic,
i.e. a conformal map. Therefore ρ is well-defined and it is clearly a group morphism.

Given conformal maps f, g : D −→ D, if f |D\S = g|D\S, we get f = g by the identity
principle (as D \ S is non-empty and open in D, connected), hence ρ is injective.

(b) The conformal map τ(z) = z − c sends c to 0, hence f 7→ τ ◦ f ◦ τ−1 defines group

isomorphisms Aut{c}(C)
∼−→ Aut{0}(C) and Aut (C \ {c}) ∼−→ Aut (C \ {0}) compatible

with ρ. It follows that we may suppose c = 0. A conformal map C −→ C is an affine map
z 7→ αz + β with α 6= 0, and it fixes 0 iff β = 0, whereas a conformal map C× −→ C× is
of the form z 7→ αz±1 with α 6= 0. Hence ρ is not surjective.

(c) Let f : E \ {c} −→ E \ {c} be a conformal map. Then c is an isolated singularity for

f and, f being bounded, it must be removable. Let f̃ be the analytic continuation of f
at E. Then f̃ is continuous and injective, since E \ {c} is dense in E (see [7, Lecture 5]),

hence f̃(c) ∈ f̃(E \ {c}) \ f̃(E \ {c}) = ∂(E \ {c}) = {c} ∪ ∂E. Since |f̃(z)| < 1 for any

z 6= c, then f̃(c) = c, otherwise it would be constant by the Maximum Modulus theorem.
It follows that ρ is surjective.

(Note that, as in (e), one may use the Open Mapping theorem to get f̃(E) ⊂ E and to

deduce f̃(c) = c. Note also that, as for (b) with τ the Möbius transformation z 7→ z−c
1−c̄z ,

one might have supposed c = 0.)

(d) By the Riemann Mapping theorem, there exists a conformal map ϕ : D −→ E sending
c to 0, hence f 7→ ϕ ◦ f ◦ ϕ−1 and f 7→ ϕ|D\{c} ◦ f ◦ ϕ|−1

D\{c} define the vertical group

isomorphisms in the following commutative diagram

Aut{c}(D)
ρ //

∼
��

Aut (D \ {c})

∼
��

Aut{0}(E)
ρ // Aut (E×)

(where E× = E\{0}). By (c), we get that the upper horizontal arrow is an isomorphism.
By the Schwarz lemma, a conformal map f : E −→ E satisfying f(0) = 0 is a rotation,

i.e. f(z) = αz for some α ∈ U = {|z| = 1}, hence Aut (D \ {c}) ∼−→ Aut (E×)
∼←−

Aut{0}(E) ' U (the last arrow being a group isomorphism).

(e) Let f : D \ S −→ D \ S be a conformal map. Then any c ∈ S is a removable

singularity for f , as f is bounded and S discrete. Let f̃ be the analytic continuation
of f at D. Since f̃ is continuous and injective (as in (c), D \ S being dense in D) and

f̃(D) = f̃(D\S)∪ f̃(S) = (D\S)∪ f̃(S) is open by the Open Mapping theorem, it follows

from the Hint (by induction) that f̃(S) consists of isolated points of ∂(D \S) = S ∪ ∂D.

Since ∂D has no isolated points, it follows that f̃(S) ⊂ S.
12



By replacing f with f−1, we get an holomorphic map f̃−1 : D −→ D satisfying f̃−1 ◦ f̃ =

id = f̃ ◦ f̃−1 on D\S, hence on D by the identity principle. It follows that f̃ is conformal,
hence ρ is surjective. �

Problem 11. Let f be a meromorphic function on C.

(a) Show that f is locally injective at a pole a ∈ C ∪∞ iff orda f = −1.
(b) Show that f is injective iff it is a Möbius transformation. ( Hint: show that if

z1, z2 ∈ C, z1 6= z2, are poles for f , then f cannot be injective.)

Solution. (a) First, recall that the zeros and poles of f form a closed and discrete set.
Let a ∈ C be a pole of order m of f . As limz−→a f(z) =∞, locally at a we have f(z) 6= 0,
hence 1

f
is well-defined and (extends to an holomorphic function which) has a zero of

order m at a. Clearly, f is locally injective at a iff so does 1
f
, iff ( 1

f
)′(a) 6= 0, that is, iff

1 = orda
1
f

= − orda f .

If a =∞, replace f(z) by f(1
z
) and a by 0.

(b) Suppose that z1, z2 ∈ C, z1 6= z2, are poles for f . As limz−→zi f(z) =∞ for i = 1, 2,
we may find two disjoint open neighbourhoods V1 and V2 of z1, z2 such that f(V1) and
f(V1) are open neighbourhoods of∞. Then f(V1)∩ f(V2) is also an open neighbourhood
of ∞, hence non-empty. Contradiction.

It follows that f has at most one pole, which must be simple by (a). To conclude one
then follows the lines of [7, Lecture 5] and prove that f is a Möbius transformation either
of the form a 1

z−c + b = bz+a−bc
z−c if it has a pole, or a(z − c) + b = az + b− ac for a ∈ C×

and b ∈ C. �

Problem 12. Set E = {|z| < 1} and let f : E −→ E be holomorphic and proper ( i.e. the
pre-image of any compact subset is compact).

(a) Show that ∂f(S) ⊂ f(∂S) for any subset S ⊂ E with ∂S ⊂ E.
(b) Prove that limz−→∂E |f(z)| = 1.
(c) Given a1, . . . , an ∈ E, not necessarily distinct, show that

Ba1,...,an(z) =
n∏
i=1

z − ai
1− āiz

defines a proper holomorphic map E −→ E, which is conformal if and only if n = 1.
(d) Prove that there exist λ ∈ ∂E and a1, . . . , an ∈ E such that f(z) = λBa1,...,an(z).

( Hint: use the Maximum Modulus theorem.)
(e) Suppose that f extends analytically on C. Show that f(z) = λzn for some n ≥ 1.

Solution. (a) Since f is proper and E = f−1(f(E)) is non-compact, f cannot be constant,
hence it is open by the Open Mapping theorem. It follows that f(Int(S)) ⊂ Int(f(S)) for

any subset S ⊂ E. Let us prove that f(S) ⊂ f(S) for any subset S ⊂ E with ∂S ⊂ E. It
will follow that

∂f(S) = f(S) \ Int(f(S)) ⊂ f(S) \ f(Int(S)) = f(∂S).

Take w = limn−→+∞ f(zn) ∈ f(S) for a sequence {zn}n ⊂ S. Since S is compact, {zn}n
has a convergent subsequence to some z ∈ S ⊂ E, hence f(z) = w.
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(b) We have to prove that limz−→∂E f(z) ∈ ∂E. Let {zn}n ⊂ E be a sequence con-
vergent to ∂E and suppose that {f(zn)}n does not converge to ∂E. Then there exists a

subsequence {f(znk)}k lying in the compact subset Br(0) for some 0 < r < 1. Since f

is proper, f−1
(
Br(0)

)
is compact. Hence {znk}k ⊂ f−1

(
Br(0)

)
⊂ E has a convergent

subsequence to some z ∈ E. Contradiction. It follows that limn−→+∞ f(zn) ∈ ∂E.

(c) Since |ai| < 1 for any i = 1, . . . , n, each z−ai
1−āiz is a conformal self-map of E (see [7,

Lecture 6]), which is in particular proper and sends ai to 0. Hence their product Ba1,...,an

defines a proper holomorphic map E −→ E, which cannot be conformal if n > 1, as

B−1
a1,...,an

({0}) = {a1, . . . , an} 6= {0} if there are ai 6= aj, otherwise Ba1,...,an =
(
z−a1
1−ā1z

)n
.

(d) By (b), we get ∂f(E) ⊂ ∂E, hence 0 ∈ f(E), otherwise the line segment joining 0
and f(0) would contain a point in ∂f(E), contradiction. Since f is proper, the non-empty
discrete subset f−1({0}) ⊂ E is compact, hence finite.

Let a1, . . . , an ∈ E be the zeros of f , counted according to their multiplicities. Then

the function f(z)
Ba1,...,an (z)

can be analytically extended to a never vanishing function h ∈
O(E). Since |Ba1,...,an(z)| = 1 for |z| = 1 and lim|z|−→1− |f(z)| = 1 by (b), we get
lim|z|−→1− |h(z)| = 1. By the Maximum Modulus theorem, we have both |h(z)| ≤ 1 and

1
|h(z)| ≤ 1 for any z ∈ E. It follows that h(z) = λ with |λ| = 1.

(e) Supposing f non-constant, by (d) we have f(z) = λBa1,...,an(z) for some λ ∈ C with
|λ| = 1. If f extends analytically on C, then a1 = · · · = an = 0 and f(z) = λzn. �

Problem 13. Denote by E the closure of the unit disk E = {|z| < 1} and set ∂E = E\E.
Let f ∈ O(E) satisfy f(∂E) ⊂ ∂E.

(a) Show that f(E) ⊂ E.
(b) Prove that either f(E) = E, or f is constant. ( Hint: use the Open Mapping

theorem)
(c) Prove that if Ref ′ > 0 in E, then f restricts to a conformal map E −→ E. ( Hint:

compute
∫
γ
f ′(z)dz for an appropriate path γ)

(d) Prove that, if f is non-constant, then there exists λ ∈ ∂E such that f(z) = λB(z),
where B is a finite Blaschke product.

(e) Suppose that f extends analytically on C. Show that f(z) = λzn for some n ∈ N.
(f) Prove that any g ∈ O(C) mapping a circle to a circle has the form g(z) = a(z −

z0)n + w0 for some a, z0, w0 ∈ C and n ∈ N.

Solution. (a) Since |f(z)| = 1 for |z| = 1, it follows by the Maximum Modulus theorem
that |f(z)| ≤ 1 for any |z| ≤ 1, i.e. f(E) ⊂ E.

(b) If f is non-constant, then f is open by the Open Mapping theorem, hence ∂f(E) ⊂
f(∂E) ⊂ ∂E. It follows that f(E) ⊃ E, as it contains any line segment S ⊂ E starting
from f(0). Indeed, if it is not the case, there would exist a point in S \ ∂E belonging to
∂f(E), a contradiction.

(c) As f cannot be constant, we have |f(z)| < 1 for any z ∈ E by the Maximum
Modulus theorem, i.e. f restricts to an holomorphic map E −→ E. From f(E) = E and
f(∂E) ⊂ ∂E it follows that f(E) = E. It remains to prove that f is injective.
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Let [z1, z2] be the line segment joining two points z1, z2 ∈ E. Then

f(z2)− f(z1) =

∫
[z1,z2]

f ′(z)dz = (z2 − z1)

∫ 1

0

f ′(z1 + t(z2 − z1))dt.

Since Ref ′ > 0 in E, we have Re
∫ 1

0
f ′(z1+t(z2−z1))dt > 0, hence

∫ 1

0
f ′(z1+t(z2−z1))dt 6=

0 and the result follows.

(d) As E is compact, f has a finite number of zeros a1, . . . , an in E, counted according to
their multiplicities. As f(∂E) ⊂ ∂E, none of the ai’s belongs to ∂E, hence a1, . . . , an ∈ E.
It follows that the finite Blaschke product

B(z) =
n∏
i=1

z − ai
āiz − 1

|ai|
ai

(where we set |a|
a

= 1 if a = 0) belongs to O(E) and f(z)
B(z)

can be analytically extended

to a never vanishing function h ∈ O(E) satisfying |h(z)| = |f(z)|
|B(z)| = 1 for |z| = 1. By the

Maximum Modulus theorem, we have both |h(z)| ≤ 1 and 1
|h(z)| ≤ 1 for any z ∈ E. It

follow that h(z) = λ with |λ| = 1.

(e) Supposing f non-constant, by (d) we have f(z) = λB(z) for some λ ∈ C with
|λ| = 1. If f extends analytically on C, then a1 = · · · = an = 0 and f(z) = λzn.

(f) Let S be the circle of radius r > 0 centred in z0 ∈ C, and suppose that g(S)
is the circle of radius ρ > 0 centred in w0. Consider the conformal maps of the plane
h1(z) = 1

r
(z − z0) and h2(w) = 1

ρ
(w − w0). Then h1(S) = ∂E = h2(g(S)), hence

g̃ = h2 ◦ g ◦ h−1
1 ∈ O(C) maps the unit circle to the unit circle. It follows by (e) that

g̃(z) = λzn for some λ ∈ C with |λ| = 1, hence

g(z) = h−1
2 ◦ g̃ ◦ h1(z) =

ρλ

rn
(z − z0)n + w0.

�

Problem 14. Let D ⊂ C be a domain ( i.e. non-empty, open and connected).

(a) Let g, h : D −→ D be holomorphic maps, with g non-constant and satisfying g =
h ◦ g. Prove that h = idD.

(b) Let {hk}k≥0 be a sequence which converges in O(D) to a non-constant function
h. Prove that if hk(D) ⊂ E for any k then h(D) ⊂ E. ( Hint: use Hurwitz’s
theorem.)

(c) Let f : D −→ D be an holomorphic map and set f ◦1 = f, f ◦(n+1) = f ◦ f ◦n for
any n ≥ 1. Assume that there exists a subsequence {f ◦nk}k≥0 which converges in
O(D) to a non-constant function g and set hk = f ◦(nk+1−nk) for any k ≥ 0.
(i) Prove that every convergent subsequence of {hk}k≥0 converges in O(D) to

idD. ( Hint: note that f ◦nk+1 = hk ◦ f ◦nk and use that · ◦ · is continuous.)
(ii) Suppose that D is bounded. Show that {hk}k≥0 converges in O(D) to idD.

( Hint: use Montel’s convergence criterion.) Deduce that f is conformal.
(d) Suppose that D is bounded and let f : D −→ D be an holomorphic map such that

f(z0) = z0 for some z0 ∈ D. Assume that either |f ′(z0)| = 1, or f(z1) = z1 for
some z1 ∈ D \ {z0}. Prove that f is conformal.
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Solution. (a) h is the identity on the (non-empty) subset g(D) ⊂ D, which is open by
the open mapping theorem, since g is non-constant. As D is connected, h = idD by the
identity principle.

(b) Take w 6∈ E. Then hk(z) − w never vanishes in D for any k and by Hurwitz’s
theorem so does h(z)− w, as it is non-constant. Hence w 6∈ h(D), that is h(D) ⊂ E.

(c) (i) Let {hkl}l≥0 be a subsequence convergent to some h inO(D). As ·◦· is continuous,
taking the limit of f ◦nk+1 = hk ◦ f ◦nk , we get g = h ◦ g. Since g is non-constant, we can
apply (a) and get h = idD.

(ii) Since f(D) ⊂ D, by induction we get hk(D) ⊂ D for any k. As D is bounded,
the sequence {hk}k≥0 is bounded, and we can use Montel’s convergence criterion: by (i)
every convergent subsequence converges to idD in O(D), hence so does {hk}k≥0.

By induction f ◦n(D) ⊂ f(D) for any n, hence hk(D) ⊂ f(D) for any k. By (b) we get
D ⊂ f(D) ⊂ D, that is f(D) = D.

Given f(z1) = f(z2), we have fn(z1) = fn(z2) for any n, hence hk(z1) = hk(z2) for any
k. Taking the limit we get z1 = z2. Therefore f is conformal.

(d) By Montel’s theorem, the bounded sequence {f ◦n}n≥1 has a subsequence {f ◦nk}k≥0

which converges in O(D) to some g. In both cases, g is non-constant and we may apply
(c) (ii). Indeed, in one case |g′(z0)| = limk |f ◦nk ′(z0)| = limk |f ′(z0)|nk = 1, whereas in
the other case g has two distinct fixed points, since so does any f ◦n. �

Problem 15. Let Z be a connected component of C \K for a compact K ⊂ C.

(a) Show that ∂Z ⊂ ∂K. ( Hint: If Br(z0) ⊂ C \K for z0 ∈ ∂Z and r > 0, then ...)
(b) Suppose that Z is bounded and K ∪Z ⊂ U for an open subset U ⊂ C. Prove that
‖f‖Z ≤ ‖f‖K for any f ∈ O(U).

(c) In the situation of (b), prove that for any z0 ∈ Z there exists CK,z0 > 0 such that∥∥∥ 1
z−z0 − f(z)

∥∥∥
K
≥ CK,z0 for any f ∈ O(U).

(d) Assume C \K not connected. Show that there exists f ∈ O(K) which cannot be
approximated on K by polynomials.

(e) Assume C \K connected. Show that for any z0 ∈ C \K there exist a polynomial
p and f ∈ O(K ∪ {z0}) satisfying f(z0) = 1, f |K = 0 and ‖f − p‖K∪{z0} <

1
2
.

(f) Prove that C \ K is connected if and only if for any z0 ∈ C \ K there exists a
polynomial p such that ‖p‖K < |p(z0)|.

Solution. (a) Let z0 ∈ ∂Z = Z \ Z. It is enough to prove that z0 is a limit point for K,
i.e. for any r > 0 the open disc Br(z0) intersects K. As K is closed and z0 /∈ IntK, it
will follow that z0 ∈ ∂K = K \ IntK.

Assume Br(z0) ⊂ C \K. Then Z ⊂ Z ∪Br(z0) ⊂ C \K and Z ∪Br(z0) is connected,
as Br(z0) and Z are connected and Br(z0) ∩ Z 6= ∅. Since Z is maximal, we have
Z ∪Br(z0) = Z, that is, Br(z0) ⊂ Z. Contradiction.

(b) By (a), we have ∂Z ⊂ ∂K ⊂ K, hence Z ⊂ K ∪ Z ⊂ U . As Z is bounded, by the
Maximum Modulus theorem, we get

‖f‖Z = ‖f‖∂Z ≤ ‖f‖K for any f ∈ O(U).
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(c) By (b), for z0 ∈ Z and any f ∈ O(U) we have∥∥∥∥ 1

z − z0

− f(z)

∥∥∥∥
K

≥ ‖1− (z − z0)f(z)‖K
‖z − z0‖K

≥ ‖1− (z − z0)f(z)‖Z
‖z − z0‖K

≥
‖1− (z − z0)f(z)‖z0

‖z − z0‖K
=

1

‖z − z0‖K
= CK,z0 > 0

(d) If C \K is not connected, it has a bounded component Z (see [7, Lecture 16]) and
f(z) = 1

z−z0 ∈ O(K) for z0 ∈ Z. By (c), there exists CK,z0 > 0 such that

‖f − p‖K ≥ CK,z0 for any p ∈ C[z] ⊂ O(C),

hence f cannot be approximated on K by polynomials.

(e) For z0 ∈ C \K, take V,W ⊂ C disjoint open subsets satisfying z0 ∈ V and K ⊂ U ,
and f the function which has value 1 on V and 0 on W . Then f is locally constant, hence
holomorphic, in V ∪W ⊃ K ∪ {z0}, that is, f ∈ O(K ∪ {z0}).

If C\K is connected, then C\{K ∪{z0}} = {C\K}\{z0} is connected as well, hence
by Runge’s theorem there exists a polynomial p such that ‖f − p‖K∪{z0} <

1
2
.

(f) Assume C \K connected and take z0 ∈ C \K. By (e), there exist f ∈ O(K ∪{z0})
and a polynomial p satisfying f(z0) = 1, f |K = 0 and ‖f − p‖K∪{z0} <

1
2
. It follows that

‖p‖K = ‖f − p‖K ≤ ‖f − p‖K∪{z0} <
1

2

and

|1− |p(z0)|| ≤ |1− p(z0)| = ‖f − p‖{z0} ≤ ‖f − p‖K∪{z0} <
1

2
,

hence ‖p‖K < 1
2
< |p(z0)|.

Conversely, if C \K is not connected, it has a bounded component Z. Take z0 ∈ Z. It
follows by (b) that

|p(z0)| ≤ ‖p‖Z ≤ ‖p‖K for any p ∈ C[z].

�

Problem 16. For a domain ( i.e. non-empty, open and connected) D ⊂ C and a ∈ D,
set

Aut (D) = {f : D −→ D biholomorphism}, Auta(D) = {f ∈ Aut (D); f(a) = a}.

(a) Suppose that C\D is non-empty and without bounded components. Prove that any
f ∈ Auta(D) satisfies |f ′(a)| = 1, and f ′(a) = 1 if and only if f is the identity.

(b) In the situation of (a), suppose moreover that D is symmetric with respect to the

real axis and a ∈ D∩R. Given f ∈ Auta(D), prove that f(z) = f(z) on D if and

only if f ′(a) = ±1. ( Hint: consider f̃(z) = f(z).)
(c) Let D be bounded. Prove that any f ∈ Auta(D) satisfies |f ′(a)| = 1. ( Hint:

consider the sequence {f ◦n = f ◦ f ◦ · · · ◦ f}n≥1 and compute (f ◦n)′(a).)
(d) In the situation of (c), prove that any f ∈ Auta(D) satisfying f ′(a) = 1 is the

identity. ( Hint: use that, if z + cmz
m + . . . (m ≥ 2) is the Taylor series at 0 of

an holomorphic function f , then z+ncmz
m + . . . is the Taylor series at 0 of f ◦n.

Prove this fact by induction, if time allows.)
17



(e) In the situation of (c), suppose moreover that D = Int D. Prove that a convergent
sequence {fn}n≥0 ∈ Aut (D) converges either to some f ∈ Aut (D) or to a constant
6∈ D. ( Hint: use the sequence {f−1

n }n≥0 ∈ Aut (D).) Deduce that Auta(D) ⊂
O(D) is compact.

Solution. (a) As a consequence of Runge’s little theorem (see [7, Lecture 16]), D ⊂ C is
a proper simply connected domain, hence by the Riemann Mapping Theorem, for any
a ∈ D there exists a biholomorphism g : D −→ E satisfying g(a) = 0. Then Adg(f) =
g ◦ f ◦ g−1 ∈ Aut0(E) is a rotation by the Schwarz lemma, i.e. it has the form λz for
some λ ∈ C with |λ| = 1. It follows that f ′(a) = (Adg(f))′(0) = λ, hence |f ′(a)| = 1,
and f ′(a) = 1 if and only if Adg(f) = idE if and only if f = idD.

(b) Set f̃(z) = f(z). Since D = D and a = a, we get a bijection f̃ : D −→ D satisfying

f̃(a) = a. Moreover, since

f̃ ′(z) = lim
h−→0

(
f(z + h)− f(h)

h

)
= f ′(z),

it follows that f̃ is holomorphic, hence f̃ ∈ Auta(D), and f̃ ′(a) = f ′(a).

One has f(z) = f(z) if and only if f̃ = f , if and only if f−1 ◦ f̃ ∈ Auta(D) is the

identity. By (a), this happens if and only if (f−1 ◦ f̃)′(a) = f ′(a)
f ′(a)

= 1, that is, f ′(a) = ±1,

since |f ′(a)| = 1 by (a).

(c) Given f ∈ Auta(D), one easily checks that (f ◦n)(a) = a and (f ◦n)′(a) = f ′(a)n.
Since D is bounded, then Auta(D) is bounded, as supf∈Aut

a
(D) ‖f‖K ≤ supz∈D |z| < +∞

for any compact K ⊂ D. By Montel’s theorem, it follows that the sequence {f ◦n}n≥1 ⊂
Auta(D) has a convergent subsequence {f ◦nk}k≥1, hence the sequence {(f ◦nk)′(a) =
f ′(a)nk}k≥1 is convergent. This can happen only if |f ′(a)| ≤ 1, otherwise limn |f ′(a)|n =
+∞ so that it cannot have convergent subsequences. By considering f−1 ∈ Auta(D),
one also gets |f−1′(a)| = 1

|f ′(a)| ≤ 1, hence |f ′(a)| = 1.

(d) Given f ∈ Auta(D) satisfying f ′(a) = 1, one has (f ◦n)(a) = a, (f ◦n)′(a) = 1, and
(f ◦n)′′(a) = nf ′′(a) by the hint. As in (c), by Montel’s theorem the sequence {f ◦n}n≥1 ⊂
Auta(D) has a convergent subsequence {f ◦nk}k≥1, hence the sequence {(f ◦nk)′′(a) =
nkf

′′(a)}k≥1 is convergent. This can happen if and only if f ′′(a) = 0. By induction, one
gets that f (m)(a) = 0 for any m ≥ 2. By the identity principle, it follows that f(z) = z
on D.

Let us prove the content of the hint. Given the Taylor series f(z) = z + cmz
m + . . .

(m ≥ 2) centred at 0, by induction hypothesis and by using f ◦n(0) = 0, we get the
following Taylor series centred at 0

f ◦n+1(z) = f(f ◦n(z)) = f ◦n(z) + cmf
◦n(z)m + . . .

= z + ncmz
m + · · ·+ cm(z + ncmz

m + . . . )m + . . .

= z + (n+ 1)cmz
m + . . .

(e) Let {fn}n≥0 ∈ Aut (D) be a sequence convergent to f in O(D). By Hurwitz’s

theorem, either f has constant value ∈ D, or f is injective, hence open by the Open
Mapping theorem, so that f(D) ⊂ IntD = D.
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Consider the sequence of the inverses {f−1
n }n≥0 ∈ Aut (D). Since D is bounded, then

Aut (D) is bounded, hence, by Montel’s theorem there exists a convergent subsequence
{f−1

nk
} which converges to g in O(D). It follows that

g′(f(z))f ′(z) = lim
k

(f−1
nk
◦ fnk)′(z) = 1 for any z ∈ D satisfying f(z) ∈ D.

Therefore, if f has constant value, necessarily ∈ D \D, whereas if f is injective, g cannot
be constant, hence it is injective and open, with g(D) ⊂ IntD = D. As

g ◦ f = lim
k

(f−1
nk
◦ fnk) = idD = lim

k
(fnk ◦ f−1

nk
) = f ◦ g

it follows that f (and g) is bijective.
If {fn}n≥0 ∈ Auta(D) is a sequence converging to f , then f(a) = limn fn(a) = a ∈ D,

hence f cannot have constant value 6∈ D. It follows that Auta(D) is closed in O(D).
Since it is also bounded, it is compact by Montel’s theorem. �

Problem 17. Let D ⊂ C be a domain ( i.e. non-empty, open and connected).

(a) For z0 ∈ D, let evz0 : O(D) −→ C, f 7→ f(z0) be the evaluation map. Show that
ev−1

z0
({0}) is a closed and maximal ideal of O(D) ( i.e. O(D) is the only ideal

which properly contains it).
(b) Let I ⊂ O(D) be an ideal. Show that the following are equivalent:

(i) I is closed and maximal;
(ii) I = {f ∈ O(D); f(z0) = 0} for some z0 ∈ D;

(iii) I = kerχ for a C-linear ring homomorphism χ : O(D) −→ C.
( Hint: show that z0 = χ(idD) ∈ D and χ = evz0.)

Solution. (a) The evaluation map is continuous for the topology of compact convergence
on O(D), hence ev−1

z0
({0}) ⊂ D is a closed subset, and one easily checks that this is

a proper ideal of O(D). Let I ⊂ O(D) be an ideal properly containing ev−1
z0

({0}) and
take f ∈ I such that f(z0) 6= 0. Then f(z) = f(z0) + (z − z0)g(z) for g ∈ O(D), hence
1 = f(z0)−1f(z0) = f(z0)−1 (f(z)− (z − z0)g(z)) ∈ I, so that I = O(D).

(b) (i) ⇒ (ii) By the main result of ideal theory for holomorphic functions (see [7,
Lectures 20,21]), every closed ideal is principal, hence I = gO(D) for some g ∈ O(D).
Since I is proper, g needs to have a zero z0 ∈ D, otherwise 1

g
∈ O(D) and I = 1

g
I =

1
g
gO(D) = O(D). It follows that I ⊂ {f ∈ O(D); f(z0) = 0} and equality holds by

maximality of I.

(ii) ⇒ (i) It follows from (a).

(ii) ⇒ (iii) One easily checks that evz0 : O(D) −→ C is a C-linear ring homomorphism,
hence {f ∈ O(D); f(z0) = 0} = ev−1

z0
({0}) = ker evz0 .

(iii) ⇒ (ii): Set z0 = χ(idD) ∈ C. Then χ(z − z0) = χ(idD) − z0 = 0, hence z0 ∈ D,
otherwise (z − z0)−1 ∈ O(D) and 1 = χ ((z − z0)−1(z − z0)) = χ(z − z0)−1χ(z − z0) = 0.

Let f ∈ O(D). Then f(z) = f(z0)+(z−z0)g(z) for g ∈ O(D), hence χ(f) = χ(f(z0))+
χ((z−z0))χ(g(z)) = f(z0) = evz0(f). It follows that kerχ = {f ∈ O(D); f(z0) = 0}. �

Problem 18. Set E = {|z| < 1} and ba(z) =

{
|a|
a

z−a
āz−1

if a ∈ E \ {0},
z if a = 0.
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(a) Show that for any a ∈ E, the map ba(z) defines a biholomorphism of E satisfying
ba(∂E) = ∂E.

(b) Prove that |ba(z)− 1| ≤ (1−|a|)(1+|z|)
1−|z| for any a, z ∈ E.

(c) Let {an}n∈N ⊂ E be a sequence such that the series
∑

n≥0(1 − |an|) converges.
Prove that the infinite product

∏
n≥0 ban(z) defines a holomorphic map f : E −→ E

having a zero at any an.

Solution. (a) If a = 0 there is nothing to prove. If a ∈ E \ {0}, then
∣∣∣ |a|a ∣∣∣ = 1 hence ba(z)

is a Möbius transformation which restricts to a conformal map E −→ E (see [7, Lecture
5]). It remains to prove that ba(∂E) = ∂E. We have

|ba(z)| = |z − a|
|āz − 1|

= 1 ⇐⇒ |z − a|2 = |āz − 1|2 ⇐⇒ (z − a)(z̄ − ā) = (1− āz)(1− z̄a).

This is equivalent to (1− |a|2)(1− |z|2) = 0, which holds iff |z| = 1, as |a| < 1.

(b) Let z ∈ E. If a = 0, then |z − 1| ≤ 1 + |z| ≤ 1+|z|
1−|z| . For a ∈ E \ {0}, we have

|ba(z)− 1| =
∣∣∣∣ |a|(z − a)− a(āz − 1)

a(āz − 1)

∣∣∣∣ =
(1− |a|) |(|a|z + a)|
|a| |(āz − 1)|

≤ (1− |a|)(1 + |z|)
1− |z|

since |āz − 1| ≥ 1− |āz| > 1− |z|.

(c) For any compact K ⊂ E, we have

‖ban(z)− 1‖K ≤ (1− |an|)
1 + ‖z‖K
1− ‖z‖K

by (b), as an ∈ E for any n ≥ 0. Since
∑

n≥1(1−|an|) < +∞, the series
∑

n≥1(ban(z)−1)
is normally convergent in O(E), hence

∏
n≥0 ban(z) defines a holomorphic map f ∈ O(E)

having a zero at any an (but not identically zero as none of its factors vanishes). By (a),
for any z ∈ E we have |f(z)| =

∏
n≥0 |ban(z)| ≤ 1, hence f(E) ⊂ E by the Open Mapping

Theorem, f being non-constant. �

Problem 19. Let T denote the right half-plane {Re z > 0} and E the unit disk {|z| < 1}.
(a) Show that t(z) = z−1

z+1
defines a conformal map t : T −→ E, and compute its inverse.

(b) Let d : T −→ N be a positive divisor and {an}n≥1 ⊂ C× a sequence such that
supp d = {an;n ≥ 1} and d(an) = cardinality of {ak; k ≥ 1, ak = an}.

Prove that the following are equivalent:
(i) d = (f) for a bounded function f ∈ O(T);

(ii) the series
∑

n≥1
Re an
|1+an|2 converges.

( Hint: use the Blaschke condition and the inequality 1
2
(1 − |w|2) ≤ 1 − |w| ≤

(1− |w|2) in E.)
(c) Let {rn}n≥1 ⊂ R>0 be a sequence with rn > 1 for any n ≥ 1 and such that∑

n≥1
1
rn

= +∞. Show that, if f ∈ O(T) is a bounded function such that f(rn) = 0
for any n ≥ 1, then f vanishes identically on T.
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Solution. (a) We know (see [7, Lecture 6]) that z 7→ 1
z

maps conformally {Rez > 1} onto

the open disk {|z− 1
2
| < 1

2
}. It follows that t(z) = z−1

z+1
defines a conformal map of T onto

E, as it may be decomposed into

T −→
a
{Rez > 1} −→

b
{|z − 1

2
| < 1

2
} −→

c
E

where b(z) = 1
z
, and a(z) = z + 1 and c(z) = 1− 2z are surjective affine transformations.

As t(z) is the Möbius transformation associated to the projective matrix

[
1 −1
1 1

]
,

t−1 : E −→ T is given by the Möbius transformation associated to the inverse projective

matrix

[
1 1
−1 1

]
, that is, t−1(z) = 1+z

1−z .

One may also proceed as follows: t(z) is a Möbius transformation, hence it defines a
conformal map of C \ {−1} onto C \ {1}, which sends simply connected open subsets to
simply connected open subsets. By a direct computation, one gets t(∂T) = ∂E \ {1} ⊂
∂E ⊂ ∂t(T). It follows that ∂t(T) = ∂E, hence t(T) = E. The determination of the
inverse follows also by an easy computation.

(b) The conformal map t : T −→ E induces a ring isomorphsim

O(T) −→ O(E), f 7→ f̃ = f ◦ t−1,

which sends bounded functions on T to bounded functions on E. Then (f) = d if and

only if (f̃) = d̃, where d̃ = d◦t−1 : E −→ N is a positive divisor. By the Blaschke condition,

this happens if and only if the series
∑

n≥1(1 − |t(an)|) converges, as d̃(t(an)) = d(an).
From the inequality in E

1

2
(1− |w|2) ≤ 1− |w| ≤ (1− |w|2),

it follows that the above series converges if and only if so does the series
∑

n≥1(1−|t(an)|2).
One then concludes, since for any z ∈ T

1− |t(z)|2 = 4
Re z

|1 + z|2
.

(c) Let f ∈ O(T) be a bounded function satifying f(rn) = 0 for any n ≥ 1. If f was
not identically zero, d = (f) would be a positive divisor. By (a), the series

∑
n≥1

rn
(1+rn)2

would converge, as a sub-series of
∑

n≥1
Re an
|1+an|2 , with {an}n≥1 ⊂ C× a sequence satisfying

supp d = {an;n ≥ 1} and d(an) = cardinality of {ak; ak = an, k ≥ 1}. But this is
impossible, as ∑

n≥1

rn
(1 + rn)2

≥ 1

4

∑
n≥1

1

rn
= +∞.

�

Problem 20. Consider the infinite product∏
n≥1

(1 + qnz) for q ∈ C

(a) Find the q’s for which the infinite product converges normally in O(C) to fq(z).
21



(b) For any q as in (a), show that
∏

n≥1, n odd(1 + qn) and
∏

n≥1, n odd(1 − qn)−1 may

be recovered as special values of fp(w) for some p and w. ( Hint: for the second
use (1 + qn)(1− qn) = (1− q2n).)

(c) For any q as in (a), show that fq(z) never vanishes in the unit disk E = {|z| < 1},
and compute ∂ log fq(0).

(d) For any q as in (a), compute the Taylor series of fq(z) at z = 0. ( Hint: use∏
n≥1(1 + qnz) = (1 + qz)

∏
n≥1(1 + qnqz).)

Solution. (a) The infinite product
∏

n≥1(1+qnz) converges normally in O(C) iff the series∑
n≥1 q

nz converges normally in O(C), and this happens iff |q| < 1. For any such q, set
fq(z) the entire function defined by the corresponding infinite product.

(b) Since
∏

n≥1(1 + qn) is convergent, so does
∏

n≥1, n odd(1 + qn) and, if q 6= 0, this

is equal to
∏

n≥1(1 + q2n−1) = fq2(q
−1) (note that, if |q| < 1, then |q2| < 1 and fq2 is

well-defined).

From (1 + qn)(1− qn) = (1− q2n), one has

k∏
n=1

(1+qn) =
1− q2

1− q
1− q4

1− q2

1− q6

1− q3

1− q8

1− q4
. . .

1− q2k

1− qk
=

k∏
n=1, n odd

(1−qn)−1

2k∏
n=k+1, n even

(1−qn).

As

lim
k−→+∞

2k∏
n=k+1

(1− qn) = lim
k−→+∞

∏
n≥k+1(1− qn)∏
n≥2k+1(1− qn)

=
1

1
,

we get fq(1) =
∏

n≥1, n odd(1− qn)−1.

(c) fq(z) = 0 iff one of the factors 1 + qnz = 0, i.e. z = −q−n for some n ≥ 1 if q 6= 0.
As |q| < 1, then | − q−n| = |q|−n > 1 for any n ≥ 1, so that fq(z) never vanishes in E.
One has

∂ log fq(z) =
∑
n≥1

∂ log(1 + qnz) =
∑
n≥1

qn

1 + qnz
,

whence

∂ log fq(0) =
∑
n≥1

qn =
1

1− q
− 1 =

q

1− q
.

(d) From
∏

n≥1(1 + qnz) = (1 + qz)
∏

n≥1(1 + qnqz), we get the functional equation

fq(z) = (1 + qz)fq(qz).

Let fq(z) =
∑

n≥0 anz
n be the Taylor series at z = 0. We have a0 = fq(0) = 1, and the

functional equation gives an = anq
n + qan−1q

n−1 for any n ≥ 1, i.e. an = qn

1−qnan−1. By

induction, one gets an = q1+2+···+n

(1−q)(1−q2)...(1−qn)
for any n ≥ 1. Whence

fq(z) = 1 +
∑
n≥1

q
n(n+1)

2

(1− q)(1− q2) . . . (1− qn)
zn.

�

Problem 21. Consider the infinite products∏
n≥1

(1 + (−1)nzn),
∏
n≥1

(1 + z2n−1).
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(a) Show that they converge normally in O(E) to never vanishing functions f(z) and
g(z). (Here E = {|z| < 1} denotes the unit disk.)

(b) Compute the product f(z)g(z) for any z ∈ E.

Solution. (a) The infinite products converge normally inO(E), since the series
∑

n≥1(−1)nzn

and
∑

n≥1 z
2n−1 converge normally in O(E). They define holomorphic functions f(z) and

g(z) on E, which never vanish, since none of their factors vanishes on E.

(b) From (1 + (−1)nzn)(1− (−1)nzn) = (1− z2n), one has

k∏
n=1

(1 + (−1)nzn) =

∏k
n=1(1− z2n)∏k

n=1(1− (−1)nzn)
.

It follows that

lim
k−→+∞

k∏
n=1

(1 + (−1)nzn)
k∏

n=1

(1 + z2n−1) = lim
k−→+∞

∏2k
n=1(1− (−1)nzn)∏k
n=1(1− (−1)nzn)

,

hence f(z)g(z) = 1 for any z ∈ E. �

Problem 22. (a) Prove that
∏

n≥1
(2n)2

(2n−1)(2n+1)
is convergent. Prove that

∏
n≥1

1+ 2z
2n−1

1+ 2z
2n+1

=

1 + 2z in O(B1(0)).

(b) Prove that z
∏

n≥1

(
1− z2

n2

)
is normally convergent to an entire function g(z), and

compute its zeros with multiplicities.
(c) Prove that g(z) satisfies the functional equation (0.1) in Problem 2. Deduce the

sine product sin(πz)
π

= z
∏

n≥1

(
1− z2

n2

)
. ( Hint: use (2n−1)(2n+1)

(2n)2

(
1− (2z)2

(2n−1)2

)
=

1+ 2z
2n−1

1+ 2z
2n+1

(
1− (z+ 1

2
)2

n2

)
.)

Solution. (a) The first infinite product is convergent, since

(2n)2

(2n− 1)(2n+ 1)
− 1 =

1

4n2 − 1
∼ 1

4n2
for n −→ +∞

with
∑

n≥1
1

4n2 < +∞.
For the second, we have

k∏
n≥1

1 + 2z
2n−1

1 + 2z
2n+1

=
1 + 2z

1 + 2z
3

1 + 2z
3

1 + 2z
5

. . .
1 + 2z

2k−1

1 + 2z
2k+1

=
1 + 2z

1 + 2z
2k+1

with
1+ 2z

2n−1

1+ 2z
2n+1

holomorphic in B1(0) for any n ≥ 1, hence we get

∏
n≥1

1 + 2z
2n−1

1 + 2z
2n+1

= lim
k−→+∞

1 + 2z

1 + 2z
2k+1

= 1 + 2z in O(B1(0)).

(b) For any compact K ⊂ C and any z ∈ K, we have∣∣∣∣1− z2

n2
− 1

∣∣∣∣ ≤ ‖z‖2
K

n2
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with
∑

n≥1
1
n2 < +∞, hence the infinite product is normally convergent in O(C). Since(

1− z2

n2

)
= 0 iff z = ±n for any n ≥ 1, it follows that g(z) = z

∏
n≥1

(
1− z2

n2

)
has zeros

exactly at the points z ∈ Z, all with multiplicity 1.

(c) Set λ =
∏

n≥1
(2n)2

(2n−1)(2n+1)
. By using normal convergence, we get

g(2z) = 2z
∏
n≥1

(
1− (2z)2

(2n)2

)∏
n≥1

(
1− (2z)2

(2n− 1)2

)
= 2g(z)

∏
n≥1

(
1− (2z)2

(2n− 1)2

)
= 2g(z)λ

∏
n≥1

(2n− 1)(2n+ 1)

(2n)2

(
1− (2z)2

(2n− 1)2

)

= 2g(z)λ
∏
n≥1

1 + 2z
2n−1

1 + 2z
2n+1

(
1−

(z + 1
2
)2

n2

)

= 2g(z)λ(1 + 2z)
∏
n≥1

(
1−

(z + 1
2
)2

n2

)
= 4λg(z)g

(
z +

1

2

)
Hence g satisfies the functional equation (0.1) in Problem 2 with c = 1

4λ
.

As g is entire and odd, from (0.1) it follows that g(z) = 1
2λ

sin(πz). Finally, since

1 = lim
z−→0

sin(πz)

πz
= lim

z−→0

2λg(z)

πz
=

2λ

π

we get λ = π
2

(Wallis’ formula).
�

Problem 23. Consider the infinite product
∏∞

n=−∞
(
1 + z

n−λ

)
e−

z
n−λ with λ ∈ C \ Z.

(a) Prove that |(1− z)ez − 1| ≤ |z|2 for |z| < 1.
(b) Show that infinite product converges normally in O(C) to a function fλ(z) having

a zero at n+ λ for any n ∈ Z.
(c) Find α > 0 and β ∈ C such that sin(α(z + β)) and fλ(z) define the same divisor.
(d) For α, β as in (c), find explicitly a function vλ(z) such that sin(α(z + β)) =

evλ(z)fλ(z).

Solution. (a) For any |z| < 1, we have

|(1− z)ez − 1| =

∣∣∣∣∣∑
n≥0

zn

n!
−
∑
n≥0

zn+1

n!
− 1

∣∣∣∣∣ ≤∑
n≥2

(
1

(n− 1)!
− 1

n!

)
|z|n = |z|2,

as the series
∑

n≥2

(
1

(n−1)!
− 1

n!

)
telescopes to 1. (See Problem 27 (a).)

(b) For any compact K ⊂ C, take nK ∈ N such that nK − |λ| > ‖z‖K . Then for any

z ∈ K and |n| ≥ nK , we have
∣∣ z
n−λ

∣∣ ≤ |z|
|n|−|λ| ≤

‖z‖K
nK−|λ|

< 1, hence by (a)∣∣∣∣(1 +
z

n− λ

)
e−

z
n−λ − 1

∣∣∣∣ ≤ ∣∣∣∣ z

n− λ

∣∣∣∣2 ≤ ‖z‖2
K

(|n| − |λ|)2
.
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Since
∑
|n|≥1

1
(|n|−|λ|)2 < +∞, the series

∑
|n|≥1

∥∥∥(1 + z
n−λ

)
e−

z
n−λ − 1

∥∥∥
K

is convergent,

hence
∏∞

n=−∞
(
1 + z

n−λ

)
e−

z
n−λ defines an entire holomorphic map fλ(z), which has a zero

at n+ λ for any n ∈ Z.

(c) The zeros of fλ(z) are all simple, as well as those of sin(α(z + β)) for α > 0. It
follows that they define the same divisor if and only if sin(α(n + λ + β)) = 0 for any
n ∈ Z, for some α > 0 and β ∈ C, that is, iff α = π and β = −λ.

(d) Clearly, since sin(π(z − λ)) and fλ(z) have the same divisor and C is simply con-
nected, there exist a function vλ(z) such that sin(π(z − λ)) = evλ(z)fλ(z). To find it
explicitly, by taking ∂ log of the previous equality, we get

π cot(π(z − λ)) = v′λ(z) +
∞∑

n=−∞

(
1

n−λ

1 + z
n−λ
− 1

n− λ

)

= v′λ(z) +
∞∑

n=−∞

(
1

z + n− λ
− 1

n− λ

)

= v′λ(z) + p.v.
∞∑

n=−∞

1

z − λ+ n
− p.v.

∞∑
n=−∞

1

−λ+ n

= v′λ(z) + π cot(π(z − λ))− π cot(−πλ)

that is, v′λ(z) = π cot(−πλ). It follows that vλ(z) = π cot(−πλ)z + c for some c ∈ C.
Since fλ(z) = 1, we get sin(−πλ) = evλ(0) = ec, hence c = log(sin(−πλ)). �

Problem 24. Let {an}n∈N ⊂ C be a sequence of bounded variation, i.e. satisfying∑
n≥0 |an+1 − an| < +∞.

(a) Show that the series
∑

n≥0 anz
n converges normally in O(E) to a function f .

(b) Suppose a0 = a1 = 1 and set a =
∑

n≥0 |an+1− an| and E(z) = (1− z)f(z). Show

that |E(z)− 1| ≤ a|z|2 for any z ∈ E.
(c) In the situation of (b), suppose moreover that f extends analytically in C. Show

that
∏

n≥1E( z
n
) converges normally in O(C) to an holomorphic function g having

a zero at any n ≥ 1.
(d) Set an = 1

n!
. Show that the sequence {an}n∈N is of bounded variation. Then prove

that zg(z)g(−z) = sin(πz)
π

and compute g(−1).

Solution. (a) For any k ≥ 1 we have

|ak| = |a0 +
k−1∑
n=0

(an+1 − an)| ≤ |a0|+
k−1∑
n=0

|an+1 − an| ≤ |a0|+
∑
n≥0

|an+1 − an|,

hence {an}n∈N is a bounded sequence. (In fact, in the same way one may prove that
{an}n∈N is a Cauchy sequence, hence convergent.)

For any compact K ⊂ E and any n ≥ 0 we get ‖anzn‖K = |an| ‖z‖nK ≤ cost. ‖z‖nK .
Since

∑
n≥0 ‖z‖

n
K < +∞, the series

∑
n≥0 anz

n converges normally in O(E).
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(b) For z ∈ E, we have

E(z) = (1− z)f(z) =
∑
n≥0

anz
n −

∑
n≥1

an−1z
n = a0 +

∑
n≥1

(an − an−1)zn.

Since a0 = a1 = 1 and |z| < 1, we get

|E(z)− 1| =

∣∣∣∣∣∑
n≥2

(an − an−1)zn

∣∣∣∣∣ ≤∑
n≥2

|an − an−1||z|n ≤ a|z|2.

(c) Since f extends analytically on C, E( z
n
) ∈ O(C) for any n ∈ N. For a compact

K ⊂ C, take nK ∈ N such that nK > ‖z‖K . Then for any z ∈ K and n ≥ nK , we have∣∣ z
n

∣∣ < 1, hence by (b) ∣∣∣E ( z
n

)
− 1
∣∣∣ ≤ a

∣∣∣ z
n

∣∣∣2 ≤ a
‖z‖2

K

n2
.

Since
∑

n≥nK
1
n2 < +∞, the series

∑
n≥nK

∥∥E( z
n
)− 1

∥∥
K

converges. It follows that the
infinite product

∏
n≥1E( z

n
) converges normally in O(C) to a function g.

Since E( z
n
) = 0 if z = n, it follows that any n ≥ 1 is a zero of g.

(d) As the sequence { 1
n!
}n∈N is decreasing, we get a telescoping series∑

n≥0

∣∣∣∣ 1

(n+ 1)!
− 1

n!

∣∣∣∣ =
∑
n≥0

(
1

n!
− 1

(n+ 1)!

)
= 1.

For an = 1
n!

, we have f(z) = ez, hence

g(z) =
∏
n≥1

(
1− z

n

)
e
z
n .

By using the sine product, we get

zg(z)g(−z) = z
∏
n≥1

(
1− z

n

)
e
z
n

∏
n≥1

(
1 +

z

n

)
e−

z
n = z

∏
n≥1

(
1− z2

n2

)
=

sin(πz)

π
.

Note that

g(−z) =
∆(z)

zeγz

where ∆(z) is the Weierstrass Delta function and γ the Euler-Mascheroni constant, hence

g(−1) =
∏
n≥1

(
1 +

1

n

)
e−

1
n =

∆(1)

eγ
= e−γ.

In order to prove the above equality directly, one uses the following computation

log g(−1) =
∑
n≥1

(
log

(
1 +

1

n

)
− 1

n

)

=−
∞∑
n=1

(
1

n
+ log n− log(n+ 1)

)

=− lim
n−→+∞

(
n∑
k=1

1

k
− log(n+ 1)

)
= −γ

�
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Problem 25. (a) Let f ∈ O(C) satisfy f(0) = 1 and f ′(0) = 0. Show that
∏

n≥1 f( z
n
)

converges normally in O(C).
(b) Let f(z) be the analytic continuation of sinπz

πz
on C. Show that

∏
n≥1 f( z

2n−1
)

converges normally in O(C) to a function g and compute the divisor (g).
(c) Prove that g(z) =

∏
n≥1 cos(πz

2n
). ( Hint: use the sine product)

Solution. (a) The function f(z) − 1 has a zero of order ≥ 2 in 0, hence we may write
f(z) − 1 = a(z)z2 for a ∈ O(C). For a compact K ⊂ C, take nK ∈ N such that
nK ≥ ‖z‖K . Then for any z ∈ K and n ≥ nK , we have | z

n
| ≤ 1 and∣∣∣f ( z

n

)
− 1
∣∣∣ =

∣∣∣a( z
n

)∣∣∣ ∣∣∣ z
n

∣∣∣2 ≤ ‖a‖E ‖z‖2
K

1

n2
.

Since
∑

n≥nK
1
n2 < +∞, the series

∑
n≥nK

∥∥f( z
n
)− 1

∥∥
K

converges. It follows that the
infinite product

∏
n≥1 f( z

n
) converges normally in O(C).

(b) Since f(0) = 1 and f ′(0) = 0, by (a)
∏

n≥1 f( z
2n−1

) converges normally in O(C)
to a function g. Since f(z) has a first order zero at any non-zero integer, g(z) = 0 iff
z ∈ (2n− 1)Z \ {0} for some integer n ≥ 1. It follows that

(g)(z) =

{
#{positive odd integers which divide z} if z ∈ Z \ {0},
0 otherwise.

(c) For any n ≥ 1 and z 6= 0, the sine product formula gives

sin
(
π z

2n−1

)
π z

2n−1

=
∏
m≥1

(
1−

(
z

2n−1

)2

m2

)
=
∏
m≥1

(
1−

(
z
m

)2

(2n− 1)2

)
hence for any z 6= 0 we get∏

n≥1

f

(
z

2n− 1

)
=
∏
n≥1

sin
(
π z

2n−1

)
π z

2n−1

=
∏
n,m≥1

(
1−

(
z
m

)2

(2n− 1)2

)
.

The result follows by recalling that for any m ≥ 1∏
n≥1

(
1−

4
(
z

2m

)2

(2n− 1)2

)
= cos

(
π
z

2m

)
(see [7, Lecture 14]), and by the uniqueness theorem.

Note that one can also use directly the formula

cos
(
π
z

2m

)
=

sin
(
π z

2n−1

)
2 sin

(
π z

2m

) .
�

Problem 26. For n ∈ N, set En(z) = (1 − z)epn(z) with pn(z) = z + z2

2
+ · · · + zn

n
for

n ≥ 1 and p0(z) = 0.

(a) Show that −E′n(z)
zn

extends to an entire function Fn(z) satisfying |Fn(z)| ≤ Fn(|z|).
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(b) Prove that

|En(z)− 1| ≤ |z|n+1

∫ 1

0

tnFn(t|z|)dt

for any z ∈ C and deduce that |En(z)− 1| ≤ |z|n+1 if |z| ≤ 1.
(c) Let {an}n≥0 ⊂ C× be a sequence satisfying limn−→∞ |an| = +∞. Show that for

any choice of a sequence {kn}n≥0 ⊂ N satisfying
∑

n≥0

(
r
|an|

)kn+1

< +∞ for

any r > 0, the infinite product
∏

n≥0Ekn

(
z
an

)
converges normally in O(C) to a

function having a zero at any an.
(d) Show that

∏
n≥0

(
1− z

2n

)
converges normally in O(C) to a function f satisfying

f(z) = (1− z)f( z
2
).

(e) Let g be an entire function satisfying g(z) = (1− z)g( z
2
) and g(0) 6= 0. Show that

g = g(0)f .

Solution. (a) We have E ′n(z) = −znepn(z), hence Fn(z) = epn(z) and

|Fn(z)| = eRe(pn(z)) ≤ e|pn(z)| ≤ Fn(|z|)

(b) Since En(0) = 1, we get

|En(z)− 1| =
∣∣∣∣∫

[0,z]

E ′n(w)dw

∣∣∣∣ ≤ |z|n+1

∫ 1

0

tn|Fn(tz)|dt ≤ |z|n+1

∫ 1

0

tnFn(t|z|)dt

For |z| ≤ 1, we have Fn(t|z|) ≤ Fn(t) for any t ≥ 0, hence

|En(z)− 1| ≤ |z|n+1

∫ 1

0

tnFn(t)dt = |z|n+1

∫ 1

0

−E ′n(t)dt = |z|n+1

as En(1) = 0.

(c) For a compact K ⊂ C, take nK ∈ N such that |anK | ≥ ‖z‖K . Then for any z ∈ K
and n ≥ nK , we have | z

an
| ≤ 1. By (b) we get for any kn ∈ N∣∣∣∣Ekn ( z

an

)
− 1

∣∣∣∣ ≤ ∣∣∣∣ zan
∣∣∣∣kn+1

≤
(
‖z‖K
|an|

)kn+1

Since
∑

n≥nK

(
‖z‖K
|an|

)kn+1

< +∞, the series
∑

n≥nK

∥∥∥Ekn( z
an

)− 1
∥∥∥
K

converges. It follows

that the infinite product
∏

n≥0Ekn

(
z
an

)
converges normally in O(C) to a function having

a zero at any an .

(d) Since limn−→∞ 2n = +∞ and
∑

n≥0
1

2n
< +∞, we may chose kn = 0 for any n ∈ N.

As E0(z) = 1− z, it follows by (c) that
∏

n≥0

(
1− z

2n

)
converges normally in O(C) to a

function f satisfying

f(z) = (1− z)
∏
n≥1

(
1− z

2n

)
= (1− z)f

(z
2

)
(e) By induction, g must satisfy for any n ∈ N

g(z) =
n∏
k=0

(
1− z

2k

)
g
( z

2n+1

)
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By taking n −→ +∞, we get

g(z) =
∏
n≥0

(
1− z

2n

)
g(0)

�

Problem 27. Set E(z) = (1− z)ez for any z ∈ C.

(a) Show that |E(z)− 1| ≤ |z|2 for any |z| ≤ 1.
(b) Show that the infinite products∏

n≥1

E
(
− z

2n

)
and

∏
n≥0

E

(
z

2n+ 1

)
converge normally in O(C) to functions a(z) and b(z), respectively.

(c) Show that for any z ∈ C

za(z)b(z) = 2z+1
√
π∆
(z

2

)
∆

(
1− z

2

)
where ∆ is the Weierstress’ Delta function. ( Hint: use the duplication formula)

(d) Show that

a(z)b(z) = 2z
∏
n≥1

(
1 + (−1)n

z

n

)
where the infinite product is convergent (not normally convergent!) in O(C).
Express the value of

∏
n≥1

(
1 + (−1)n z

n

)
in term of the Gamma function.

Solution. (a) This is a particular case of Problem 4 (b) and of Problem [?] (b). Choos-
ing for example the first method, we have for any |z| ≤ 1

|E(z)−1| = |ez−zez−1| =

∣∣∣∣∣∑
n≥2

(
1

n!
− 1

(n− 1)!

)
zn

∣∣∣∣∣ ≤∑
n≥2

(
1

(n− 1)!
− 1

n!

)
|z|n = |z|2,

as the series
∑

n≥2

(
1

(n−1)!
− 1

n!

)
telescopes to 1.

(b) For a compact K ⊂ C, take nK ∈ N such that 2nK > ‖z‖K . Then for any z ∈ K
and n ≥ nK , we have | z

2n+1
| < | z

2n
| < 1, hence by (a)∣∣∣E (− z

2n

)
− 1
∣∣∣ ≤ ∣∣∣ z

2n

∣∣∣2 ≤ ‖z‖2
K

(2n)2
and

∣∣∣∣E ( z

2n+ 1

)
− 1

∣∣∣∣ ≤ ∣∣∣∣ z

2n+ 1

∣∣∣∣2 ≤ ‖z‖2
K

(2n+ 1)2

Since
∑

n≥nK
1
n2 < +∞, the series

∑
n≥nK

∥∥E(− z
2n

)− 1
∥∥
K

and
∑

n≥nK

∥∥E( z
2n+1

)− 1
∥∥
K

converge. It follows that the infinite products
∏

n≥1E
(
− z

2n

)
and

∏
n≥0E

(
z

2n+1

)
con-

verge normally in O(C) to functions a(z) and b(z), respectively.

(c) Recall that ∆(z) = zeγzG(z) with γ the Euler-Mascheroni’s constant and

G(z) =
∏
n≥1

(
1 +

z

n

)
e−

z
n

The duplication formula for the Gamma function in terms of ∆ reads as

∆(2z) =

√
π

22z−1
∆

(
z +

1

2

)
∆(z)
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From this, one gets

√
π2z+1∆

(
−z

2
+

1

2

)
∆
(z

2

)
=

∆(−z)

∆
(
− z

2

)∆
(z

2

)
=
zG(−z)

G
(
− z

2

)G(z
2

)
= za(z)b(z)

(d) One has

a(z)b(z) = lim
k−→+∞

(1− z)
k∏

n=1

(
1 +

z

2n

)(
1− z

2n+ 1

)
ez(

1
2n+1

− 1
2n)

= lim
k−→+∞

ez
∑2k+1
n=1 (−1)n 1

n

2k+1∏
n=1

(
1 + (−1)n

z

n

)
= ez log 2

∏
n≥1

(
1 + (−1)n

z

n

)
By (c), one has

z2z
∏
n≥1

(
1 + (−1)n

z

n

)
= 2z+1

√
π∆
(z

2

)
∆

(
1− z

2

)
Recalling that Γ(z) = 1

∆(z)
, one finally gets∏

n≥1

(
1 + (−1)n

z

n

)
=

2
√
π

zΓ
(
z
2

)
Γ
(

1−z
2

) =

√
π

Γ
(
1 + z

2

)
Γ
(

1−z
2

)
�

Problem 28. Consider the infinite product∏
n≥1

(
n

n+ 1

)z (
1 +

z

n

)
(a) Show that it converges normally in O(C) to a function f(z).
(b) Show that f(z) = ∆(z + 1), where ∆ denotes the Weierstress’ Delta function.

Solution. (a) Set

fn(z) =

(
n

n+ 1

)z (
1 +

z

n

)
= e−z log(1+ 1

n)
(

1 +
z

n

)
Then by the mean value theorem, for any r > 0 and z ∈ Br(0) we have

|fn(z)− 1| = |fn(z)− fn(0)| ≤ ‖f ′n‖[0,z] |z|

≤ er log(1+ 1
n)r

∥∥∥∥ 1

n
− log

(
1 +

1

n

)(
1 +

z

n

)∥∥∥∥
Br(0)

For n −→ +∞, we have log
(
1 + 1

n

)
= 1

n
− 1

2
1
n2 +o( 1

n2 ), hence the right hand term is ∼ Cr
1
n2

for a constant Cr depending on r. Since
∑

n≥1
1
n2 < +∞, the series

∑
n≥1 ‖fn(z)− 1‖Br(0)

converges. It follows that the infinite product
∏

n≥1

(
n
n+1

)z (
1 + z

n

)
converges normally

in O(C) to a function f(z).

(b) Recall that ∆(z) = zeγzG(z) with γ = limk−→∞
(∑k

n=1
1
n
− log k

)
the Euler-

Mascheroni’s constant and

G(z) =
∏
n≥1

(
1 +

z

n

)
e−

z
n
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Thanks to functional equation ∆(z) = z∆(z + 1), it is enough to prove that f(z) =
eγzG(z). As

e−
z
n = e−

z
n

+z log(1+ 1
n)
(

1 +
1

n

)−z
= ez[−

1
n
−logn+log(n+1)]

(
n

n+ 1

)z
we get

eγzG(z) = lim
k−→+∞

eγz
k∏

n≥1

(
1 +

z

n

)
e−

z
n

= lim
k−→+∞

ez[γ−
∑k
n=1

1
n

+log(k+1)]
k∏

n≥1

(
1 +

z

n

)( n

n+ 1

)z

= lim
k−→+∞

ez[γ−(
∑k
n=1

1
n
−log k)+log(1+ 1

k)]
k∏

n≥1

(
1 +

z

n

)( n

n+ 1

)z
= f(z)

Note that one can also use Gauss’ product formula

∆(z) = lim
n−→+∞

z(z + 1) . . . (z + n)

n!nz

�

Problem 29. Let Γ(z) denote the Gamma function.

(a) Show that Γ(z + n) ∼ nzΓ(n) for n −→ +∞ and any z ∈ C \ Z≤0.
(b) Let f ∈ O({Rez > 0}) satisfy f(z + 1) = zf(z) and f(z + n) ∼ nzf(n) for

n −→ +∞. Show that f(z) = f(1)Γ(z).

Solution. 22 (a) For any z ∈ C \ Z≤0, we have

lim
n−→+∞

Γ(z + n)

nzΓ(n)
= lim

n−→+∞

Γ(z + n+ 1)

(n+ 1)zΓ(n+ 1)
= lim

n−→+∞

(z + n) . . . (z + 1)zΓ(z)

(1 + 1
n
)znzn!

= 1

by the Gauss product representation

1

Γ(z)
= lim

n−→∞
z(z + 1) . . . (z + n)

n!nz
.

(b) The functional equation f(z+1) = zf(z) allows to analytically extend the function

g(z) = f(z)
Γ(z)

to an entire function, also denoted by g, satisfying g(z + 1) = g(z). We have

g(z)

g(1)
=
g(z + n)

g(n)
= lim

n−→∞
g(z + n)

g(n)
= lim

n−→∞
f(z + n)

nzf(n)

nzΓ(n)

Γ(z + n)
= 1

by (a) and limn−→+∞
f(z+n)
nzf(n)

= 1, hence g is constant, i.e. f(z)
Γ(z)

= f(1). �

Problem 30. (a) Find all α ∈ C for which fα(z) =
∫ +∞

0
(1− e−zt)t−α−1dt defines an

holomorphic function on {Rez > 0}.
(b) For all α ∈ C as in (a), compute explicitly f ′α(z). Derive the explicit value of

fα(z).

(c) For any α ∈ C as in (a), prove that fα(z) ∼ −Γ(−α)Γ(α+z)
Γ(z)

for z −→∞. ( Hint: use

the Stirling formula.)
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Solution. (a) Take a compact K ⊂ {Rez > 0}. For t −→ 0+ we have∥∥(1− e−zt)t−α−1
∥∥
K

=
∥∥1− e−zt

∥∥
K
t−Re α−1 ∼ ‖z‖K t

−Re α

hence
∫ 1

0
‖(1− e−zt)t−α−1‖K dt < +∞ if and only if Re α < 1.

For t −→ +∞ we have ∥∥1− e−zt
∥∥
K
t−Re α−1 ∼ t−Re α−1

hence
∫ +∞

1
‖(1− e−zt)t−α−1‖K dt < +∞ if and only if Re α > 0. From a known theorem

(see [7, Lecture 10]), it follows that fα(z) defines an holomorphic function on {Rez > 0}
if and only if Re α ∈ ]0, 1[.

(b) For Re α ∈ ]0, 1[ and z ∈ {Rez > 0} we have

f ′α(z) =

∫ +∞

0

e−ztt−αdt = L(t−α)(z) = zα−1Γ(1− α)

where L stands for the Laplace transform (for the computation, see [7, Lecture 23]). It
follows that

fα(z) =

∫
[1,z]

f ′α(w)dw + fα(1) = −Γ(−α)zα + Γ(−α) + fα(1)

By a direct computation, we get fα(1) =
∫ +∞

0
(1− e−t)t−α−1dt = −Γ(−α), hence fα(z) =

−Γ(−α)zα.

(c) It is enough to prove that

lim
z−→∞

zαΓ(z)

Γ(z + α)
= 1

By the Stirling formula (see [5, XIV.2]), we have Γ(z) =
√

2πzz−
1
2 e−zeµ(z) with limz−→∞ µ(z) =

0. It follows that for z −→∞

zα
√

2πzz−
1
2 e−zeµ(z)

√
2π(z + α)z+α−

1
2 e−(z+α)eµ(z+α)

∼ zαzz−
1
2

(z + α)z+α−
1
2 e−α

∼
(

1 +
α

z

)−z (
1 +

α

z

) 1
2
−α
eα ∼ 1

�

Problem 31. Let f ∈ C∞(R) be a Schwartz function, that is, supt∈R |tmf (l)(t)| < +∞
for any m, l ∈ N.

(a) Show that
∫ +∞

0
f(t)tz−1dt defines an holomorphic function Γf (z) on {Rez > 0}.

(b) Prove that Γf (z) extends analytically to a meromorphic function on C with at
most simple poles.( Hint: integrate by parts.)

(c) Assume that f extends to an holomorphic function on a disc Br(0) for some r > 1.
Find an explicit partial fraction decomposition for Γf (z) on C.

(d) Let ∆(z) denote the Weierstrass’ Delta function. Show that ∆(z)Γf (z) extends to
an entire function and compute its value at any k ∈ Z≤0.

(e) Set f(t) = e−t
2
. Prove that Γf (2z) = 2z√

π
Γf (z)Γf (z + 1).
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Solution. (a) For a compact K ⊂ {Rez > 0}, set ρK = maxKRez > 0 and µK =
minKRez > 0. Then for any t > 0, we have∥∥f(t)tz−1

∥∥
K

= |f(t)|max
z∈K

tRez−1 =

{
|f(t)|tρK−1 if t > 1

|f(t)|tµK−1 if 0 < t ≤ 1

≤ mK(t) =

{
supt∈R

(
|f(t)|t[ρK ]+2

)
t−2 = Ct−2 if t > 1

supt∈R (|f(t)|) tµK−1 = DtµK−1 if 0 < t ≤ 1.

(here [·] denotes the integral part, and C,D positive constant). Since f(t)tz−1 is continu-

ous in R>0 × {Rez > 0} and holomorphic in z, and
∫ +∞

0
mK(t) dt < +∞, it follows that

the given integral defines an holomorphic function Γf (z) on {Rez > 0}.
(b) Note first that for any m, l ∈ N and t > 0, Rez > −n we have

|f (l)(t)tz+n| = |f (l)(t)|tRez+n ≤

{
supt∈R

(
|f (l)(t)|t[Rez]+n+2

)
t−1 −→ 0 as t −→ +∞

supt∈R
(
|f (l)(t)|

)
tRez+n −→ 0 as t −→ 0+

By integrating by parts, we get

Γf (z) =

∫ +∞

0

f(t)tz−1dt =
1

z
f(t)tz|+∞0 − 1

z

∫ +∞

0

f ′(t)tzdt = −1

z

∫ +∞

0

f ′(t)tzdt

and the right-hand side defines an holomorphic function on {Rez > −1} \ {0}. By
iterating, we get

Γf (z) =
(−1)n

z(z + 1) . . . (z + n)

∫ +∞

0

f (n+1)(t)tz+ndt

which defines an holomorphic function on {Rez > −n−1}\{0,−1, . . . ,−n}. This allows
to analytically extend Γf to a meromorphic function on C with at most simple poles at
any k ∈ Z≤0.

(c) From the computation in (a), it follows that Gf (z) =
∫ +∞

1
f(t)tz−1dt is entire, as

mK(t) does not depend on K for t > 1. As f extends to an holomorphic function on a

disc Br(0) with r > 1, we may consider its Taylor series
∑

n≥0
f (n)(0)
n!

tnat t = 0. Then we
get the following partial fraction decomposition

Γf (z) =

∫ 1

0

f(t)tz−1dt+Gf (z)

=

∫ 1

0

∑
n≥0

f (n)(0)

n!
tz+n−1dt+Gf (z)

=
∑
n≥0

f (n)(0)

n!

∫ 1

0

tz+n−1dt+Gf (z) =
∑
n≥0

f (n)(0)

n!

1

z + n
+Gf (z).

where we have used that the series is normally convergent in [0, 1].

(d) Take k = −n ∈ Z≤0. Then Γf (z) has at most a simple pole at −n by (b), whereas
∆(−n) = 0. It follows that −n is a removable singularity for ∆(z)Γf (z). Moreover

lim
z−→−n∆(z)Γf (z) = lim

z−→−n
Γf (z)

Γ(z)
=
res−nΓf (z)

res−nΓ(z)
=

f (n)(0)
n!

(−1)n

n!

= (−1)nf (n)(0)

where the residue of Γf (z) at −n follows from (c), or from (b) by a direct computation.
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(e) One easily checks that f(t) = e−t
2

is a Schwartz function, and one has

Γf (2z) =

∫ +∞

0

e−t
2

t2z−1dt =
1

2

∫ +∞

0

e−ssz−1ds =
1

2
Γ(z)

by change of variable t =
√
s. Then the formula to prove follows directly form Legendre’s

duplication formula

Γ
(z

2

)
Γ

(
z + 1

2

)
=

√
π

2z−1
Γ(z).

�

Problem 32. Let γ the path in C \ {0, 1} drawn below

(the left dot corresponds to 0 and the right one to 1). Set f(ζ, z, w) = ζz−1(1− ζ)w−1.

(a) Prove that f(·, z, w) defines a continuos function on |γ| for any z, w ∈ C. Deduce
that

F (z, w) =

∫
γ

f(ζ, z, w) dζ

defines an entire function in each argument.
(b) Prove that

Γ(z + w)F (z, w) = (1− e2πiz)Γ(z)(1− e2πiw)Γ(w)

as meromorphic functions on C. ( Hint: prove the equality for Rez,Rew > 0.)

Solution. (a) Choose arguments for ζ and 1− ζ, and take P ∈ |γ|, say P = γ(a) = γ(b)
for a parametrization γ : [a, b] −→ C. As f(ζ, z, w) changes by a factor e2πiz (resp. e2πiw)
when arg ζ (resp. arg(1 − ζ)) is increased by 2π, and the path circled 0 and 1 twice in
opposite directions, the value of f(γ(b), z, w) is the same as that of f(γ(a), z, w). Hence
f(·, z, w) defines a continuous function on |γ| for any z, w ∈ C.

Since the integral exists for any z, w ∈ C and f(ζ, z, w) is holomorphic both in z and w,
by a theorem on functions defined by integral along a path (see [7, Lecture 10]), F (z, w)
is entire on each argument.

(b) For Rez,Rew > 0, we have

Γ(z)Γ(w)

Γ(z + w)
= B(z, w) =

∫ 1

0

tz−1(1− t)w−1dt;

by the identity principle is thus enough to prove that

F (z, w) = (1− e2πiz)(1− e2πiw)

∫ 1

0

tz−1(1− t)w−1dt

for Rez,Rew > 0. As f defines an holomorphic function on C deprived by two half-lines
(depending on the choice of the arguments) of initial points 0 and 1, we may deform γ to
a path made by four straight line segments γi, i = 1, 2, 3, 4 along the real axis, two circles
δi, i = 1, 2 around 0 and two circles δi, i = 3, 4 around 1, without changing the integral.

Since Rez,Rew > 0, for any i = 1, 2, 3, 4 we have∣∣∣∣∫
δi

ζz−1(1− ζ)w−1 dζ

∣∣∣∣ ≤ ∫
δi

|ζ|Rez−1|1− ζ|Rew−1 d|ζ| −→ 0
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as the radius of δi tends to 0. Whence, by letting the length of the γi’s tend to 1 and by
taking into account the appearing factors e±2πiz and e±2πiw, we get

F (z, w) =

∫
γ1

f(ζ, z, w) dζ + e2πiw

∫
γ2

f(ζ, z, w) dζ

+ e2πize2πiw

∫
γ3

f(ζ, z, w) dζ + e2πiz

∫
γ4

f(ζ, z, w) dζ

=

∫ 1

0

tz−1(1− t)w−1dt− e2πiw

∫ 1

0

tz−1(1− t)w−1dt

+ e2πize2πiw

∫ 1

0

tz−1(1− t)w−1dt− e2πiz

∫ 1

0

tz−1(1− t)w−1dt

=(1− e2πiz)(1− e2πiw)

∫ 1

0

tz−1(1− t)w−1dt.

�

Problem 33. Consider the double sided series
∑

n∈Z
1

(z+n)k
for k ∈ N.

(a) Prove that for any k ≥ 2, the series converges normally to a meromorphic function
εk(z) on C, periodic of period 1 and having a pole of order k at any n ∈ Z.

(b) Show that εk(z) = (−1)k

(k−1)!
∂

(k−2)
z

π2

sin2(πz)
for any k ≥ 2.

(c) Show that εk(z) = (−1)k

(k−1)!
(2πi)k

∑
n≥1 n

k−1e2πinz in {Im z > 0}, with normal con-

vergence. ( Hint: one has π cot(πz) = πi e
2πiz+1
e2πiz−1

= . . . )

(d) Show that εk(z) = 1
zk

+ (−1)k2
∑

2n≥k
(

2n−1
k−1

)
ζ(2n)z2n−k for |z| < 1.

(e) Show that (n+ 1
2
)ζ(2n) =

∑
k+l=n ζ(2k)ζ(2l) for any n ≥ 2. ( Hint: use π2

sin2(πz)
=

π2(cot2(πz) + 1).)

Solution. (a) For any compact K ⊂ C, set mK = ‖z‖K . Then for any k ≥ 1 and any
n > mK , one has∥∥∥∥ 1

(z ± n)k

∥∥∥∥
K

= supz∈K
1

|z ± n|k
≤ supz∈K

1

||z| − n|k
≤ 1

(n−mK)k
.

with 1
(z±n)k

having no pole in K. Since
∑

n>mK
1

(n−mK)k
< +∞ for any k ≥ 2, it follows

that the series ∑
n∈Z

1

(z + n)k
=
∑
n≥0

1

(z + n)k
+
∑
n≥1

1

(z − n)k

converges normally to a meromorphic function εk(z) on C, which has a pole of order k at
any n ∈ Z. One has εk(z + 1) =

∑
n∈Z

1
(z+1+n)k

= εk(z) by rearranging the terms.

(b) Since the series
∑

n∈Z
1

(z+n)k
is normally convergent we may derive term by term,

hence ∂zεk(z) = −kεk+1(z) for any k ≥ 2, so that εk(z) = (−1)k

(k−1)!
∂

(k−2)
z ε2(z). It remains to

prove that ε2(z) = π2

sin2(πz)
. Fort this, it is enough to apply differentiation to both sides of

the Mittag-Leffler’s partial fractions decomposition

π cot(πz) =
1

z
+

∑
n∈Z\{0}

[
1

z + n
+

1

n

]
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(the series being normally convergent).

(c) For z ∈ {Im z > 0}, we have |e2πiz| = e−2πIm z < 1, hence

π cot(πz) = πi
e2πiz + 1

e2πiz − 1
= πi

(
1− 2

1− e2πiz

)
= πi− 2πi

∑
n≥0

e2πinz

(with normal convergence). By applying differentiation to both sides, we get π2

sin2(πz)
=

(2πi)2
∑

n≥1 ne
2πinz and we conclude by using (b).

(d) Since z = 0 is the unique pole of εk(z) in E, and it is of order k with principal part
1
zk

, the holomorphic function εk(z) − 1
zk

admits a Taylor series in E centered at z = 0,

i.e. εk(z) = 1
zk

+
∑

m≥0 amz
m for |z| < 1 (with normal convergence). We have

am =
1

m!
∂mz

[
εk(z)− 1

zk

]
z=0

=
1

m!

∑
l∈Z,l 6=0

∂mz

[
1

(z + l)k

]
z=0

= (−1)m
∑

l∈Z,l 6=0

(
k − 1 +m

k − 1

)
1

lk+m

(the series being normally convergent). If k + m is odd, the terms ± 1
lk+m

of the double
series cancel out, so that we may suppose k +m = 2n for n ≥ 1. It follows that

a2n−k = (−1)k2
∑
l≥1

(
k − 1 +m

k − 1

)
1

l2n
= (−1)k2

(
2n− 1

k − 1

)
ζ(2n)

for any 2n ≥ k.
Note that one may also use (b) and apply differentiation to both sides of π cot(πz) =

1
z
− 2

∑
n≥1 ζ(2n)z2n−1 for |z| < 1.

(e) From (b), we get ε2(z) = π2

sin2(πz)
= π2(cot2(πz) + 1). Let z ∈ E. By (d) we have

π2

sin2(πz)
=

1

z2
+ 2

∑
n≥1

(2n− 1)ζ(2n)z2n−2

and from the Taylor expansion π cot(πz) = 1
z
−2
∑

n≥1 ζ(2n)z2n−1 and by using Cauchy’s
product formula for series, we get

π2 + π2 cot2(πz) = π2 +
1

z2
− 4

∑
n≥1

ζ(2n)z2n−2 + 4
∑
n≥2

∑
k+l=n

ζ(2k)ζ(2l)z2n−2.

By comparing the coefficients of the same power of z, for any n ≥ 2 we get

2(2n− 1)ζ(2n) = −4ζ(2n) + 4
∑
k+l=n

ζ(2k)ζ(2l)

hence the result. Note that, by comparing the coefficients of the zero-th power of z, we
recover also ζ(2) = π2

6
�

Problem 34. Let E = {|z| < 1} denote the unit disk, ζ(z) the Riemann Zeta function
and γ the Euler-Mascheroni constant.

(a) Show that the series
∑∞

n=1

(
1

z+n
− 1

n

)
converges normally in M(C) to a function

f(z) having a simple pole at any k ∈ Z≤−1 with reskf = 1.
(b) Prove that f(z) =

∑∞
m=1(−1)mζ(m+ 1)zm for any z ∈ E.

(c) Set g(z) = f(z) + 1
z
. Prove that g(z + 1) = f(z) and g(z)− g(1− z) = π cot(πz).

(d) For any z ∈ C\R≤0, set G(z) =
∫

[1,z]
g(ξ)dξ, where [1, z] denotes the oriented line

segment joining 1 with z. Show that G(z) = log z −
∑∞

n=1

(
z
n
− log(1 + z

n
)
)

+ γ.
36



(e) Show that G(z + 1) = −
∑∞

m=2
(−1)m

m
ζ(m)zm for any z ∈ E. ( Hint: use (b) and

(c).)
(f) Prove that l(z) = γ − γz −G(z) is a logarithm of Γ(z) on C \ R≤0.

(g) Prove that the series
∑∞

m=2
(−1)m

m
ζ(m) is convergent. Then compute its sum.

( Hint: compute limx−→1−G(x+ 1).)

Solution. (a) For any compact K ⊂ C, set mK = ‖z‖K . Then 1
z+n
− 1

n
has no pole in K

for any n > mK , and the series
∑

n>mK

∥∥ 1
z+n
− 1

n

∥∥
K

is convergent, since for z ∈ K we
have ∣∣∣∣ 1

z + n
− 1

n

∣∣∣∣ =

∣∣∣∣ z

n(z + n)

∣∣∣∣ ≤ |z|
n ||z| − n|

≤ mK

n(n−mK)
for any n > mK

and
∑

n>mK
mK

n(n−mK)
< +∞.

It follows that the series
∑∞

n=1

(
1

z+n
− 1

n

)
converges normally in M(C) to a meromor-

phic function f(z) having a simple pole at any k ∈ Z≤−1 with

reskf = lim
z−→k

(z − k)f(z) = lim
z−→k

(
1− (z − k)

−k
+ (z − k)

∑
n≥1,n 6=−k

(
1

z + n
− 1

n

))
= 1.

(b) For any |z| < n, we have

1

z + n
− 1

n
=

1

n

(
1

1 + z
n

− 1

)
=
∑
m≥1

(−1)m

n

( z
n

)m
,

hence, by normal convergence, for any |z| < 1 we get∑
n≥1

(
1

z + n
− 1

n

)
=
∑
n≥1

∑
m≥1

(−1)m

n

( z
n

)m
=
∑
m≥1

(−1)mzm
∑
n≥1

1

nm+1
=
∑
m≥1

(−1)mζ(m+1)zm

(c) By rearranging the terms, we get

g(z + 1) =
1

z + 1
+
∑
n≥1

(
1

z + 1 + n
− 1

n

)
=

1

z + 1
− 1 +

∑
n≥2

(
1

z + n
− 1

n

)
= f(z)

and

g(z)− g(1− z) =
1

z
+ f(z)− f(−z)

=
1

z
+
∑
n≥1

(
1

z + n
− 1

n

)
−
∑
n≥1

(
1

−z + n
− 1

n

)
=

1

z
+
∑
n≥1

(
1

z + n
+

1

z − n

)
= π cot(πz)
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(d) Since the series is normally convergent, we can integrate term by term, and we get

G(z) =

∫
[1,z]

(
1

ξ
+
∑
n≥1

(
1

ξ + n
− 1

n

))
dξ

=

∫
[1,z]

1

ξ
dξ +

∑
n≥1

∫
[1,z]

(
1

ξ + n
− 1

n

)
dξ

= log z − log 1 +
∑
n≥1

(
log(z + n)− z

n
− log(1 + n) +

1

n

)
= log z −

∑
n≥1

( z
n
− log

(
1 +

z

n

))
+ γ.

Here we used that log(z+n) = log
(
1 + z

n

)
+ log n, as both z and z

n
lie in C \R≤0 for any

n ∈ N≥1 and any z ∈ C \ R≤0, and that

∞∑
n=1

(
log n− log(1 + n) +

1

n

)
= lim

n−→+∞

(
n∑
k=1

1

k
− log(1 + n)

)
= γ.

(e) Since G(1) = 0 and for any z ∈ E

(G(z + 1))′ = g(z + 1) = f(z) =
∑
m≥1

(−1)mζ(m+ 1)zm,

we get for any z ∈ E

G(z + 1) = −
∑
m≥2

(−1)m

m
ζ(m)zm.

(f) By (d), we have l(z) = −γz − log z +
∑∞

n=1

(
z
n
− log(1 + z

n
)
)
, hence for any z ∈

C \ R≤0

el(z) = e−γzz−1
∏
n≥1

e
z
n

(
1 +

z

n

)−1

=
1

∆(z)
= Γ(z).

(g) The series
∑∞

m=2
(−1)m

m
ζ(m) is convergent by the Leibniz criterion, since the se-

quence { ζ(m)
m
}m≥1 ⊂ R>0 is decreasing, as ζ ′(x) < 0 for x > 1, and infinitesimal, as

limm−→+∞ ζ(m) = 1.
By (e) and (f), we get∑

m≥2

(−1)m

m
ζ(m) = − lim

x−→1−
G(x+ 1) = −G(2) = l(2)− γ + 2γ = γ

since l(2) = log Γ(2) = log 1 = 0. �

Problem 35. Let {t} denote the fractional part of t ∈ R.

(a) Prove that f(z) =
∫ 1

0
{s−1}sz ds defines an holomorphic function on {Rez > −1}.

(b) Show that there exist a rational function R(z) and λ ∈ C× such that (z+1)f(z) =
R(z) + λζ(z + 1) in {Rez > −1} (here ζ(z) denotes the Riemann Zeta function).

(c) Compute f(n) for n ∈ N odd.
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Solution. (a) Since |{s−1}| ≤ 1 for any s 6= 0, for any compact K ⊂ {Rez > −1} and any
z ∈ K, we have ∣∣{s−1}sz

∣∣ ≤ sRez ≤ 1

s−ρ

with ρ = maxKRez > −1 and
∫ 1

0
t−ρ dt < +∞. Then

∫ 1

0
{s−1}sz ds defines an holo-

morphic function in O({Rez > −1}) (the function {s−1}sz being locally bounded on
]0, 1]× {Rez > −1}).

(b) Since {s−1} = s−1 − [s−1] ([s−1] is the integral part of s−1) and by setting t = s−1,
in {Rez > 0} one gets

(z + 1)f(z) = (z + 1)

∫ 1

0

sz−1 ds− (z + 1)

∫ 1

0

[s−1]sz ds =
z + 1

z
− (z + 1)

∫ +∞

1

[t]t−z−2 dt

with

(z + 1)

∫ +∞

1

[t]t−z−2 dt =M([t])(z + 1) = ζ(z + 1)

whereM([t]) denotes the Mellin transform of [t] and ζ the Riemann Zeta function (see [7,
Lecture 22]). It follows that

(z + 1)f(z) = 1 +
1

z
− ζ(z + 1) in {Rez > 0}.

Since ζ is a meromorphic function on C with a unique pole in z = 1, which is simple
with residue 1, the function 1

z
− ζ(z + 1) extends analytically on C, and by the identity

principle the above equality holds on {Rez > −1}.

(c) From the above computation, for any k ∈ N≥1 we have

f(k) =
1

k
− ζ(k + 1)

k + 1

hence, recalling Euler’s identities, for k = 2n+ 1 one gets

f(2n+ 1) =
1

2n+ 1
− ζ(2(n+ 1))

2(n+ 1)
=

1

2n+ 1
+

(−1)n+1

2(n+ 1)

(2π)2(n+1)

2(2(n+ 1))!
B2(n+1)

where B2(n+1) denotes the 2(n+ 1)-th Bernoulli’s number. �

Problem 36. Let ζ(z) denote the Riemann Zeta function.

(a) Prove that (1− 21−z)ζ(z) extends to an entire function η(z).

(b) Show that η(z) =
∑

n≥1
(−1)n−1

nz
for Rez > 1.

(c) Let Rez > 1. Show that η(z) is the Mellin transform of f(t) = 1+(−1)[t]−1

2
. (Here [t]

denotes the integral part of t and the Mellin transform of f is defined asMf(z) =

z
∫ +∞

1
f(t)t−z−1 dt.)

(d) Show that the equality in (b) holds for Rez > 0. ( Hint: prove that
∑

n≥1
(−1)n−1

nz

converges in O({Rez > 0}).)

Solution. (a) Recall that ζ(z) is meromorphic with a unique pole in z = 1, which is
simple. As the function 1 − 21−z = 1 − e(1−z) log 2 is holomorphic on C with a zero at
z = 1, it follows that (1− 21−z)ζ(z) extends to an entire function.
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(b) First, note that the series is normally convergent in O({Rez > 1}) and recall that
ζ(z) =

∑
n≥1

1
nz

on Rez > 1. Hence

(1−21−z)ζ(z) =
∑
n≥1

1

nz
−
∑
n≥1

1

(2n)z
−
∑
n≥1

1

(2n)z
=
∑
n≥1

1

(2n− 1)z
−
∑
n≥1

1

(2n)z
=
∑
n≥1

(−1)n−1

nz

(c) From (b) we have η(z) =
∑

n≥1
(−1)n−1

nz
for Rez > 1. As (−1)n−1 = f(n)− f(n− 1)

and f(0) = 0, by Abel’s summation formula we get

k∑
n=1

(−1)n−1

nz
=
f(k)

kz
+

k−1∑
n=1

f(n)

(
1

nz
− 1

(n+ 1)z

)

=
f(k)

kz
+

k−1∑
n=1

z

∫ n+1

n

f(t)t−z−1 dt

=
f(k)

kz
+ z

∫ k

1

f(t)t−z−1 dt.

Since f(t) is bounded, it follows that f(k)
kz
−→ 0 in O({Rez > 1}) as k −→ +∞, and

η(z) =Mf(z).

(d) For any compact K ⊂ {Rez > 0} and any z ∈ K we have∣∣f(t)t−z−1
∣∣ ≤ tRez−1 ≤ t−ρ−1

with ρ = minK Rez > 0 and
∫ +∞

1
t−ρ−1 dt < +∞. Then z

∫ +∞
1

f(t)t−z−1 dt converges
normally in O({Rez > 0}).

Since f(k)
kz
−→ 0 in O({Rez > 0}), we get that

∑
n≥1

(−1)n−1

nz
is convergent (but not

normally convergent!) in O({Rez > 0}).
The equality in (b) then follows by the identity principle.

�

Problem 37. Let µ denote the Möbius µ-function: µ(1) = 1 and, for n > 1, µ(n) = (−1)r

if n is a product of r distinct primes, µ(n) = 0 otherwise.

(a) Prove that
∑

n≥1
µ(n)
nz

defines an holomorphic function η(z) on {Rez > 1}.
(b) Prove that η(z)ζ(z) = 1 on {Rez > 1}, where ζ(z) denotes the Riemann Zeta

function. ( Hint: use Euler’s product formula.)

Solution. (a) For any compact K ⊂ {Rez > 1} and any z ∈ K, we have∣∣∣∣µ(n)

nz

∣∣∣∣ ≤ 1

|nz|
=

1

nRez
≤ 1

nρ
,

with ρ = minK Rez > 1. Hence the series converges normally in O({Rez > 1}).
(b) By Euler’s product formula, we have to show that∏

p∈P

(1− p−z) =
∑
n≥1

µ(n)

nz

on {Rez > 1}, where P denotes the set of prime numbers.
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Note that, for any prime p, we have

1− p−z =
µ(1)

1z
+
µ(p)

pz
=

∑
n=pk,k≥0

µ(n)

nz

We will thus proceed by induction. Let F ⊂ P be finite and suppose that∏
p∈F

(1− p−z) =
∑
n∈NF

µ(n)

nz
,

where NF = {pk11 . . . pkll ; pi ∈ F, ki ≥ 0 for any i = 1, . . . , l} ⊂ N.
Let q ∈ P \ F . Then∏

p∈F∪{q}

(1−p−z) = (1− q−z)
∏
p∈F

(1−p−z) = (1− q−z)
∑
n∈NF

µ(n)

nz
=
∑
n∈NF

µ(n)

nz
−
∑
n∈NF

µ(n)

(qn)z
.

As µ(nqk) = 0 for k > 1 and µ(nq) = µ(n)µ(q) = −µ(n) for any n ∈ N, we get∑
n∈NF∪{q}

µ(n)

nz
=
∑
n∈NF

µ(n)

nz
+
∑
n∈NF

µ(nq)

(nq)z
=
∑
n∈NF

µ(n)

nz
−
∑
n∈NF

µ(n)

(nq)z
.

We thus proved that ∏
p∈F∪{q}

(1− p−z) =
∑

n∈NF∪{q}

µ(n)

nz
.

By induction, we get that ∏
p∈F

(1− p−z) =
∑
n∈NF

µ(n)

nz
,

for any F ⊂ P finite. By passing to the limit we get the result, as NP = N by the
fundamental theorem of arithmetic. �

Problem 38. Let P denote the set of prime numbers and log the principal branch of the
logarithm.

(a) Show that | log(1− z) + z| ≤ |z|2 for any |z| ≤ 1
2
.

(b) Let {bp}p∈P ⊂ C be a sequence such that the series
∑

p∈P bp and
∑

p∈P |bp|2 are

convergent. Prove that the infinite product Πp∈P(1 − bp) converges. ( Hint: use
(a).)

(c) Prove that
∑

p∈P
1
p

= +∞. ( Hint: use (b)).

(d) Show that
∑

p∈P
1
pz

defines an holomorphic function ζP(z) on {Rez > 1}.
(e) Prove that ζP(z) is the Mellin transform of π(t) = #{p ∈ P; p ≤ t}. (Recall that

the Mellin transform of f(t) is defined as Mf(z) = z
∫ +∞

1
f(t)t−z−1 dt.)

(f) Prove that ζP(z)− log ζ(z) extends analytically to a neighbourhood of {Rez ≥ 1}.
( Hint: use Euler’s product formula and (a).)

(g) Show that ζP(z)+log(z−1) extends analytically to a neighbourhood of {Rez ≥ 1}.

Solution. (a) For any |z| < 1, we have

| log(1− z) + z| =

∣∣∣∣∣−∑
n≥1

zn

n
+ z

∣∣∣∣∣ ≤∑
n≥2

|z|n

n
≤ |z|

2

2

∑
n≥0

|z|n =
|z|2

2

1

1− |z|
.

If |z| ≤ 1
2
, then 1

1−|z| ≤ 2 and we get the result.
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(b) As P is countable, all results for series and infinite products still hold when the
indexes belong to P. In particular, Πp∈P(1 − bp) is convergent iff so is

∑
p∈P log(1 − bp)

(providing bp 6= 1 for p >> 0). Since
∑

p∈P bp is convergent, bp −→ 0 as p −→ +∞, hence

there exists p̄ ∈ P such that |bp| ≤ 1
2

for p ≥ p̄ and

| log(1− bp) + bp| ≤ |bp|2

by (a). Since
∑

p∈P |bp|2 and
∑

p∈P bp are convergent, so are
∑

p∈P (log(1− bp) + bp) and∑
p∈P log(1− bp) =

∑
p∈P (log(1− bp) + bp)−

∑
p∈P bp.

(c) Assume that
∑

p∈P
1
p
< +∞. Then Πp∈P(1 − 1

p
) would be convergent by (b), as∑

p∈P
1
p2
≤
∑

n≥1
1
n2 < +∞. By Euler’s product formula, we have

Πp∈P

(
1− 1

p

)
= lim

z−→1
Πp∈P

(
1− 1

pz

)
= lim

z−→1

1

ζ(z)
= 0

since z = 1 is a pole of ζ. Contradiction.

(d) For any compact K ⊂ {Rez > 1} and any z ∈ K, we have∑
p∈P

∣∣∣∣ 1

pz

∣∣∣∣ =
∑
p∈P

1

pRez
≤
∑
n≥1

1

nRez
< +∞,

hence
∑

p∈P
1
pz

converges normally in O({Rez > 1}) to an holomorphic function ζP(z).

(e) As P is countable, we may denote by pn the n-th prime (n ≥ 1). By Abel’s
summation formula we get

k∑
n=1

1

pzn
=

k∑
n=1

n− (n− 1)

pzn
=

k

pzk+1

+
k∑

n=1

(
n

pzn
− n

pzn+1

)

=
k

pzk+1

+
k∑

n=1

z

∫ pn+1

pn

nt−z−1 dt

=
k

pzk+1

+ z

∫ pk+1

1

π(t)t−z−1 dt,

as π(t) =

{
0 if t ∈ [1, 2[

n if t ∈ [pn, pn+1[ .
Since pk > k for any k ≥ 1, it follows that

∣∣∣ k
pzk+1

∣∣∣ <
k

(k+1)Re z −→ 0 as k −→ +∞, and ζP(z) =Mπ(t).

(f) By Euler’s product formula, in {Rez > 1} we have

ζP(z)− log ζ(z) =
∑
p∈P

p−z +
∑
p∈P

log
(
1− p−z

)
=
∑
p∈P

(
p−z + log

(
1− p−z

))
It is enough to show that the right-hand side is normally convergent in a neighbourhood
of {Rez ≥ 1}. Since |p−z| = 1

pRez ≤ 1
2

in {Rez ≥ 1} for all p ∈ P for any compact

K ⊂ {Rez ≥ 1} and any z ∈ K we have by (a) and (d)∣∣∣∣∣∑
p∈P

p−z + log
(
1− p−z

)∣∣∣∣∣ ≤∑
p∈P

∣∣p−z + log
(
1− p−z

)∣∣ ≤∑
p∈P

∣∣p−z∣∣2 =
∑
p∈P

1

p2Rez
< +∞

(g) Recall that ζ(z) has a unique pole in z = 1, which is simple, and never vanishes in
{Rez ≥ 1}. It follows that (z−1)ζ(z) is holomorphic never-vanishing in a neighbourhood
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of {Rez ≥ 1}, hence log ((z − 1)ζ(z)) = log(z − 1) + log ζ(z) is holomorphic there, and
so is ζP(z) + log(z − 1) = ζP(z)− log ζ(z) + log(z − 1) + log ζ(z) by (f). �

Problem 39. Let ζ(z) denote the Riemann Zeta function, ∆(z) the Weierstrass’ Delta
function, and Bm the m-th Bernoulli’s number.

(a) Prove that
∫ 1

0
tz−1

et−1
dt =

∑
n≥0

Bn
n!(z+n−1)

for Rez > 1.

(b) Show that
∫ +∞

1
tz−1

et−1
dt defines an entire holomorphic function.

(c) Show that
∫ +∞

0
tz−1

et−1
dt defines an holomorphic function on {Rez > 1}, which ex-

tends analitically to a meromorphic function F (z) on C.
(d) Show that ∆(z)F (z) has a unique pole at z = 1, which is simple.
(e) Prove that ∆(z)F (z) = ζ(z). ( Hint: use the change t = s

n
.)

Solution. Recall that w
ew−1

has a removable singularity at w = 0 and has Taylor series at
0

w

ew − 1
=
∑
n≥0

Bn

n!
wn for |w| < 2π.

(a) First note that for Rez > 1, the integral is absolutely convergent, as∣∣∣∣ tz−1

et − 1

∣∣∣∣ =
tRez−1

et − 1
∼ tRez−2 as t −→ 0 + .

We have

tz−1

et − 1
=
∑
n≥0

Bn

n!
tz+n−2 with normal convergence in [0, 1],

hence∫ 1

0

tz−1

et − 1
dt = lim

ε−→0

∫ 1

ε

∑
n≥0

Bn

n!
tz+n−2dt =

∑
n≥0

Bn

n!
lim
ε−→0

∫ 1

ε

tz+n−2dt =
∑
n≥0

Bn

n!(z + n− 1)

for Rez > 1, as limε−→0 ε
z+n−1 for any n ≥ 0.

(b) For a compact K ⊂ C, set ρK = maxKRez ≥ 0. Then for any z ∈ K and t ≥ 1, we
have ∣∣∣∣ tz−1

et − 1

∣∣∣∣ =
tRez−1

et − 1
≤ tρK−1

et − 1
= o(t−2) as t −→ +∞

hence
∫ +∞

1
tρK−1

et−1
dt < +∞. Since tz−1

et−1
is continuos in R≥1 × C and holomorphic in z, it

follows that the given integral defines an entire holomorphic function.

(c) By (b), it is enough to prove that∫ 1

0

tz−1

et − 1
dt

defines an holomorphic function on {Rez > 1}.
For a compact K ⊂ {Rez > 1}, set µK = minKRez > 1. Then for any z ∈ K and

t ∈]0, 1], we have ∣∣∣∣ tz−1

et − 1

∣∣∣∣ =
tRez−1

et − 1
≤ tµK−1

et − 1
∼ tµK−2 as t −→ 0+,

hence
∫ 1

0
tµK−1

et−1
dt < +∞. Since tz−1

et−1
is continuos in ]0, 1] × {Rez > 1} and holomorphic

in z, the result then follows.
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By (a), in {Rez > 1} we have∫ +∞

0

tz−1

et − 1
dt =

∑
n≥0

Bn

n!(z + n− 1)
+

∫ +∞

1

tz−1

et − 1
dt.

It remains to prove that the series
∑

n≥0
Bn

n!(z+n−1)
is normally convergent in M(C) to a

meromorphic function on C.
For any compact K ⊂ C, set mK = ‖z‖K . Then 1

(z+n−1)
has no pole on K for any

n > mK + 1 and the series
∑

n>mK+1

∥∥∥ Bn
n!(z+n−1)

∥∥∥
K

is convergent, since for z ∈ K we have∣∣∣∣ Bn

n!(z + n− 1)

∣∣∣∣ ≤ |Bn|
n!

1

||z| − (n− 1)|
≤ |Bn|

n!

1

(n− 1−mK)
≤ |Bn|

n!

and
∑

n>mK+1
|Bn|
n!
≤
∑

n≥0
|Bn|
n!
tn|t=1 < +∞.

(d) By (c), we have

F (z) =
∑
n≥0

Bn

n!(z + n− 1)
+

∫ +∞

1

tz−1

et − 1
dt ∈M(C),

hence F (z) has a simple pole at any k ∈ Z≤1. Since ∆(z) is entire and it has a simple
zero at any k ∈ Z≤0, the meromorphic function ∆(z)F (z) has removable singularities at
any k ∈ Z≤0 and a unique pole at z = 1, which is simple.

(e) Since both sides of the equation are meromorphic on C, by the identity principle it
is enough to prove it for Rez > 1. In this case we have

∆(z)F (z) = ∆(z)

∫ +∞

0

tz−1e−t
1

1− e−t
dt

= ∆(z)

∫ +∞

0

tz−1
∑
n≥1

e−tndt

= ∆(z)
∑
n≥1

∫ +∞

0

tz−1e−tndt

= ∆(z)
∑
n≥1

1

nz

∫ +∞

0

tz−1e−tdt = ∆(z)Γ(z)ζ(z) = ζ(z)

where we have used that the series is normally convergent in R>0. �
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Formulæ

Pompeiu’s formula: f(z) =
1

2πi

[∫
∂K

f(w)

w − z
dw +

∫
K

∂w̄f(w)

w − z
dw ∧ dw̄

]
for



f ∈ C1(Ω),

Ω ⊂
open

C,

z ∈
◦
K ⊂ K ⊂ Ω,

K ⊂
compact

C

Euler’s Gamma function: Γ(z) =

∫ ∞
0

tz−1e−tdt for Rez > 0

Euler’s Beta function: B(z, w) =

∫ 1

0

tz−1(1− t)w−1dt =
Γ(z)Γ(w)

Γ(z + w)
for Rez,Rew > 0

Euler’s supplement: Γ(z)Γ(1− z) =
π

sin(πz)

Legendre’s duplication formula: Γ
(z

2

)
Γ

(
z + 1

2

)
=

√
π

2z−1
Γ(z)

Multiplication formula: Γ(mz) =
mmz

(
√

2π)m−1
√
m

m−1∏
k=0

Γ(z + k/m) for m ≥ 2

Weierstrass’ Delta function: ∆(z) = zeγz
∏
n≥1

(
1 +

z

n

)
e−

z
n with γ = lim

n−→∞

(
n∑
k=1

1

k
− log n

)

Gauss’ product representation:
1

Γ(z)
= ∆(z) = lim

n−→∞
z(z + 1) . . . (z + n)

n!nz

Mittag-Leffler’s partial fractions decompositions:

π cot(πz) = p.v.
∑
n∈Z

1

z − n
=

1

z
+

∑
n∈Z\{0}

[
1

z − n
+

1

n

]
=

1

z
+
∑
n≥1

2z

z2 − n2
=
∑
n∈Z

z

z2 − n2

π

sin(πz)
= p.v.

∑
n∈Z

(−1)n

z − n
=

1

z
+
∑

n∈Z\{0}

(−1)n
[

1

z − n
+

1

n

]
=

1

z
+
∑
n≥1

(−1)n2z

z2 − n2
=
∑
n∈Z

(−1)nz

z2 − n2

Sine product:
sin(πz)

π
= z

∏
n≥1

(
1− z2

n2

)

Bernoulli’s numbers:
z

ez − 1
=
∑
n≥0

Bn

n!
zn for |z| < 2π

B0 = 1, B1 = −1

2
, B2n+1 = 0 for n ≥ 1,

n∑
k=0

(
n+ 1

k

)
Bk = 0
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Euler’s identities: ζ(2n) = (−1)n+1 (2π)2n

2(2n)!
B2n for m ≥ 1

Euler’s product formula: ζ(z) =
∏

p : prime

1

1− p−z
for Rez > 1

Riemann’s integral representation: ζ(z) = −Γ(1− z)

2πi

∫
γ

(−w)z−1

ew − 1
dw

Riemann’s relation: ζ(z) =
[
2(2π)z−1 sin(

πz

2
)Γ(1− z)

]
ζ(1− z)
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