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Hamilton-Jacobi-Bellman equations
with fast gradient-dependence

F. RAMPAZZO & C. SARTORI

ABSTRACT. We investigate existence, uniqueness, and regular-
ity properties for a class of H-J-B equations arising in non-linear
control problems with unbounded controls. These equations
involve Hamiltonians which are superlinear in the adjoint vari-
able, and they have been already studied in the case when the
growth in the adjoint variable is, in a sense, uniform with re-
spect to the state variable. For instance, this is the case of the
linear-quadratic problem. On the contrary, our results concern
Hamiltonians that are superlinear in the adjoint variable, pos-
sibly not uniformly with respect to the state variable. Actually,
this is the general situation one has to deal with when consid-
ering optimal control problems with a nonlinear dynamics (e.g.
by slightly perturbing the linear quadratic problem). We also
investigate situations where the fast growth of the Hamilton-
ian in the adjoint variable degenerates into a very discontinuity.
Such Hamiltonians arise quite naturally in those optimal con-
trol problems where, roughly speaking, the dynamics and the
cost display the same growth in the control variable.

1. INTRODUCTION AND PRELIMINARIES

Among the hypotheses under which a Cauchy problem of the form

(1.1)

{−ut +H (t,x,ux) = 0, (t,x) ∈ ]0,T[×Rn

u(T ,x) = g(x) x ∈ Rn

is proved to admit at most one viscosity solution, the following condition on the
HamiltonianH plays a crucial role:
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For every R > 0 there exists a modulus ωR, decreasing with R, such that

(1.2)
∣∣∣∣H (

t,x,
x−y
ε

)
−H

(
t,y,

x−y
ε

)∣∣∣∣ ≤ωR
(
|x−y|+ |x−y|

2

ε

)

for all ε > 0, (x,y) ∈ B[0;R], and t ∈ [0,T] (where B[z;ρ] denotes the closed
ball of center z and radius ρ).

Hypothesis (1.2) is verified if, for instance, H is Lipschitz continuous with
respect to x and grows at most linearly in the variable ux. This is certainly true
when

(1.3) H (t,x,ux) É sup
c∈C
{−〈ux,f (t,x,c)〉−`(t,x,c)},

that is, (1.1) is a Bellman equation—provided the data f and ` are Lipschitz con-
tinuous in x and C is a compact subset of Rm.

However, if C is unbounded, the Hamiltonian H happens to be superlinear
in ux. In this event, in order to verify (1.2) one needs that the dependence ofH
on ux is uniform with respect to x. For instance, the Hamiltonian

H1 = u2
x −x2,

which corresponds to the case when f = c and l = x2+ c2/4 (the linear quadratic
problem), verifies (1.2). Instead, if f = xc, and l = x2+ c2/4, the Hamiltonian
H reduces to

H2 = x2u2
x −x2,

and there is no choice of the modulus ω for which (1.2) holds. Let us remark
that the uniqueness problem for a class of Hamiltonians corresponding to an un-
bounded set C has been recently addressed e.g. by P. Cannarsa and G. Da Prato
[11], M. Bardi and F. Da Lio [3], H. Ishii [17], and W. McEneaney [19]. (See
also W.Fleming and H.M. Soner [15], P. Soravia [25] for related questions, and
A. Bensoussan [9] for the linear-quadratic case). Although a Hamiltonian likeH2

does not agree with the hypotheses assumed in these papers, it fits the hypotheses
made here (see (A1)-(A5) below).

In the present paper we consider a Hamiltonian H as in (1.3), with an un-
bounded control set C ⊆ Rm, and functions f(t,x,·) and `(t,x,·) growing as
|c|α, |c|β, respectively, with (1 ≤ α ≤ β). The above examples show that, unless
additional hypotheses are made on f and `, condition (1.2) is not verified.

More precisely, let α, β be numbers satisfying 1 ≤ α ≤ β, and let C be a
closed (possibly unbounded) subset of Rm. We assume the following hypotheses
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on the data f , `, and g :

(A1) f : [0,T]×Rn×Rm → Rn is continuous and, for every compact subset
Q ⊂ [0,T]×Rn there exists a positive constant L and a modulus ωf
verifying

|f(t1,x1,c)−f(t2,x2,c)| ≤ (1+|c|α)(L|x1−x2|+ωf(|t1− t2|),

for all (t1,x1,c),(t2,x2,c) ∈ Q×Rm (by modulus we mean a positive,
nondecreasing function, null and continuous at zero).

(A2) ` : [0,T]×Rn×Rm → R is continuous and, for every compact subset
Q ⊂ [0,T]×Rn, there is a modulus ω` satisfying

|`(t1,x1,c)−`(t2,x2,c)| ≤ (1+|c|β)ω`(|(t1,x1)− (t2,x2)|)

for every (t1,x1,c),(t2,x2,c) ∈ Q×Rm.
(A3) There exist non-negative constants M1 and M2 such that

|f(t,x,c)| ≤ M1(1+|c|α)(1+|x|)+M2(1+|c|α)

for every (t,x,c) ∈ [0,T]×Rn×Rm.
(A4) There exist positive constants `0 and `1 such that the following coercivity

condition

`(t,x,c) ≥ `0|c|β−`1,

is verified for every (t,x,c) ∈ [0,T]×Rn×Rm.
(A5) The map g : Rn → R is continuous and bounded below.

We assume also a condition of regularity of f and ` at infinity in the variable c.
Precisely, we posit the existence of continuous functions f∞ and `∞, the recessions
functions of f and `, respectively, verifying

lim
r→0
rβf (t,x,r−1w) É f∞(t,x,w)

and

lim
r→0
rβ`(t,x,r−1w) É `∞(t,x,w),

on compact sets of [0,T]×Rn×Rm (e.g., if f(t,x,c) = f0(t,x)+f1(t,x)|c|+
f2(t,x)|c|2 and β = 2, then f∞(t,x,w) = f2(t,x)|w|2).

Under the above hypotheses—which of course can be weakened in several
directions, see e.g. Remark 2.5—in Section 2 we prove a comparison result for
(1.1) which, in particular, implies that the (viscosity) solution of (1.1) is unique and
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continuous. These results are obtained by showing that problem (1.1) is equivalent
to a more regular problem, which involves a Hamiltonian which grows at most
linearly in the gradient variable.

Let us remark that the case when α = β is a special one, for in general the
Hamiltonian is discontinuous. This leads us to utilize an extended version of the
notion of viscosity solution introduced by H. Ishii in [16]. Moreover when the
Hamiltonian is discontinuous, even the recent results in [17] do not apply. A fur-
ther peculiarity of the case when α = β consists in the fact that, in order to get
existence (and uniqueness) of the solution, the boundary condition in (1.1) has to
be replaced with a more general condition (see (BCm) in Section 2. This condi-
tion keeps track of the possible occurrence of final jumps of the optimal trajecto-
ries of the underlying control problem. However, provided a suitable quantitative
assumption is imposed on f , ` and g, (see (NFJ) in Section 3, existence (and
uniqueness) for the original Cauchy problem (1.1) can be recovered also when
α = β. Section 3 is devoted to embed the underlying control problem into an
auxiliary, more regular, control problem. For this purpose we introduce a reparam-
eterization of time based on the coercivity exponent β involved in assumption (A4).
Section 4 is devoted to the study of regularity properties of the unique solution of
(1.1). Let us first point out that even in the case α = β, despite the fact that the
Hamiltonian happens to be discontinuous, the solution is continuous. However,
passing from α < β to α = β causes a loss of regularity in the t dependence of
the solution to (1.1). Again, this can be explained with an argument based on
characteristics, namely the optimal trajectories of the underlying control problem.
Indeed the latter are continuous when α < β, while when α = β they may contain
jumps (to be interpreted as limits of minimizing sequences). This same argument
also explains why there is no discrepancy between the case α < β and the case
α = β when a suitable quantitative condition on the data (see (NJ) in Section 4,
which prevents from jumps, is in force. The paper is concluded by an Appendix,
where a simplifying hypothesis assumed throughout the paper—namely the fact
that the control set of the underlying control problem is a cone—is shown to be
inessential.

Let us observe that though we have restricted our attention to the Cauchy
problem (1.1)—which is connected to the study of a Bolza control problem—
extensions to (e.g. stationary) Bellman equations arising from different control
problems are quite plausible. Generalizations to cases whereH is no longer convex
will be the matter of future work. Yet, let us mention that for α = β = 1, situations
when the supremum in (1.3) is replaced with a inf sup (or a sup inf ) have been
already investigated in [8] and [23].

2. EXISTENCE, UNIQUENESS AND CONTINUITY OF SOLUTIONS
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Let us recall Ishii’s extension of the definition of viscosity solution of a Hamilton-
Jacobi equation [16]. This definition reduces to the classical one (see e.g. [13] and
[12]) as soon as the solution and the Hamiltonian are continuous.

Given a function F : Q → R, Q ⊆ Rk, the upper and lower semicontinuous
envelopes are defined by

F∗(x) É lim
r→0+

sup{F(y) : y ∈ Q, |x−y| ≤ r},

F∗(x) É lim
r→0+

inf{F(y) : y ∈ Q, |x−y| ≤ r}, x ∈ Q,

respectively. Of course, F∗ is upper semicontinuous and F∗ is lower semicontinu-
ous.

Definition 2.1. Let E be a subset of Rs and let G be a real map, the Hamil-
tonian, defined on E×R×Rs . An upper [resp. lower]-semicontinuous function u
is a viscosity subsolution [resp. supersolution] of

(2.1) G(y,u,uy) = 0

aty ∈ E if for everyϕ ∈ C1(Rs) such thaty is a local maximum [resp. minimum]
point of u−ϕ on E, one has

G∗(y,ϕ(y),ϕy(y)) ≤ 0 ,

[respectively

G∗(y,ϕ(y),ϕy(y)) ≥ 0 . ]

A function u is a viscosity solution of (2.1) at y ∈ E if u∗ is a viscosity
subsolution at y and u∗ is a viscosity supersolution at y .

Let us consider a Hamilton-Jacobi-Bellman equation of the form

(HJ) H(t,x,ut,ux) = 0,

where u denotes a real function defined on [0,T]×Rn, ut and ux denote the
gradients of u with respect to the variables t and x respectively, and

H(t,x,p0,p) É sup
c∈C
{−p0−〈p,f (t,x,c)〉−`(t,x,c)}.

(Note that (HJ) coincides with (1.3). The change of notation is justified by the
introduction of an auxiliary Hamiltonian (see Section 3), where t is regarded as a
state variable.)
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The control set C that appears in the definition of H is a (possibly unbounded)
subset of Rm. For the sake of simplicity, we assume that C is a closed cone of
Rm, that is, a closed subset invariant by multiplication by non-negative numbers.
However, this extra assumption is not crucial, and in the Appendix we shall outline
the changes which are needed in order to address the general case.

Let us introduce two boundary value problems for the equation (HJ).

Definition 2.2. A map u : [0,T]×Rn → R is called a solution of the problem
(HJ)-(BC) ifu is continuous on ({0}×Rn)∪ ({T}×Rn), u is a viscosity solution
of (HJ) in ]0,T[×Rn, and it satisfies the following Cauchy condition:

(BC) u(T,x) = g(x) ∀x ∈ Rn.

A map u : [0,T]×Rn → R is called a solution of the problem (HJ)-(BCm) if
u is continuous on ({0}×Rn)∪ ({T}×Rn), u is a viscosity solution of (HJ) in
]0,T[×Rn, and it satisfies the following mixed type boundary condition:

(BCm)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

u(T,x) ≤ g(x) ∀x ∈ Rn

and∣∣∣∣∣ either u(T,x) = g(x) or u is a viscosity supersolution
of (HJ) at (T ,x).

Let us begin with two existence theorems which are straightforward conse-
quences of Theorem 3.1 and 3.2 below (see Section 3). In Corollary 2.1 below we
shall prove that the (existing) solution is unique and continuous.

Theorem 2.1. Let hypotheses (A1)-(A5) be in force.

(i) Assume α < β. Then there exists a solution of the boundary value problem
(HJ)-(BC).

(ii) Assume α = β. Then there exists a solution of the boundary value problem
(HJ)-(BCm).

Proof. See Theorem 3.1. ❐

Remark 2.1. When α = β the weakening of (BC) into (BCm) turns out to be
crucial for the existence of a solution. For instance, consider the simple case where
f(t,x,c) = c, `(t,x,c) = |c|, and g(x) = Lgx with Lg ≥ 0, x and c ∈ R, and
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0 ≤ t ≤ 1. The associated Hamilton-Jacobi equation turns out to be the following:

(2.2) −ut + sup
c∈R
{−cux −|c|} = 0.

Notice that the left hand side of (2.2) is discontinuous in ux, so the extended
notion of viscosity solution given in Definition 2.1 has to be considered. It is easy
to check that if 1 ≤ Lg then the map u(t,x) = |x| solves the boundary value
problem (2.2)-(BCm). By the uniqueness result stated in Corollary (2.1) below,
this is in fact the only solution of (2.2)-(BCm). Since (BC) is a special case of
(BCm), this implies that the Cauchy condition u(1,x) = Lg|x| with Lg > 1 does
not allow any solution.

If the data satisfy the no-final-jump condition (2.3) below, (see Theorem 3.1)
then we have existence for the Cauchy problem (HJ)-(BC) in the case α = β as
well:

Theorem 2.2. Assume that α = β and that hypotheses (A1)-(A5) are verified.
Moreover, assume that the constant M1 in condition (A3) is equal to zero and that g
is Lipschitz continuous with constant Lg. If

(2.3) `0 ≥M2Lg,

(see (A4) and (A3)), then there exists a solution of the boundary value problem (HJ)-
(BC).

Proof. See Theorem 3.2. ❐
Remark 2.2. The no-final-jump condition (2.3) is optimal. Indeed in the

simple example of the previous remark this condition reduces to

1 ≥ Lg,

while, as soon as 1 < Lg, no solution of (HJ)-(BC) exists.
The remaining part of this section is devoted to the proof of the following two

results:

Theorem 2.3 (Comparison for (HJ)). Assume (A1)-(A5). Let u1 : [0,T]×
Rn → R be an upper semicontinuous, bounded below, viscosity subsolution of (HJ)
in ]0,T[×Rn, continuous on ({0}×Rn)∪ ({T}×Rn). Let u2 : [0,T]×Rn → R
be a lower semicontinuous, bounded below, viscosity supersolution of (HJ) in [0,T[×
Rn. Assume that for every x ∈ Rn, one has and

∣∣∣∣ either u1(T ,x) ≤ u2(T ,x)
or u2 is a viscosity supersolution of (HJ) at (T ,x).
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Then
u1(t,x) ≤ u2(t,x) ∀(t,x) ∈ [0,T]×Rn.

Theorem 2.3 is a direct consequence of Theorems 2.4 and 2.5 below. Indeed,
in Theorem 2.4 we state a comparison result for two related Cauchy problems
involving the regularized equation

(HJe) He(t,x,ut,ux) = 0,

where He is introduced below. Secondly, in Theorem 2.5, we show that the sets of
subsolutions and supersolutions of (HJ) coincide with the sets of subsolutions and
supersolutions of (HJe), respectively.

Corollary 2.1 (Uniqueness and continuity of the solution of (HJ)). Assume
(A1)-(A5). Then, if α < β [resp. α = β], problem (HJ)-(BC) [resp. (HJ)-(BCm)]
admits only one, bounded below, viscosity solution. Moreover, this solution is contin-
uous.

Proof. Suppose v and u are two solutions of (HJ)-(BC) [resp. of (HJ)-
(BCm)]. Then v∗ and u∗ are viscosity subsolutions in ]0,T[×Rn and v∗ and
u∗ are viscosity supersolutions in ]0,T[×Rn of (HJ)-(BC) [resp. of (HJ)-(BCm)].
Moreover, since v and u are continuous on {0}×Rn, by Lemma 2.1 and Theo-
rem 2.5 below they are supersolutions of (HJ) on {0}×Rn. Finally, since v and u
are continuous on {T}×Rn, by Theorem 2.3 one has

u∗ ≤ v∗ ≤ v∗ ≤ u∗,

which implies the theorem. ❐

Remark 2.3. When α < β (the strictly coercive case), the Cauchy problem
(HJ)-(BC) is trivially related to an optimal control problem where f , ` and g
are the dynamics, the running cost and the terminal cost, respectively (see the
next section). When α = β, (HJ)-(BCm) is still related to an optimal control
problem and the fact that (BCm) involves also a supersolution condition is due to
the possible occurrence of jumps of optimal trajectories. Finally, when condition
(2.3) is in force such jumps are penalized, which yields a heuristic meaning of
Theorem 2.2.

Remark 2.4. The boundary value problems (HJ)-(BC) and (HJ)-(BCm) do
not satisfy the hypotheses assumed in [3] and [17], where questions similar to the
ones studied here are addressed. In fact, in [17] and [3] hypothesis (A1) is replaced
by the stronger hypotheses

(2.4) |f(x1,c)−f(x2,c)| ≤ L|x1−x2|
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and

(2.5) 〈(f (x1,c)−f(x2,c)),(x1−x2)〉 ≤ L(x1−x2)2,

respectively. Notice that both hypothesis (2.4) and hypothesis (2.5) (when also
(A2) and (A4) are assumed) agree with the classical condition (1.2), while they do
not fit, for example, dynamics like

f(x,c) = f0(x)+f1(x)c.

(Actually, [3] and [17] are mainly concerned with the unboundedness of the solu-
tion and do not address the problem of removing a condition like (1.2)). Instead,
this kind of dynamics (and any dynamics with polynomial growth in c) is covered
by our assumptions. Finally, in the case when α = β, the Hamiltonian H is in
general discontinuous, so the results in [17] cannot be applied (even if hypothesis
(2.4) is in force).

Remark 2.5. Of course, hypotheses (A1)-(A5) are not the weakest possible.
For instance, it is easy to check that all the results we present here remain true if
one replaces (A1) and (A4) with hypotheses (A′1) and (A′4) below:

(A′1) For every compact subset Q ⊂ [0,T]×Rn there exists L > 0 such that

〈(f (t,x,c)−f(t,y,c)) · (x−y)〉 ≤ L(1+|c|α)|x−y|2,
∀(t,x),(t,y) ∈ Q, ∀c ∈ Rm.

(A′4) There are positive constants `0 and `1 such that

`(t,x,c) ≥ `0|c|β−`1|x|, ∀(t,x,c) ∈ [0,T]×Rn×Rm.

In order to state Theorems 2.4 and 2.5 below (of which Theorem 2.3 is a
direct consequence), let us introduce the extended Hamiltonian

He(t,x,p0,p)

É sup
(w0,w)∈([0,+∞[×C)∩Sm+

{−p0w
β
0 −〈p,f̄ (t,x,w0,w)〉− ¯̀(t,x,w0,w)},

where Sm+ É {(w0,w) ∈ [0,+∞[×Rm : |(w0,w)| = 1}, and f̄ and ¯̀ are the
continuous functions defined as follows for every (t,x,w0,w) ∈ [0,T]×Rn×
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[0,+∞[×C:

f̄ (t,x,w0,w) É


f
(
t,x,

w
w0

)
·wβ0 if w0 6= 0,

f∞(t,x,w) if w0 = 0 and α = β
and

¯̀(t,x,w0,w) É


`
(
t,x,

w
w0

)
·wβ0 if w0 ≠ 0,

`∞(t,x,w) if w0 = 0 and α = β.

Let us remark that the introduction of the Hamiltonian He is not a mere tool
for the proof of Theorem 2.3. In fact, He is the standard Hamiltonian of a space-
time optimal control problem obtained from the one underlying (HJ) by means of
a β−power reparameterization of time (see Section 3). The use of the reparame-
terized system seems particularly suitable in the case when α = β, where limits of
minimizing sequences of trajectories—which could be thought as the characteristic
curves of (HJ)—cannot merely be described in terms of discontinuous trajectories
of the original system. Rather, these limits find a satisfactory description in terms
of graph-completions, which are continuous paths in the space of graphs (see e.g.
[20] for the case α = β = 1). Finally, since He involves only bounded controls,
this Hamiltonian appears quite adequate for questions of numerical interest (see
e.g. [10] for the case α = β = 1).

Let us begin by stating some properties of the maps f̄ and ¯̀ which appear in
the definition of He. These properties are obvious consequences of assumptions
(A1)-(A4).

Proposition 2.1.

(i) The functions f̄ and ¯̀ are continuous on [0,T]×Rn× [0,+∞[×Rm and
for every compact Q ⊂ [0,T]×Rn we have

|f̄ (t1,x1,w0,w)− f̄ (t2,x2,w0,w)|(Ae1)

≤ (wα0 +|w|α)wβ−α0 (L|x1−x2|+ωf(|t1− t2|)),
and

| ¯̀(t1,x1,w0,w)− ¯̀(t2,x2,w0,w)|(Ae2)

≤ (wβ0 +|w|β)ω`(|(t1,x1)− (t2,x2)|),

∀(t1,x1,w0,w),(t2,x2,w0,w) ∈ [0,T]×Rn× [0,+∞[×Rm, where L,
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ωf and ω` are the same as in assumptions (A1) and (A2). Moreover,

(Ae3 ) |f̄ (t,x,w0,w)| ≤ (wα0 +|w|α)wβ−α0 (M1(1+|x|)+M2),

and

(Ae4 ) ¯̀(t,x,w0,w) ≥ `0|w|β−`1|w0|β,

∀(t,x,w0,w) ∈ [0,T]×Rn× [0,+∞[×Rm, where M1, M2, `0 and `1
are the same as in (A3) and (A4).

(ii) (Positive homogeneity in (w0,w)). The map f̄ and ¯̀ are positively ho-
mogeneous of degree β in (w0,w), that is,

f̄ (t,x,rw0,rw) = rβf̄ (t,x,w0,w)

and
¯̀(t,x,rw0,rw) = rβ ¯̀(t,x,w0,w)

∀r > 0, ∀(t,x,w0,w) ∈ [0,T]×Rn× ]0,+∞[×Rm.

Let us introduce two kinds of boundary condition for the equation (HJe)
which are akin to those introduced in Definition 2.1 for the equation (HJ).

Definition 2.3. A map u : [0,T]×Rn → R is called a solution of the bound-
ary value problem (HJe)-(BCe) if u is continuous on ({0}×Rn)∪ ({T}×Rn), u
is a viscosity solution of

(HJe) He(t,x,ut,ux) = 0,

in ]0,T[×Rn and it satisfies the Cauchy condition:

(BCe) u(T,x) = g(x) ∀x ∈ Rn.

A map u : [0,T]×Rn → R is called a solution of the following boundary value
problem (HJe)-(BCem) if u is continuous on ({0}×Rn)∪ ({T}×Rn), is a vis-
cosity solution of (HJe) in ]0,T[×Rn and it satisfies the mixed type boundary
condition:

(BCem)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

u(T,x) ≤ g(x) ∀x ∈ Rn

and∣∣∣∣∣ either u(T,x) = g(x) or u is a viscosity supersolution
of (HJe) at (T ,x).
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Theorem 2.4 below concerns the comparison of viscosity subsolutions and
supersolutions for the problems (HJe)-(BCe) and (HJe)-(BCem ).

Theorem 2.4 (Comparison for (HJe)). Assume (A1)-(A5), with α ≤ β. Let
u1 : [0,T]×Rn → R be an upper semicontinuous, bounded below, viscosity sub-
solution of (HJe) in ]0,T[×Rn, continuous on ({0}×Rn)∪ ({T}×Rn). Let
u2 : [0,T]×Rn → R be a lower semicontinuous, bounded below, viscosity super-
solution of (HJe) in [0,T[×Rn. For every x ∈ Rn, assume that

∣∣∣∣∣ either u1(T ,x) ≤ u2(T ,x) or u2 is a viscosity supersolution of
(HJe) at (T ,x).

Then
u1(t,x) ≤ u2(t,x) ∀(t,x) ∈ [0,T]×Rn.

Proof. Let G be a real number such that u1(t,x) ≥ G and u2(t,x) ≥ G for
every (t,x) ∈ [0,T]×Rn. Let us consider the map Λ defined by

Λ(t,u) É (1+ t)(1− e−(u−G)µ),
where µ = [(1+T)2`1]−1, and consider the following Kru∨zkov-type change of
independent variables :

v1(t,x) É Λ(t,u1(t,x))

v2(t,x) É Λ(t,u2(t,x)).

It is easy to check that v1 [resp. v2] is a viscosity subsolution [resp. supersolution]
of the equation

(2.6) max
(w0,w)∈([0,+∞[×C)∩Sm+

v
 wβ0

1+ t +
¯̀µ

− (∇tv)wβ0
− 〈∇xv,f̄〉− ¯̀(1+ t)µ

 = 0

in ]0,T[×Rn such that v1(T ,x) ≤ v2(T ,x) [resp. v2 is a supersolution at
(0,x)∀x ∈ Rn, and either v2(T ,x) ≥ v1(T ,x) or v2 is a supersolution at
(T ,x)∀x ∈ Rn]. By (i) in Proposition 2.1 one has

wβ0
1+ t +

¯̀(t,x,w0,w)µ ≥
wβ0

1+ t +µ`0|w|β−µ`1w
β
0 ,
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for all (t,x,w0,w) which, by the choice of µ, implies that there exists η > 0 such
that

wβ0
1+ t +

¯̀(t,x,w0,w)µ ≥ η, ∀(w0,w) ∈ Sm+ .
Therefore, for every (t,x) ∈ [0,T]×Rm, the number

k(t,x) É min
(w0,w)∈Sm+

 wβ0
1+ t +

¯̀(t,x,w0,w)µ


is positive, so equation (2.6) is equivalent to

(2.7) v + max
(w0,w)∈([0,+∞[×C)∩Sm+

1
k

v
 wβ0

1+ t +
¯̀µ−k

−∇tvwβ0
− 〈f̄ ,∇xv〉− ¯̀(1+ t)µ

 = 0.

Equation (2.7) verifies the conditions assumed in Theorem 1.1 in [4]. By applying
the latter to the functions v1 and v2, we obtain

v1(t,x) ≤ v2(t,x), ∀(t,x) ∈ [0,T]×Rn,

which, in view of the monotonicity of Λ, yields the theorem. ❐
Corollary 2.2 (Uniqueness and continuity of the solution of (HJe)). Assume

(A1)-(A5). Then, if α < β [resp. α = β], problem (HJe)-(BCe) [resp. (HJe)-
(BCem)] admits at most one bounded below, viscosity solution. Moreover, if a solution
exists, this solution is continuous.

Proof. The corollary follows from Theorem 2.4 and Lemma 2.1 below.

The following result establishes a relation between subsolutions and superso-
lutions of (HJ) and (HJe).

Theorem 2.5. Assume (A1)–(A4), with α ≤ β.
(i) Let u : [0,T]×Rn → R be upper semicontinuous and let (t,x) ∈
[0,T]×Rn. Then u is a viscosity subsolution of (HJe) at (t,x) if and
only if it is a viscosity subsolution of (HJ) at (t,x).

(ii) Letu : [0,T]×Rn → R be lower semicontinuous and let (t,x) ∈ [0,T]×
Rn. Then u is a viscosity supersolution of (HJe) at (t,x) if and only if it
is a viscosity supersolution of (HJ) at (t,x).
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Remark 2.6. It is remarkable that even forα = β the supersolution condition
for (HJe) implies an analogous condition for (HJ). This is strictly connected with
the special form of the Hamiltonian He. In fact, for a less specific regularized
Hamiltonian this implication is, in general, false (see Remark II.2 in [6]).

Proof of Theorem 2.5. Let us begin by proving (i). Assume that u is a sub-
solution of (HJ) at (t,x). Then, if ϕ ∈ C∞(R1+n) is such that u−ϕ has a local
maximum at (t,x), one has

H∗(t,x,∇ϕ(t,x)) ≤ 0.

This implies that there exists a sequence (sn,yn,p0n,pn) approaching
(t,x,∇ϕ(t,x)) such that

(−p0n−〈pn,f (sn,yn,c)〉−`(sn,yn,c)) ≤
1
n
,

for every c ∈ C and every n ∈ N. Let us writew/w0 in place of c, with (w0,w) ∈
([0,+∞[×C)∩Sm+ . Multiplying the inequality above by wβ0 , we get

(
−p0nw

β
0 −〈pn,f̄ (sn,yn,w0,w)〉− ¯̀(sn,yn,w0,w)

)
≤ 1
n
wβ0 ≤

1
n
.

Since (w0,w) is arbitrary in the interior of ([0,+∞[×C)∩Sm+ , by the continuity
of He we get

He(t,x,∇ϕ(t,x)) ≤ 0.

Therefore u is a subsolution of (HJe) at (t,x). By simply reversing the above
arguments, we obtain the converse implication.

Let us prove (ii). The proof that every supersolution of (HJ) at (t,x) is a
supersolution of (HJe) at (t,x) is quite similar to the proof of the analogous im-
plication in the case of subsolutions. For this reason we omit it.

The proof that every supersolution of (HJe) at (t,x) is in fact a supersolution
of (HJ) is less straightforward. Let u be a supersolution of (HJe) at (t,x) and let
ϕ ∈ C∞ be such that u−ϕ has a local minimum at (t,x). Let (w̄0,w̄) be a pair
such that

(
−∇tϕ(t,x)w̄β0 −〈∇xϕ(t,x), f̄ (t,x,w̄0,w̄)〉− ¯̀(t,x,w̄0,w̄)

)
(2.8)

= sup
([0,+∞[×C)∩Sm+

{
−∇tϕ(t,x)wβ0 −〈∇xϕ(t,x), f̄ (t,x,w0,w)〉− ¯̀(t,x,w0,w)

}
≥ 0.
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Let (hn)n∈N,(kn)n∈N be positive sequences approaching zero, and let us define

p0n É ∇tϕ(t,x)−hn and pn É ∇xϕ(t,x)−knf̄ (t,x,w̄0,w̄).

Observe that for every n ∈ N, hnw̄
β
0 +kn|f̄ (t,x,w̄0,w̄)|2 > 0, in that it cannot

happen that both w̄0 and |f̄ (t,x,w̄0,w̄)| are equal to zero. Indeed, if by con-
tradiction w̄0 = |f(t,x,w̄0,w̄)| = 0, then |w̄| > 0. By (Ae4 ) (see Proposition
2.1) this yields ¯̀(t,x,w̄0,w̄) > 0, which contradicts (2.8). Therefore there exists
a positive constantmn such that

sup
(w0,w)∈([0,+∞[×C)∩Sm+

{−p0nw
β
0 −〈pn,f̄ (t,x,w0,w)〉− ¯̀(t,x,w0,w)} =mn.

In particular there exists a sequence (w0n,wn) verifying w0n > 0 and such that

(−p0n−〈pn,f (t,x,cn)〉−`(t,x,cn)) > mn

2w0n
β > 0,

where we have set cn É wn/w0n. Hence

sup
c∈C

{−p0n−〈pn,f (t,x,c)〉−`(t,x,c)
}
> 0

which implies

H∗(t,x,∇ϕ(t,x)) ≥ 0.
Hence u is a supersolution of (HJ), and the proof is concluded. ❐

Lemma 2.1. Assume hypotheses (A1)-(A5). Let u be a viscosity supersolution of
(HJe) in ]0,T[×Rn, continuous on ({0}×Rn). Then u is a viscosity supersolution
at (0,x), for every x ∈ Rn.

Proof. The proof of this lemma is based on standard arguments (see e.g. [14])
so we omit it.

3. UNBOUNDED CONTROL SYSTEMS AND
β-POWER REPARAMETERIZATIONS

For every t̄ ∈ [0,T], let C(t̄) denote the set of Borel-measurable maps which
belong to Lβ([t̄,T],Rm) and take values in C. For every (t̄, x̄) ∈ [0,T]×Rn and
every c ∈ C(t̄), let us denote the unique solution of the Cauchy problem

(E)


·x = f(t,x,c) for t ∈ [t̄,T]
x(t̄) = x̄,
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(where the dot means differentiation with respect to t) by x(t̄,x̄)[c](·) (or, if the
initial data are known by the contest, by x[c](·)). For every (t̄, x̄,c) ∈ [0,T]×
Rn×C(t̄) let us consider the cost functional

J(t̄, x̄,c) É
∫ T
t̄
`(t,x[c](t),c(t))dt+g(x[c](T))

and let us define the value function as the map

V : [0,T[×Rn → R,

which associates the infimum value of J to each initial condition (t̄, x̄):

V(t̄, x̄) É inf
c∈C(t̄)

J(t̄, x̄,c).

Theorem 3.1. Assume (A1)-(A5). Then the following statements hold true:
(i) V is continuous and can be continuously extended to [0,T]×Rn. Actually,

if α < β,

lim
t→T
V(t,x) = g(x) for all x ∈ Rn,

so (the extension to t = T of ) V verifies (BC).
(ii) V is solution of (HJ) in ]0,T[×Rn.

(iii) For α = β the extension of V to t = T , verifies (BCm).

When a suitable condition on the data is in force we can prove that V is a
solution of the Cauchy problem (HJ)-(BC) (and not only of (HJ)-(BCm)) even in
the case when α = β. More precisely, for α = β, let us assume that

(NFJ)
∫ 1

0
`∞(T ,y(s),w(s))ds ≥ g(x)−g(y(1))

for all x ∈ Rn and all L∞ controlsw : [0,1] → C, where y(·) denotes the solution
to the Cauchy problem


dy
ds
(s) = f∞(T ,y(s),w(s)), ∀s ∈ [0,1],

y(0) = x,
.

and `∞ and f∞ are the recession functions defined in the Introduction. Let us call
assumption (NFJ) the no-final-jump condition. For instance, one can easily check
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that (NFJ) is satisfied when g is Lipschitz continuous with Lipschitz constant Lg,
(A3) is verified with M1 = 0, and

`0 ≥M2Lg,

where M2 and `0 are the constants appearing in (A3) and (A4), respectively.

Theorem 3.2. For α = β, let us assume condition (NFJ). Then (the continuous
extension to t = T of ) V is a solution of the Cauchy problem (HJ)-(BC).

In view of Corollary 2.1, one obtains the following Corollary:

Corollary 3.1. Assume (A1)-(A5). If α < β [resp. α = β] then V is the unique
solution of (HJ)-(BC) [resp. (HJ)-(BCm)]. Moreover if α = β and the no-final-
jump condition (NFJ) is in force, V is also the unique solution of (HJ)-(BC).

In order to prove Theorem 3.1, let us introduce an auxiliary optimal control
problem which is obtained from the original one via a β-power reparameterization
of time.

For every t̄ ∈ [0,T] let us introduce the following sets of space-time controls

Γ(t̄) É {(w0,w) ∈ B([0,1],[0,+∞)×C) such that t̄+
∫ 1

0
wβ0 (s)ds = T

}

and

Γ+(t̄) É {(w0,w) ∈ Γ(t̄) such that w0 > 0 a.e.
}

where B([0,1],[0,+∞)×C) is the set of L∞, Borel maps, which take values in
[0,+∞[×C. If α < β [resp. α = β], for every (t̄, x̄) ∈ [0,T]×Rn and every
(w0,w) ∈ Γ+(t̄) [resp. (w0,w) ∈ Γ(t̄)], let us denote by (t,y)(t̄,x̄)[w0,w](·)
the solution of the Cauchy problem

(Ee)


t′(s) = wβ0 (s)
y′(s) = f̄ (t(s),y(s),w0(s),w(s))

(t(0),y(0)) = (t̄, x̄),

where the parameter s belongs to the interval [0,1] and the prime denotes differ-
entiation with respect to s. When the initial conditions are meant by the context,
we shall write (t,y)[w0,w](·) instead of (t,y)(t̄,x̄)[w0,w](·). Let us consider
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the following cost functional

Je(t̄, x̄,w0,w) É
∫ 1

0

¯̀((t,y)[w0,w],w0,w
)
(s)ds + g(y[w0,w](1))

and the corresponding value function

Ve : [0,T]×Rn → R

Ve(t̄, x̄) É inf
(w0,w)∈Γ(t̄)Je(t̄, x̄,w0,w).

In view of Theorem 3.3 below, the optimal control problem introduced above is in
fact an extension of the original one.

In order to establish a connection between the original system (E) and the
extended system (Ee), for every c ∈ C(t̄) let us introduce the following β−power
reparameterization of time. For every t ∈ [t̄,T] let us set

s(t) É

∫ t
t̄
(1+|c(τ)|β)dτ∫ T

t̄
(1+|c(τ)|β)dτ

and let

t : [0,1]→ [t̄,T]
denote the inverse of s(·). Proposition 3.1 below establishes a substantial equiv-
alence between the original system (E) and the extended system (Ee) when space-
time controls belonging to the subset Γ+(t̄) are implemented.

Proposition 3.1 (Embedding). Let (t̄, x̄) ∈ [0,T[×Rn, c ∈ C(t̄) and let
x(·) be the corresponding solution of (E). Let t(·) be the map defined as above. Then
the map (t,y)(s) É (t(s),x ◦ t(s)) is the (unique) solution of (Ee) corresponding
to the control:

(w0,w)(s) É β
√
t′(s) · (1,c ◦ t(s))(∈ Γ+(t̄)).

On the other hand, let (w0,w) be a space-time control belonging to Γ+(t̄) and set
(t,y)(s) É (t,y)(t̄,x̄)[w0,w](s). Then the relation

c(t) É w
w0
◦ s(t),
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where s(t) is the inverse of the function t(s), defines almost everywhere in [t̄,T]
a single valued map c which can be extended to a Borel measurable map in [t̄,T].
Moreover, setting x(·) É x(t̄,x̄)[c](·), one has

(3.1) x(t) = y ◦ s(t)

for every t ∈ [t̄,T] and

J(t̄, x̄,c) = Je(t̄, x̄,w0,w).

Proof. Let us observe that the control (w0,w) in the first part of the thesis
actually belongs to Γ+(t̄). Indeed one has

∫ 1

0
wβ0 (s)ds =

∫ 1

0
t′(s)ds = T − t̄

and

|(w0,w)|(s) = β

√√√√√√
∫ T
t̄
(1+|c(τ)|β)dτ
1+|c ◦ t(s)|β |(1, c◦t(s))| ≤

√
2 β

√∫ T
t̄
(1+|c(τ)|β)dτ.

Then the result easily follows from the fact that (Ee) has a unique solution for every
given control (w0,w) ∈ Γ(t̄).

The fact that c(·) is defined almost everywhere follows from the absolute
continuity of t(·). Moreover, since w(·), w0(·) and s(·) are Borel-measurable
maps it follows that c(·) is a Borel-measurable map as well. (More precisely c(·)
can be extended to a Borel-measurable map, e.g. by setting c(t) ≡ c ◦ s(1) when
w ◦ s(t) = 0). ❐

Proposition 3.2 below shows that the set of trajectories graphs of (E) is dense
in the set of trajectories of (Ee).

Proposition 3.2 (Density). Let (w0,w) ∈ Γ(t̄). Then there exists a sequence
(w0n,w) ∈ Γ+(t̄) such that setting (tn,yn)(s) É (t,y)[w0n,w](s) one has

(i) yn ◦ t−1
n (t) = x[cn](t), for every t ∈ [t̄,T], where cn É (w/w0n)◦

t−1
n ;

(ii) the sequence (tn,yn) converges uniformly to (t,y)[w0,w];
(iii) the sequence J(t̄, x̄,cn) converges to Je(t̄, x̄,w0,w).
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Proof. Let (w0,w) ∈ Γ(t). For every n ∈ N and s ∈ [0,1] let us define:

w0n É β

√√√√√ T − t̄
T − t̄+ 1

n

(
wβ0 +

1
n

)

and let us observe that (w0n,w) ∈ Γ+(t̄). Hence (i) follows from Proposition 3.1.
Let us prove that the sequence (tn,yn) = (t,y)[w0n,w] converges uniformly to
(t,y)[w0,w]. Let us observe that

|wβ0n(s)−w
β
0 (s)| ≤

1
n
T − t̄+‖wβ0 ‖∞
T − t̄+ 1

n

∀s ∈ [0,1].

This and Gronwall’s lemma imply that there exists a compact Q ⊂ [0,T]×Rn
containing the trajectories (tn,yn) and (t,y). Then one concludes via standard
arguments, essentially Gronwall’s Lemma and the Dominated Convergence Theo-
rem. Finally (iii) is an obvious consequence of the previous steps. ❐

Theorem 3.3.
(i) For every (t,x) ∈ [0,T[×Rn one has Ve(t,x) = V(t,x);

(ii) the map Ve : [0,T]×Rn → R is continuous.

Proof. The proof of (i) is a straightforward consequence of Proposition 3.2.
Moreover, in view of Lemma 3.1 below, the map Ve is continuous on {T}×Rn.
Finally, by (i) and Theorem 4.1 below, Ve is continuous on [0,T[×Rn as well. ❐

Lemma 3.1. Assume hypotheses (A1)-(A5). Then the function Ve is continuous
on {T}×Rn.

Proof. The continuity of Ve in the variable x is proved in the first part of
the proof of Theorem 4.1 (see (4.5)). As for the continuity in t, in (4.6) below
the quantity Ve(t,x)−Ve(T ,x) is proved to be majorized by a nonnegative map
which tends to zero with T − t. Hence it remains only to estimate the difference
Ve(T ,x)−Ve(t,x), t ≤ T .

Let us fix ε > 0 and let us consider a space-time control (w̃0,w̃) ∈ Γ(t), such
that, setting (t̃, x̃) É (t,y)(t,x)[w̃0,w̃], one has

Ve(t,x) ≥
∫ 1

0

¯̀(t̃(s), x̃(s),w̃0(s),w̃(s))ds+g(x̃(1))− ε.
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Setting (
∨
t, ∨x) É (t,y)(T ,x)[0,w̃], one obtains

Ve(T ,x)−Ve(t,x) ≤
∫ 1

0

¯̀(T , ∨x,0,w̃)(s)ds+g( ∨x(1))

−
∫ 1

0

¯̀(t̃, x̃,w̃0,w̃)(s)ds−g(x̃(1))+ ε.

As observed at the beginning of the proof of Theorem 4.1 below, whenever x
belongs to a compact subset B ⊂ Rn, we can restrict the set of space-time controls
to those satisfying ∫ 1

0
(w0(s)+|w(s)|)βds ≤ K,

where K is a suitable constant depending on B. Actually, in view of the parameter-
free character of system (Ee), the set of controls can be restricted to those satisfying
|(w0,w)(s)| ≤ K1∀s ∈ [0,1], where K1 still depends on B (see e.g. [20] for the
case α = β = 1). Therefore by Gronwall’s Lemma, we can assume that there is a
ball B[0,R] containing all the trajectories issuing from x ∈ B. One has

|x̃(s)− ∨x(s)| ≤
∫ 1

0
|f̄ (t̃, x̃,w̃0,w̃)(s)− f̄ (T , ∨x,0,w̃)(s)|ds

≤
∫ 1

0
|f̄ (t̃, x̃,w̃0,w̃)(s)− f̄ (T ,x̃,w̃0,w̃)(s)|ds

+
∫ 1

0
|f̄ (T ,x̃,w̃0,w̃)(s)− f̄ (T , ∨x,w̃0,w̃)(s)|ds

+
∫ 1

0
|f̄ (T , ∨x,w̃0,w̃)(s)− f̄ (T , ∨x,0,w̃)(s)|ds.

Observe that the last integral can be majorized by a term of the form ω(T − t),
whereω is a modulus (see for instance [21] Lemma 3.1). By (4.4) below we obtain

|x̃(s)− ∨x(s)| ≤ (T +1)(K+1)
[
ωf(|T − t|)+

∫ 1

0
LR|x̃(s)− ∨x(s)|ds

]
+ω(|T − t|),

which yields

|x̃(s)− ∨x(s)| ≤ [(T +1)(K+1)(ωf (|T − t|)+ω(|T − t|)]eLR(T+1)(K+1),

where LR is the determination of L in (Ae1 ) when Q = [0,T]×B[0,R]. The
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second integral in

Ve(T ,x)−Ve(t,x) ≤ K
∫ 1

0
ω`(|(t̃(s), x̃(s))− (T ,

∨x(s))|)ds

+
∫ 1

0
| ¯̀(T , ∨x,0,w̃)(s)− ¯̀(T , ∨x,w̃0,w̃)(s)|ds+ωg(|x̃(1)− ∨x(1)|)+ ε

approaches zero as t approaches T (see [21] Lemma 3.1). This fact, together
with the estimate obtained for |x̃(s)− ∨x(s)| provides the required estimate for
Ve(T ,x)−Ve(t,x). ❐

Proof of Theorem 3.1. The first statement in (i) follows from Theorem 3.3.
Moreover, if α < β, for every x ∈ Rn and every (w0,w) ∈ Γ(T) one has

Je(T ,x,w0,w) ≥
∫ 1

0
`0|w(s)|βds+g(x)

which implies Ve(T ,x) = g(x). This fact and Theorem 3.3 imply the second
statement in (i).

Let us prove (ii). With standard arguments one can show that Ve is a viscosity
solution of (HJe) on the open subset ]0,T[×Rn. Moreover, by Theorem 3.3,
Ve = V on [0,T[×Rn. Hence, in view of Theorem 2.5, V is a viscosity solution
of (HJ) in ]0,T[×Rn.

To prove (iii) we argue as in [22]. More precisely, relying on the special Dy-
namic Programming Principle provided by Proposition 3.4 below, one can easily
prove that the value function of the extended problem verifies (BCm). Then, in
view of Theorem 2.5, the extension of V(= Ve) verifies (BCm) as well. ❐

Proof of Theorem 3.2. Let us observe that the no-final-jump condition (NFJ)
implies that the implementation of impulsive controls (0,w), w 6= 0, does not
yield any advantage with respect to the control (0,0). Indeed condition (NFJ)
implies that for every x ∈ Rn,

inf
(0,w)∈Γ(T)

∫ 1

0

¯̀(T ,y,0,w)(s)ds+g(x(1))−g(x) ≥ 0,

while
∫ 1

0

¯̀(T ,y,0,0) = 0 and y[0,0](s) = x, ∀s ∈ [0,1]. ❐

Proposition 3.4 (Dynamic Programming Principle for Ve at t = T ). Let α =
β. Let x ∈ Rn and η > 0 be such that g(x)−Ve(T ,x) = η. Then there exists
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σ > 0 such that, for all s ∈ [0,1], we have

Ve(T ,x) = inf
(w0,w)∈Γσ (T)

{∫ s
0

¯̀((t,x)[w0,w],w0,w)(s′)ds′

+ Ve ((t,x)[w0,w](s))
}

where Γσ (t0) É
{
(w0,w) ∈ Γ(t0) :

∫ 1

0
(wβ0 (s)+|w(s)|β)ds ≥ σ

}
.

Proof. The theorem follows straightforwardly by the fact that there exists σ
such that

Ve(T ,x)(3.2)

= inf
(w0,w)∈Γσ (T)

∫ 1

0

¯̀((t,x)[w0,w],w0,w)(s)ds+g(x[w0,w](1)).

Let us prove (3.2). It is clear that Ve(T ,x) is less than or equal to the right-hand
side of (3.2), for Γσ (T) ⊂ Γ(T). To prove the converse inequality, assume by
contradiction that for every minimizing sequence of controls (w0n,wn) ∈ Γ(T)
verifying

Ve(T ,x)+ 1
n
≥
∫ 1

0

¯̀((t,x)[w0n,wn],w0n,wn)(s)ds+g(x[w0n,wn](1))

and for every σ > 0 there exists n̄ such that ∀n ≥ n̄ one has
∫ 1

0
|wn(s)|βds < σ

(notice thatw0n(s) = 0 ∀s ∈ [0,1] and∀n ∈ N ). Then there exists a constant
K̄ such that

|(x[w0n,wn](s)−x)| ≤ K̄σ .
Moreover, by the continuity and the β−homogeneity of ¯̀, there is a constant K̃
such that ∫ 1

0

¯̀((t,x)[w0n,wn],w0n,wn)(s)ds ≤ K̃σ .

Let us choose σ so that

|g(x[w0n,wn](1))−g(x)| ≤ωg(K̄σ) ≤
η
4

and K̃σ ≤ η
4
.
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Then, by choosing n ≥ max{n̄, 4/η}, we have that

η = g(x)−Ve(T ,x) ≤ −
∫ 1

0

¯̀((t,x)[w0n,wn],w0n,wn)(s)ds

− g(x[w0n,wn](1))+g(x)+
η
4
≤ 3η

4
,

which is a contradiction, for η > 0. ❐

4.REGULARITY OF THE SOLUTION

We have proved that, when α < β [resp. α = β], the value function V introduced
in the previous section is the unique solution of the Cauchy problem (HJ)-(BC)
[resp. (HJ)-(BCm)]. Now we exploit this characterization to prove some regularity
properties of this solution. Regularity properties of the solution were studied e.g.
by P. L. Lions [18] and G. Barles [5] [7], in the case of Hamiltonians that, in
particular, are continuous and superlinear in the adjoint variable p, uniformly in
x. Moreover, under a set of hypotheses on f and `, which in particular imply
(1.2), sharp regularity estimates are given by M. Bardi and F. Da Lio in [3]. For
a different class of problems, still verifying hypothesis (1.2), regularity results are
provided in [1].

The main point of the results below consists in the fact that they hold also
whenH is allowed to depend on p non uniformly with respect to x. In particular,
condition (1.2) is not assumed. Moreover, regularity results are proved even if
α = β, a case in which the Hamiltonian is, in general, discontinuous (see also
[21], [24] and [6]).

Theorem 4.1. Assume (A1)-(A5) and fix R > 0. Then there exists R′ ≥ R and
positive constants B1, B2 such that

(4.1) |V(t,x1)−V(t,x2)| ≤ B1ω`(B2|x2−x1|)+ωg(B2|x2−x1|)

for every (t,x1)(t,x2) ∈ [0,T[×B[0;R], where ω` and ωg are the modulus
appearing in (A2) and the modulus of uniform continuity of g, respectively, corre-
sponding to the compact [0,T]×B[0;R′]. Moreover for every t̄ ∈ [0,T[ one has

(4.2) |V(t,x)−V(t̄,x)| ≤ ηt̄(|t− t̄|)
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for every (t,x) ∈ [0,T[×B[0;R], where the modulus ηt̄ is defined by

ηt̄(s) = max
{
K1s+K2ω`(K3s)+ωg(K3s),

K4ω`
(
K5

(
T +1
T − t̄ s+ωf(s)

))
+ωg

(
K5

(
s

T − t̄ +ωf(s)
))}

for suitable positive constants K1, K2, K3, K4, K5, depending on R, andωf is identi-
fied with the modulus in (A1) corresponding to

Q = [0,T]×B[0;R′].

Proof. Let us recall that V = Ve in [0,T[×Rn, and let us begin by proving
that Ve is continuous in x, uniformly with respect to t, for (t,x) ∈ [0,T]×
B[0,R]. By the coercivity condition (Ae4 ) and by the obvious local boundedness of
Ve, if the initial conditions are taken in B[0;R] then it is not restrictive to consider
only those space-time controls (w0,w) ∈ Γ(t) that satisfy

(4.3)
∫ 1

0
(w0(s)+|w(s)|)βds ≤ KR

where KR is a suitable constant depending on R. By applying Hölder’s inequality
one obtains

(4.4)
∫ 1

0
(w0(s)+|w(s)|)αw0(s)β−αds ≤ T 1−α/β(KR)α/β ≤ (T +1)(KR +1).

Hence, in view of (Ae3 ), and Gronwall’s Lemma, we can assume that there exists a
ball B[0;R′] ⊂ Rn containing all the trajectories issuing from B[0;R]. Let us fix
τ ∈ [0,T], x1, x2 ∈ B[0;R], ε > 0, and let us take a control (w0,w) ∈ Γ(τ)
such that ((4.4) is verified and)

∫ 1

0

¯̀(t(τ,x2)(s),x(τ,x2)(s),w0(s),w(s))ds+g(x(τ,x2)(1)) ≤ Ve(τ,x2)+ ε,

where (t(τ,x2),x(τ,x2))(·) É (t,y)(τ,x2)[(w0,w)](·). Hence, setting

(t(τ,x1),x(τ,x1))(·) É (t,y)(τ,x1)[(w0,w)](·),

we have



1068 F. RAMPAZZO & C. SARTORI

Ve(τ,x1)−Ve(τ,x2)

≤
∫ 1

0

¯̀(t(τ,x1)(s),x(τ,x1)(s),w0(s),w(s))− ¯̀(t(τ,x2)(s),x(τ,x2)(s),w0(s),w(s))ds

+ g(x(τ,x1)(1))−g(x(τ,x2)(1))+ ε

≤
∫ 1

0
(wβ0 (s)+|w(s)|β)ω`(|x(τ,x1)(s)−x(τ,x2)(s)|)ds

+ g(x(τ,x1)(1))−g(x(τ,x2)(1))+ ε.

If LR′ denotes the determination of L in (Ae1 ) when Q = [0,T]×B[0;R′], one
has

|x(τ,x1)(s)−x(τ,x2)(s)| ≤ |x1−x2|eLR′ (T+1)(KR+1) ∀s ∈ [τ,T],

which, in turn, yields

Ve(τ,x1)−Ve(τ,x2) ≤ KRω`(|x1−x2|eLR′(T+1)(KR+1))(4.5)

+ ωg(|x1−x2|eLR′(T+1)(KR+1))+ ε

where ωg and ωl are the modulus (in [0,T]×B[0;R′]) of continuity of g and
` respectively. Since ε is arbitrary, by exchanging (τ,x1) with (τ,x2) we obtain
(4.1) with B1 É KR and B2 É eLR′(T+1)(KR+1).

In order to prove the continuity with respect to t, let us fix (t1,x) and (t2,x)
in [0,T]×B[0;R] and let us suppose t1 ≤ t2. We start estimating Ve(t1,x)−
Ve(t2,x), assuming that this difference is nonnegative. Let us set

(t̄, x̄)(·) É (t,y)(t1,x)[w∗0 ,0](·),

with w∗0 (s) É (T − t1)1/β for all s ∈ [0,1]. By the Dynamic Programming
Principle we obtain

Ve(t1,x)−Ve(t2,x) ≤
∫ s2

0

¯̀((t̄, x̄)(s),w∗0 ,0)ds+Ve(t2, x̄(t2))−Ve(t2,x),

where s2 É (t2− t1)(T − t1)−1. If M É max{M1+M2,1}, by (Ae3 ) we have

|x̄(t2)−x| = |x̄(t2)− x̄(t1)| ≤ M(1+R′)|t1− t2|

and, setting K′R É max
(t,x)∈[0,T ]×B[0;R′]

¯̀(t,x,1,0), by the homogeneity of ¯̀ (see (ii)
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of Proposition 2.1) and by the first part of the proof we obtain

0 ≤ Ve(t1,x)−Ve(t2,x)(4.6)

≤ K′R|t2− t1|+KRω`(M(1+R′)|t2− t1|eLR′(T+1)(KR+1))

+ωg(M(1+R′)|t2− t1|eLR′ (T+1)(KR+1)).

Still in the case t1 ≤ t2(< T), let us estimate the difference V(t2,x)−V(t1,x),
which we assume nonnegative (otherwise we are in the previous case). Let ε > 0
and c1 ∈ C(t1) be a control so that if we denote by x̃(·) É x(t1,x)[c1](·), we have

V(t1,x) ≥
∫ T
t1
`(s,x̃(s),c1(s))ds+g(x̃(T))− ε.

Let us set r É (T − t2)/(T − t1) and let us define the control c2 É c1 ◦J−1, where
J : [t1,T] → [t2,T] is defined by J(τ) É t2+ r(τ − t1). Then c2 ∈ C(t2), and
setting

∨x(·) É x(t2,x)[c2](·),
we have:

| ∨x ◦J(τ)− x̃(τ)| ≤
∫ τ
t1
|rf (J(s), ∨x◦J(s), c2 ◦J(s)

)−f (s, x̃(s), c1(s)
)|ds

for every τ ∈ [t1,T]. Hence, by adding and subtracting f(J(s), ∨x ◦J(s),c2 ◦
J(s)) inside the last integral, we obtain:

| ∨x◦J(τ)− x̃(τ)|

≤ |t1− t2|
T − t1

∫ τ
t1
|f (J(s), ∨x◦J(s), c2◦J(s)

)|ds
+
∫ τ
t1

∣∣f (J(s), ∨x◦J(s), c1(s)
)−f (s, x̃(s), c1(s)

)∣∣ds
≤ AR

|t1− t2|
T − t1

+
∫ τ
t1
(1+|c1(s)|α)(LR′ | ∨x◦J(s)− x̃(s)|+ωf(|J(s)− s|))ds,

for every τ ∈ [t1,T] and where we have set

AR É M(1+R′)(T +1)(KR +1).

Notice that |J(s)− s| ≤ |t2− t1| for every s ∈ [t1,T]. Hence, by Gronwall’s
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Lemma we obtain

| ∨x◦J(τ)− x̃(τ)| ≤ eLR′ (T+1)(KR+1)AR
[ |t1− t2|
T − t1

+ωf(|t2− t1|)
]

for every τ ∈ [t1,T]. By

V(t2,x)−V(t1,x) ≤
∫ T
t2
`(s, ∨x(s),c2(s))ds

−
∫ T
t1
`(s,x̃(s),c1(s))ds+g( ∨x(T))−g(x̃(T))+ ε

and (4.3), one obtains

V(t2,x)−V(t1,x)(4.7)

≤
∫ T
t1
|`(J(s), ∨x◦J(s), c2◦J(s))−`(s, x̃(s), c1(s))|ds

+ ωg
(
eLR′(T+1)(KR+1)AR

[ |t1− t2|
T − t1

+ωf(|t2− t1|)
])
+ ε

≤
∫ T
t1
(1+|c1(s)|β)ω`

(∣∣(J(s), ∨x◦J(s))− (s, x̃(s))∣∣)ds
+ ωg

(
eLR′(T+1)(KR+1)AR

[ |t1− t2|
T − t1

+ωf(|t2− t1|)
])
+ ε

≤ KRω`
(
eLR′ (T+1)(KR+1)AR

[
T +1
T − t1

|t1− t2|+ωf(|t2− t1|)
])

+ ωg
(
eLR′(T+1)(KR+1)AR

[ |t1− t2|
T − t1

+ωf(|t2− t1|)
])
+ ε.

By interchanging the roles of t1 and t2 and observing that (t1− t2)/(T − t2) ≤
(t1− t2)/(T − t1) whenever t2 ≤ t1, by (4.6) and (4.7), one obtains (4.2) with

ηt̄(s) É max
{
K′Rs+ (KRω`+ωg)(M(1+R′)eLR′ (T+1)(KR+1)s) ,

KRω`
(
eLR′ (T+1)(KR+1)AR

[
T +1
T − t̄ s+ωf(s)

])
+ωg

(
eLR′ (T+1)(KR+1)AR

[
s

T − t̄ +ωf(s)
])}

. ❐

Let us notice that there is a loss of regularity in the t-dependence of V when
t approaches T . However, as soon as α < β and ` and g are Hölder continuous
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in (t,x), this drawback can be overcome, as it is shown in Theorem 4.2 below
(which extends a former result by M. Bardi and F. Da Lio [3]). Finally, if ` and
g are locally Lipschitz continuous in (t,x) and a suitable quantitative condition
is verified (see (NJ) condition below), the same improvement can be achieved also
for α = β (Theorem 4.3). In fact, let us specialize (A2) and (A5) into the following

hypotheses (A]2 ) and (A]5 ), respectively:

There exists γ ∈ ]0,1] such that, for every compact Q ⊂ [0,T]×Rn there are
constants K` and Kg verifying

|`(t1,x1,c)−`(t2,x2,c)| ≤ (1+|c|β)K`|(t1,x1)− (t2,x2)|γ(A]2 )

and

|g(x1)−g(x2)| ≤ Kg|x1−x2|γ ∀(t1,x1) (t2,x2) ∈ Q.(A]5 )

In order to state the next two theorems we need to define some constants. For every
R > 0 choose R′ ≥ R, KR and LR′ as in the beginning of the proof of Theorem

4.1, and let K`, Kg be the determinations of the constants appearing in (A]2 ), (A]5 ),
respectively, when Q = [0,T]×B[0,R′]. Finally let M1, M2, `0 be as in (A3) and
(A4). Let us set

MR É (KRK`+Kg)eLR′ (T+1)(KR+1)

and

GR É eLR′ (T+1)(KR+1)(KRK`+Kg)(M1(1+R′)+M2).

Theorem 4.2. Suppose α < β, assume (A1), (A3), (A]2 ), (A4), and (A]5 ), and
fix R > 0. Then

(4.8) |V(t,x1)−V(t,x2)| ≤MR|x1−x2|γ

for every (t,x1), (t,x2) ∈ [0,T]×B[0;R]. Moreover, there exists a constant K̄R
such that

(4.9) |V(t1,x)−V(t2,x)| ≤ K̄R|t1− t2|γ(β−α)/(β−γα)

for every (t1,x) (t2,x) ∈ [0,T]×B[0;R].
Finally if in (A1) one has ωf(s) É Lf s for some Lf > 0, the map t → V(t,x)

is locally γ-Hölder continuous on [0,T] uniformly with respect to x ∈ B[0;R].

Theorem 4.3. Suppose α = β and assume (A1), (A3), (A]2 ), (A4), and (A]5 ),
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with γ = 1. Fix R > 0 and assume that the following no-jump condition

(NJ) GR ≤ `0

is verified. Then there exists a constant B3 depending on R such that

|V(t1,x1)−V(t2,x2)| ≤ B3|(t1,x1)− (t2,x2)|

for every (t1,x1) (t2,x2) ∈ B[0;R].

Proof of Theorem 4.2. The estimate (4.8) is equivalent to (4.1) forω`(·) =
K`|(·)|γ and ωg(·) = Kg|(·)|γ . Moreover, the statement concerning the local
γ−Hölder continuity of t → V(t,x) is a straightforward consequence of (4.2). In
order to prove (4.9), let us observe that in view of the proof of Theorem 4.1 it is
sufficient to consider the case when t1 ≤ t2 and V(t2,x) ≤ V(t1,x), the other case
(that is V(t1,x) ≤ V(t2,x)) being proven with estimate (4.6). By the Dynamic
Programming Principle for every pair t1, t2 ∈ [0,T] such that t1 ≤ t2, there exists
a control ct1t2 ∈ C(t1) such that setting x̃ É x(t1,x)[ct1t2], we have

0 ≤ V(t2,x)−V(t1,x)

≤ V(t2,x)−V(t2, x̃(t2))−
∫ t2
t1
`(s,x̃(s),ct1t2(s))ds+|t1− t2|.

Hence by (4.8), the coercivity assumption (A4) and the growth condition (A3) one
obtains

0 ≤ V(t2,x)−V(t1,x)(4.10)

≤ (KRK`+Kg)|x− x̃(t2)|γeLR′ (T+1)(KR+1)

−
∫ t2
t1
`0|ct1t2(s)|βds+ (`1+1)|t1− t2|

≤ eLR′ (T+1)(KR+1)(KRK`+Kg)(M1(1+R′)+M2)
γ

(∫ t2
t1
(1+|ct1t2(s)|α)ds

)γ

−
∫ t2
t1
`0|ct1t2(s)|βds+ (`1+1)|t1− t2|.

By Hölder’s inequality we have

(4.11)
∫ t2
t1
|ct1t2(s)|αds ≤

(∫ t2
t1
|ct1t2(s)|βds

)α/β
|t1− t2|1−α/β.
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Moreover, we claim that there exists K′ > 0 such that

∫ t2
t1
|ct1t2(s)|βds ≤ K′|t1− t2|s,

where s = γ(β−α)/(β−γα). Indeed, suppose by contradiction that

sup
t1,t2∈[0,T ]
t1<t2

∫ t2
t1
|ct1t2(s)|βds
|t1− t2|s

= +∞.

Hence there exists a sequence of pairs (t1n,t2n) ∈ [0,T]2 such that t1n ≤ t2n and

∫ t2n
t1n
|ct1t2(s)|βds

|t2n − t1n|s
> n.

Plugging (4.11) in (4.10), one obtains

0 ≤ V(t2,x)−V(t1,x)|t2− t1|s
(4.12)

≤ K̃

(∫ t2
t1
|ct1t2(s)|β

)γ(α/β)
|t2− t1|γ(1−α/β)

|t2− t1|s
−`0

∫ t2
t1
|ct1t2(s)|βds
|t2− t1|s

+ (`1+1)
|t1− t2|s−1

for a suitable K̃. For every n ∈ N let us set t1 = t1n and t2 = t2n . It is easy to check
that the right hand side of (4.12) approaches−∞ as n tends to infinity, which gives
a contradiction. Therefore there exists K′ such that

∫ t2
t1
|ct1t2(s)|βds ≤ K′|t2− t1|γ(β−α)/(β−γα)

Plugging this last estimate in (4.10) we obtain (4.9), for a suitable constant
K̄R. ❐

Proof of Theorem 4.3. In view of the proof of Theorem 4.1 we have to prove
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only that there exists a constant B3 such that

V(t2,x)−V(t1,x) ≤ B3|(t1,x1)− (t2,x2)|,

supposing t1 ≤ t2 and V(t2,x)−V(t1,x) ≥ 0. Let us rewrite inequality (4.10) for
the special case when γ = 1 and α = β :

0 ≤ V(t2,x)−V(t1,x)(4.13)

≤ eLR′(T+1)(KR+1)(KRK`+Kg)(M1(1+R′)+M2)∫ t2
t1
(1+|ct1t2(s)|β)ds−

∫ t2
t1
`0|ct1t2(s)|βds+ (l1+1)|t1− t2|.

We claim that there exists a constant K′ such that

(4.14)
∫ t2
t1
|ct1t2(s)|βds ≤ K′|t1− t2|.

Assume by contradiction that this is false and argue as in the proof of Theorem 4.2
to obtain

0 ≤ V(t2,x)−V(t1,x)|t2− t1|
(4.15)

≤ GR

∫ t2
t1
|ct1t2(s)|βds
|t2− t1|

− l0

∫ t2
t1
|ct1t2(s)|β

|t2− t1|
+ ˜̀,

where ˜̀ is a suitable positive constant. In view of condition (NJ) the right-hand
side of (4.13) tends to −∞, as n goes to infinity, a contradiction. Plugging (4.14)
in (4.13), we can finish. ❐

5. APPENDIX

Removing the hypothesis that C is a cone. For the sake of simplicity the
unbounded control set C has been assumed to be a closed cone. However, all the
results of the present paper can be generalized to the case when C is any closed
subset of Rm. We sketch briefly the changes that are needed in order to address the
general case. Define the conic hull Con(E) of a set E ⊆ Rq by setting

Con(E) É {λe, λ ≥ 0, e ∈ E}.
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If one redefines the Hamiltonian He appearing in the equation (HJe) by setting

He É sup
(w0,w)∈Con({1}×C)∩Sm+

{−p0w
β
0 −〈p,f̄ (t,x,w0,w)〉− ¯̀(t,x,w0,w)}

then in Section 2 everything works for a general set C, up to the obvious replace-
ment of the set [0,+∞[×C with Con({1}×C). (Incidentally, notice that, as soon
as C is a closed cone, one has [0,+∞[×C = Con({1}×C). In order to generalize
Section 3 to the case when C is not a cone, let us redefine the sets Γ+(t̄) and Γ(t̄)
by setting

Γ+(t̄) É {(w0,w) ∈ B([0,1],Con({1}×C) such that t̄+
∫ 1

0
wβ0 (s)ds = T

}

Γ(t̄) É {(w0,w) ∈ B([0,1],Con({1}×C)) such that t̄+
∫ 1

0
wβ0 (s)ds = T

}
.

With this position the embedding result stated in Proposition 3.1 is still valid, with
an unchanged proof. Proposition 3.2 , which establishes the density of the original
trajectories into space-time trajectories, maintains its validity as well. However,
when C is not a cone, the proof needs substantial changes. Indeed we are not
allowed to use the controls (w0n,w) introduced in that proof, for in general they
do not take values in Con({1}×C). Briefly, one can proceed in the following way.
To begin with, for every n ∈ N and every (w0,w) ∈ Con({1}×C) one defines

Γn(w0,w) É B
[
(w0,w),

1
n

]
∩
{
(w̃0,w) : |w0− w̃0| ≤ 1

n

}
and

mn(w0,w) É max{w̃0 such that (w̃0,w̃) ∈ Γn(w0,w)}.

Then one replaces the approximating controls in Proposition 3.2 with the controls
(w̄0n,w̄n) É λn(w0n,wn) where

(w0n,wn)(s) É
(w0,w)(s) if s ∈ [0,1] \w−1

0 (0),

(mn(w0(s),w(s)),w(s)) if s ∈ w−1
0 (0),

and

λn É

 T − t̄∫ 1

0
(w0n(s))

βds


1/β

.
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Then standard arguments from set valued analysis imply that (w̄0n,w̄n) approaches
(w0,w) uniformly, so that the proof of Proposition 3.2 proceeds as in the case
when C is not a cone. In view of the above extension, also the remaining part of
Section 3 and the whole Section 4 can be generalized to the case where C is not a
cone.
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