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Abstract. Acute Myeloid Leukemia is a neoplastic malignancy, which originate from the myeloid line of the cells of hematopoietic system. Although it is a relatively rare cancer and despite of improvement in prognosis due to recent radio-chemotherapy regimens, it is still a severe disease and only a minority of patients are cured. In the present work we propose a methodological approach, evaluating and benchmarking different supervised learning techniques for the prediction of response to induction treatment in Acute Myeloid Leukemia (AML). Our research also focuses on the examination of the most significant indicators that contribute to the improvement of diagnosis.
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Introduction

Acute myeloid leukemia (AML), also known as acute myelogenous leukemia, is a cancer of the myeloid line of white blood cells, characterized by the rapid proliferation of abnormal cells which accumulate in the bone marrow and interfere with the production of normal blood cells. AML is the most common acute leukemia affecting adults, and its incidence increases with age.

AML is treated initially with chemotherapy aimed at inducing a remission; some patients may go on to receive a haematopoietic stem cell transplant. Areas of active research in acute myeloid leukemia include further elucidation of the cause of AML. Many cancer research centres and scientists focused on the identification of better prognostic indicators, development of new methods of detecting residual disease after treatment, and the development of new drugs and targeted therapies.

Recent studies have deployed a thorough examination in which a specific type of indicators, named as cytogenetic abnormalities, is considered as the most valuable prognostic determinants in acute myeloid leukemia (AML) [1], [2], [3].
Over the last years, DNA microarray experiments are being used to gather information from tissue and cell samples regarding gene expression differences that will be useful in diagnosing disease. The gene expression profile is significant information for the determination of the AML prognosis and many researches have taken into consideration the importance of this profile to the prognosis of the AML disease [4], [5], [6] and [7].

1. Motivating Study

The aim of the current study was the evaluation and benchmarking of various data analysis methods, through the field of pattern recognition, and the prospect of exploiting knowledge therein. Supervised learning, a procedure in which individual items are placed into groups based on quantitative information on one or more characteristics inherent in the items, was adopted in our study. The application of the classification technique to the AML, yields promising results for an accurate prognosis of the disease and a reliable and strict evaluation of the indicators participating to the classification.

The dataset relative to the LAM99 protocol was provided by the GIMEMA group [8], an Italian group which has been expertly involved with the research of the Adult Haematological Diseases with coordination among more than 100 centres for uniform treatment protocols and data collection.  Patients were admitted to the LAM99 trial, on the basis of eligibility criteria, and cured in several centres in Italy. All patients are supposed to receive for a short period a Pre Treatment intended to decrease the number of white blood cells. The main purpose of the administration of the Pre Treatment in the protocol was to keep the disease under control to allow a delay in the beginning of treatment course (chemotherapy) permitting cytogenetics and molecular biology proceeding. The next stage of therapy is an intensive Induction Treatment with the primary purpose of achieving Complete Remission (CR). Patients having only a Partial Remission (PR) response were given a Second Induction Treatment: patients who failed both induction treatments were no more eligible for going on over the protocol and underwent savage therapy. All patients in CR, either at the end of the first or second induction treatment, start, as soon as possible, Consolidation Treatment, necessary to eliminate non-detectable disease and prevent relapse - that is, to achieve a cure. Allogenic Bone Morrow Transplantation or Autologous Transplant for patients without HLA compatible donors was recommended for all patients following the consolidation treatment. Patients were, then, followed and events of special interest - i.e. relapse or death in remission for any cause - were monitored. The principal phases of the care protocol are better illustrated in Figure 1.

The Comparison of different classification approaches to the AML dataset, based on their potential and limitations, was pursued and analyzed. Modern classification algorithms based on the Support Vector Machines (SVMs) [9], the Least-Squares Support Vector Machines (LS-SVMs) [10] and many others classifiers were applied to the biomedical data, with the purpose of predicting the outcome probabilities over follow-up.

Our research also focuses on the examination of the most significant indicators (variables) that contribute to the improvement of diagnosis. For that reason, the implementation of feature selection techniques [11] was deemed essential. Feature reduction methods, based on wrapper and filter techniques, aimed to improve the performance of the classification by selecting the most highly ranked indicators that provided the best classification accuracy. Survival analysis [12] was performed for benchmarking the classification results from the statistical point of view.

2. Patients and Methods

2.1. Case Series

GIMEMA database contained 509 adult patients aged 15 to 60 who were enrolled in several Italian centres during November 1998 to December 2002 period. All patients were diagnosed with AML “de novo”, all FAB types (except for Promielocitic Leukemia - M3). Only 11 patients were diagnosed with a secondary leukemia.

 Exclusion criteria concerned WHO Performance Status (PS), as well as other indicators of a poor health status like, chronic renal failure, deficient liver function and severe congestive cardiac failure. At the diagnosis phase, a range of clinical variables were measured namely complete blood count - White Blood Cells (Wbc), Haemoglobin (Hb) and Platelets (Plts) - as well the count of Blasts, the % of immature cells in the Bone Marrow (Bl_bm). In addition Central Nervous System (CNS) involvement and Extra-Medullary Infiltration (Exm) were also assessed at inclusion. For patients who were given the pre treatment, White Blood Cells Reduction at the end of the pre treatment phase was also calculated.

A total of 29 patients did not receive the pre treatment. Information concerning the Pre Treatment will be excluded, from the current analysis, mainly due to the fact it was not strictly pertinent to study aim, and it makes case study not fully generalised to new data for predictive purpose. 

2.2. Statistical Methods

Based on the stages of the LAM99 protocol and the labelled cumulative incidence for the events throughout the induction treatment a “Short Term” analysis was proposed, firstly to investigate the prediction of the response to Induction Treatment and secondly to assess  its efficacy with respect to the disease. 

In Short Term analysis, the clinical endpoint of interest focuses in the achievement of CR. CR remission, as described by the LAM99 protocol, could happen either at the end of the first chemotherapy circle (first Induction Treatment), which is after 31 to 38 days since this circle began, or at the end of the second chemotherapy circle (second Induction Treatment), which is 80 days after the initiation of the first circle. The present study focused on evaluating clinical, cytogenetic and molecular prognostic factors after 80 days of treatment, i.e. at the end of the Induction Treatment phases. 

The response to treatment was categorised in achievement of Complete Remission (CR), Induction Death (ID) and non responders - Partial Remission (PR) or Resistance (Res) - having a clear clinical interpretation in terms of prognosis. The number of patients achieving CR was 347 (68.17 %), while 67 (13.17 %) died (ID) and 95 (18.66 %) were classified as Non Responders (Res). In figure 2 the Crude Cumulative Incidence Curves are plotted for the response to Induction treatment. 

2.3. Pre-processing of the dataset

The pre-processing of data consisted of revising the dataset in order to exclude its biased as well as the non-relevant attributes. Datasets’ variables were normalized with values varying from -1 to 1, and every patient with at least one missing value in his/her prognostic factors was eliminated. Furthermore, variables that provided no significant difference between all patients were also discarded. Finally the dataset was comprised by the variables presented in Table 1.

Binary variable (Sex) gives information about the gender of the patients. White blood cells or leukocytes are cells of the immune system which defend the body against both infectious disease and foreign materials. Wbc measures the white blast cells of a patient at diagnosis. Ps is a categorical variable, scaling from 0 to 3, which classifies the patients according to the characteristics of their AML disease at the diagnostic phase of the treatment. Such variable is the performance status of their disease as scaled by the World Health Organization (WHO) [13]. In AML, the bone marrow makes many unformed cells called blasts. The number of abnormal cells (or leukemia cells) grows quickly. They crowd out the normal red blood cells, white blood cells and platelets the body needs. Therefore, variable Bl_bm provides information about the number of blasts of a patient at the stage of inclusion. 

Haemoglobin, is the iron-containing oxygen-transport metalloprotein in the red blood cells of the blood in vertebrates and other animals. Variable Hb is the measure of haemoglobin at inclusion for every patient. Platelets are irregularly-shaped, colorless bodies that are present in blood. If the bone marrow is not working normally, the number of platelets in blood may drop. The normal platelet count is between 150 and 400 (109/lt). Plts variable gives the number of platelets at the inclusion phase. 

Citomol variable contains the Molecular and Cytogenetic characteristics of the patients. Such variable contains the integrated information from the molecular biology and their corresponded cytogenetic abnormalities, provided by the GIMEMA group. More specifically, Citomol variable involves the vector of parameters [normal karyotype, inv(16), t(8;21), +8, t(11)(q23), t(6;9), t(9;22), t(3 ;3)inv(3), iperdiploid, complex karyotype].
In acute myeloid leukemia (AML), extramedullary disease often occurs as a mass or tissue infiltration. Variable Exm is a categorical variable that classifies the patients into several responses like Lymphnodes, Cutaneous, both responses, unclassified infiltration responses and patients not affected by tissue infiltration. Furthermore, indicators like the FLT3/ITD, FLT3/D835 and NPM also provide relevant information from molecular biology. Mutations in the FLT3 gene are the most common genetic alteration found in AML patients. Internal tandem duplication (itd) mutations arise from duplications of the juxtamembrane portion of the gene and result in constitutive activation of the FLT3 protein. This alteration has been identified approximately in 20% to 30% of patients with acute myelogenous leukemia and appears to be associated with a worse prognosis. Another type of FLT3 mutation is mutations at aspartic acid residue 835 (d835), which occurs in almost 7.0% of acute myelogenous leukemia cases. Translocations involving the NPM gene result in cytoplasmic dislocation of the NPM protein.
2.4. Supervised Learning Techniques

2.4.1. Classification Approach

According to the categorisation mentioned above, it was decided to proceed with three different binary classification schemes. These were CR versus all others (Res + ID), Resistance versus all others and ID versus all others. In biomedical applications, is quite often that only a limited number of samples are available for the development and testing of classification rules.

In the current study, for each binary classification scheme the entire dataset was separated into two subsets; 80% of the dataset was randomly splitted for the training and the remaining 20% for testing of the overall classification process, as shown at Figure 3. This procedure was repeated for 20 iterations in a cross validation scheme and the final result of the classification was the average accuracy of all the iterations. 

Widely used methods for validation of the classification accuracy were employed, including Leave-one-out, Cross Validation and Bootstrapping. Precisely, K-fold cross validation was finally adopted in our study for partitioning the dataset. In K-fold cross-validation, the original sample was randomly partitioned into K sub-samples. Of the K sub-samples, a single sub-sample was retained as the validation data for testing the model, and the remaining K−1 sub-samples were used as training data. The cross-validation process was then repeated K times (the number of the folds), with each of the K sub-samples used exactly once as the validation data. The K results from the folds then were averaged (or otherwise combined) to produce a single estimation.

Furthermore, the randomly partitioned folds were also stratified so that they could contain approximately the same proportions of labels as the original dataset. Afterwards, the overall process was repeated many times and the final result was the average of all the K-fold Cross Validations.
The method of Least-Squares Support Vector Machines (LS-SVMs) was selected as the best performing scheme among a number of classifiers tested. LS-SVM was implemented using Radial Basis Function (RBF) Kernel [10]. The methodology of the SVMs is straightforward [9]. Considering the class of hyper-planes in case of linear separable case:
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corresponding to decision functions:
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Among all hyper-planes separating the data, a unique solution exists yielding the maximum margin of discrimination between the classes. The aim in Support Vector Machines is to define the unique hyperplane that separates the data of the two classes and keeps the widest distance between the two classes. The extension of linear SVMs to the non-separable case was made by Cortes and Vapnik [10]. In case of Least Squares SVMs, a set of linear equations has to be solved instead of a quadratic programming problem in SVMs formulation. 

Evaluation of the classification performance was performed by means of the area under the Receiver Operating Characteristic (ROC) curve, referred to as the AUROC measure. Specificity and sensitivity of all classification results were also measured and reported. Sensitivity is the proportion of people that are truly labeled positive of all the positively classified cases; it can be seen as the probability that the test is positive given that the patient is sick. The higher the sensitivity, the fewer real cases of diseases go undetected. Specificity on the other hand is the proportion of people that are labeled negative of all the negatively classified samples; it can be interpreted as the probability that the test is negative given that the patient is not sick. The higher the specificity, the fewer healthy people are categorized as patients.
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2.4.2. Feature Selection Technique

For feature selection we employed a combination of the wrapper and the filter methods [14]. The feature selection problem is addressed by two types of approaches, the so called filter and wrapper methods. Wrapper methods are applied in an iterative fashion where the indicator’s weights are re-evaluated and potentially changing from iteration to iteration. Filter methods on the other hand operate in a more static fashion; the weights remain stable and do not allow adjusting their performance in the next iteration cycle. 

The filtering method applied to this research was based on the Fisher ratio and is given as:
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where 
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are the means and standard deviations of feature 
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in positive and negative classes respectively. This metric is used in the following scheme.

According to the SVMs theory [9], the individual components of the direction vector 
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 could be found by:


[image: image9.wmf]1

,1

n

ijjij

j

wyxim

a

=

==

å

K


Defining the contribution of each one of the n samples to
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as a vector of n identical components we had:
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We then define a new direction vector based on the support vectors 
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The direction vector
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whose components were defined by the above equation defined a Fisher’s hyperplane that passes through the origin and was derived using only the support vector samples since their corresponding α values were non zero. This new hyperplane dynamically changed its direction vector across the feature selection process and hence, the weights of the associated features.

3. Results

Several datasets were constructed using combinations of given variables (Table 1) in order to estimate the best set with respect to classification accuracy. LS-SVM classifier with Radial Basis Function as Kernel provided satisfactory classification performances for Short Term analysis, as illustrated in Table 2. Sensitivity values in all binary classification schemes show that approximately 70% of the ‘true positive’ patients were correctly classified to one of the three different classes (CR, ID or Res). On the other hand, specificity values show that the classifier managed to classify 60 to 69% of the ‘true negative’ patients to the ‘all others’ class.  It was observed that the variables shown at Table 3 provided the best classification results. The NPM variable did not influence the classification accuracy. The assessment of the classification accuracy was defined by the iterated testing procedure, in which 20 randomly bootstrapped testing and training sets determined the overall performance. 

Ranking of variables based on their frequency of appearance at best AUROC was applied by the feature selection procedure. The entire feature selection was an iterative procedure in which the frequency of appearance of every variable was calculated and represented in Table 54 for the Short Term Analysis. Clinical variables Plts, WBC, Bl_bm, PS and Citomol (cytogenetics and molecular biology variables) play an important role in the discrimination process. Finally, FLT3/ITD and FLT3/D385 as well as clinical Sex, Hb and Exm appear to play a less important role in the classification task as shown at Table 5.

4. Discussion

In the present work, several classification strategies were implemented for the Short stage outcome prediction. Exhaustive cross validation techniques assessed the performance of each classifier when applied to the dataset. The Support Vector Machines with Least Squares methodology provided the best classification accuracy at  Short Term analysis. Finally, feature selection methods aimed to identify the most significant group of variables after ranking the variables based on the frequency of their appearance at the iterated feature selection technique.

The efficiency of the employed procedure using LS-SVMs and Feature Selection can also be considered in terms of the clinical relevance of results. Considering the important markers in Table 5, we can make the following remarks. The clinical variables WBC, Plts, Hb that were considered important by the methodology also show biological relevance, since they are related with the bone marrow potential to produce the proper haematopoietic cells. Clinicians evaluate these markers not only at first diagnosis phase (at inclusion) but also after the chemotherapy circles (at the end of the Induction Treatments). Abnormal values of these markers indicate possible resistance of the disease or in other words deficiency of the chemotherapies applied at Induction phase. Sex and PS variables are not generally considered significant by clinicians, but become important in the classification process when they are combined with cytogenetic and molecular variables, i.e. Citomol.

Cytogenetic and molecular markers are considered important in prognosis of AML since they form the major factors to categorise patients in three different risk groups, i.e. Low, Intermediate and High. More specifically, t(8;21) and inv(16) genetic abnormalities are related to favourable prognosis. Normal karyotype, t(11)(q23), t(6;9), +8, t(9;22), genetic alterations on the other hand classify a patient to the Intermediate risk group. Finally, the existence of t(3 ;3)inv(3), iperdiploid and/or complex karyotype indicates a poorer prognosis. Thus, the derived markers reflect biological characteristics relevant to clinical practice [16]. 
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Figure 1. Illustration Scheme of GIMEMA LAM99 Protocol.
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Figure 2. Assessment of the response to induction treatment.
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Figure 3. Classification strategy.
Table 1. Available variables.
	Variable
	# of missing values
	Type of data

	Sex
	0
	Binary

	Wbc
	0
	Numerical

	Ps
	0
	Categorical

	Bl_bm
	0
	Numerical

	Hb
	51
	Numerical

	Plts
	51
	Numerical

	Citomol
	112
	Categorical

	Exm
	79
	Categorical

	FLT3/ITD
	101
	Binary

	NPM
	202
	Binary

	FLT3/D835
	135
	Binary


Table 2. Binary classification results.

	Independent Test Set

	CR versus all others

	Sensitivity
	FPR
	Specificity
	FNR
	AUROC

	72,90%
	31,00%
	69,00%
	27,10%
	70,95%

	Res versus all others

	Sensitivity
	FPR
	Specificity
	FNR
	AUROC

	72,76%
	32,69%
	67,31%
	27,24%
	70,04%

	ID versus all others

	Sensitivity
	FPR
	Specificity
	FNR
	AUROC

	73,88%
	39,14%
	60,86%
	26,12%
	67,37%


Table 3. Selected Variables for most accurate Classification.

	Sex
	Wbc
	Ps
	Bl_bm
	Hb
	Plts
	Citomol
	Exm
	FLT3/ITD
	FLT3/D835


Table 4. Frequency of appearance of the selected variables.

	
	Feature selection

	
	Short stage Analysis

	Frequency of Every Feature
	Sex
	60%

	
	Wbc
	85%

	
	Ps
	85%

	
	Bl_bm
	50%

	
	Hb
	60%

	
	Plts
	80%

	
	Citomol
	85%

	
	Exm
	10%

	
	FLT3/ITD
	45%

	
	FLT/D835
	40%


Table 5. Most Significant Variables from Feature Selection Approach.

	Analysis
	Most Significant Variables

	Short Term
	Wbc
	Ps
	Citomol
	Plts
	Sex
	Hb
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