Application of a computer science analysis to a Non Hodgkin Lymphomas patients’ dataset
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Abstract: Non Hodgkin Lymphomas (NHL) are a group of neoplastic hematologic diseases which are characterized by chemo resistance, progressions and relapses. It would be very important to treat patients according to their disease characteristics and, when the neoplasm recurred, recognized it as soon as possible through a proper follow up program.  In our study we tried to face these two aspects with the help of computer science analysis. First we developed a partitioning recursive algorithm, know as Hypothesis testing Classifier System algorithm (HCS), with the aim to discover features potentially useful to detect patients’ subsets with different clinical behavior and prognosis, and therefore use it to shape the treatment. In such a way we analyzed data concerning 651 patients. The algorithm was able to detect two major groups: patients who achieved respectively complete (CR) or partial remission (PR). Even if the quality of response seemed the more important feature, when running again the algorithm others characteristics emerged among high grade NHL diagnosis, especially age and treatment approach (transplant approach and immunotherapy).

 Then we tried to improve our follow up schedule through a method known as multi-objective analysis. This approach works starting to choose the costs which could reflect the effectiveness of a follow up, then it calculates these values for our current one (on the basis of data available of 418 patients) and finally looks for the possible new follow up with the aim to optimized our schedule. Even if six new possible ones were obtained, the maximum improving for our current follow up was 4%: therefore our current program could be considered properly planned. In conclusion the use of this innovate approach applied to hematologic patients has been successful with the achievement of good and interesting results.

Introduction

Non Hodgkin Lymphomas (NHL) represent a wide category of hematological diseases that are usually divided in two large groups known as high grade (HG) and low grade (LG) lymphomas. Specific therapeutic strategies are potentially curative, but a tailored treatment should be planned from the diagnosis on the basis of the prognostic features. Some clinical features at the diagnosis or relapse are very relevant to characterize the patient’s prognosis and therefore to decide the best treatment strategy. These features may be grouped to build prognostic indexes: the International Prognostic Index [1] (IPI) Follicular lymphoma International prognostic index (FLIPI) [2] and the Italian lymphoma index  (ILI) [3] are the most useful and widely accepted. Other clinical tools that could to detect slow responders or resistant patients are minimal residual disease (MRD) monitoring and PET scans.  All these parameters have been evaluated according to statistical methods trough retrospective or survival analysis. After the end of treatment some patients will not reach a response or will relapse after achieving complete remission (CR). Relapses may occur with different frequency in LH and HG NHL. Obviously, in order to detect and possibly treat them as soon as possible, a follow up strategy has to be planned.  Several issues must be considered in planning a follow up including safety, specificity, sensitivity, costs and its impact on the patient’s. There are two extreme possible ways to follow patients: one including very frequent examinations and another based on claims and symptoms of the patient. The first one theoretically will get every single relapse but will have large. The second one has the intrinsic risk to detect relapses too late. An optimal follow up should mediate between these twos. The more diffuse follow up have been planned years before the introduction of innovative methods and imaging techniques, suggesting the opportunity to revise these programs. 

 In our work we analyzed both aspects: prognostic factors and follow up schedule. For the first purpose we developed and applied a partitioning recursive algorithm, known as Hypothesis testing Classifier System algorithm (HCS) [4], by which possibly reach our aim.  A partitioning recursive algorithm is thought to splits data in different subgroups that behave in a different way. It works starting from data and utilized them to create all the possible combinations of splits available. Among them it chooses the best one by statistics and finally applies it to patients’ datasets. For these reason it is defined as “partitioning”. Afterwards the algorithm starts again the analysis on the subset previously detected and that’s because it is called “recursive”. We applied this methodology to a dataset of 651 patients affected by Non Hodgkin Lymphomas treated at our institution form 1990 to 2005. Among them, 418 patients entered a follow up program after achieving a complete remission. We Analyzed time to relapse (TTR) and we tried to optimize our follow up. First we detected two aspects (“costs”) which reflected its effectiveness and then we tried to optimize that schedule trough a computation application know as multi-objective analysis, that evaluates the value of a follow-up with respect to both aspects separately.
Patients and Methods

Patients’ dataset

HCS algorithm worked on a data set of 651 patients divided in High Grade (n=343; 52,7%) and Low Grade Lymphoma (n= 308; 47,3%) treated at our Institution. We evaluated at the moment of diagnosis age, sex, histological subtype, IPI status and bone marrow involvement. For what concern treatment approaches they have been divided in the following wide groups: poli-chemotherapy (pCT), mono-chemoterapy (mCT), radiotherapy (RT), surgery, purine based chemotherapy, Monoclonal Antibodies (mAb), transplant approach, oral chemotherapy (oCT). We considered different schemes in the poli- CT groups. These clustering were needed to perform a more precise informatics analysis. Other variables have been evaluated: previous successful treatments, previous relapses and previous failed therapies.  Further and more complete data about diagnosis, therapies and a summary of all the features analyzed trough the algorithm are collected in Table 1 and Table 2 respectively. Missing data did not influence analysis: as a matter of fact they were present in each group in similar percentuages. For multi-objective analysis we considered 418 NHL patients, both low and high grade, treated at our institution from 1995 to September 2005 who achieved a CR status according to Cheson criteria [5]. 

At our institution follow up program is planned for 5 years divided in two periods: in the first two years patients are evaluated every 3 months and in the following three years every sixth month. Tests during this period comprised physical examinations, blood testing (blood count, chemistry), and imaging techniques alternating whole body CT scans to ultrasounds and chest X-ray coupled. Therefore a patient in the first period will perform two CTs each year and then one every year until the end of follow up. Bone marrow samples for both pathological and molecular analysis are collected every six months in the first period and once a year afterwards. PET has been usually performed when CT showed uncertain findings.

Table 1: Data (“conditions”) considered for HCS Analysis

	Patients’characteristics
	Therapy
	
	    Time

	Sex
	Surgery
	
	Diagnosis

	Age at Diagnosis
	Radiotherapy
	
	End of therapy

	HG NHL vs LG NHL
	Transplantation
	Autologous, allogeneic (1 case)
	Relapse

	Response to therapy
	Monotherapy
	Purine analogs, Oral therapy, Monoclonal Antibody
	Last Follow up

	IPI status
	Purine analogs
	Fludarabine, 2-cda
	

	BM involvement
	Oral Therapy
	Cyclophosphamide, Chlorambucil, prednisone
	

	MRD post therapy
	Monoclonal Antibody
	Rituximab, Ibrituzumab, Alentuzumab
	

	
	Polichemotherapy
	HyperCVAD, PEC, CHOP and CHOP like schedules, DHAP, P-VABEC, CIP, CODOX-M-IVAC, ESHAP, ViGEPP. Purine analogs
	


Table 2: Data set characteristics

	Number of patients
	651
	
	

	HG NHL
	343 (52,7 %)
	T-cell lymphoma
	14     (4,1 %)

	
	
	Anaplastic lymphoma
	17     (5,1 %)

	
	
	DLCL
	249 (72,1 %)

	
	
	Lymphoblastic lymphoma
	6       (2,1 %)

	
	
	MCL
	29     (8,1 %)

	
	
	Burkitt lymphoma
	4       (1,5 %)

	
	
	Not specified
	24         (7%)

	
	
	
	

	LG NHL
	308 (47,3 %)
	Follicular lymphoma
	134 (43,5%)

	
	
	Lymphoplasmocytic lymphoma
	60  (19,5 %)

	
	
	MZL
	59  (19,2 %)

	
	
	SLL/CLL
	20  (6,5 %)

	
	
	Not specified
	35 (11,3 %)

	
	
	
	

	IPI STATUS
	
	BM INVOLVEMENT
	

	
	
	
	

	0
	77   (11,5 %)
	Present
	368 (56,5 %)

	I
	230 (35,3 %)
	Absent
	232 (35,6 %)

	II
	219 (33,6 %)
	Not available
	50     (7,9 %)

	III
	77   (11,5 %)
	
	

	IV
	17    (2,6% )
	MEDIAN AGE
	62 yo

	Not specified
	31   (4,7 %)
	M/F RATIO
	1,22


Partitioning Recursive algorithm analysis

Computational analysis had been performed by Computer Science Department, University of Pisa. The data was analyzed with the Hypothesis testing Classifier System algorithm (HCS). HCS belongs to the family of recursive partitioning algorithms [6]. These algorithms start by building a model of the entire data: each one is defined as a “condition” (ex. Age), and the possible options for each condition are called “attributes” (ex. <60).  

Then, they search for a split in the data, based upon tests on the data values: for instance, “age ( 50 and gender = male”. Once the data is split, two models can be built, one for each portion. Splits are looked for in such a way that the two resulting models provide a better description of the data then the original, unified one. The split search is then recursively applied on both subsets, creating two more splits, and so on. The algorithm terminates when further splitting would not yield any useful improvement in describing the data. The advantage of this kind of algorithm is its understandability: the result can be simply read; to understand which features of the data characterize different groups.

The first point to define in a recursive partitioning algorithm is a goodness-of-split measure [7]. The algorithm tests several possible splits, and evaluates them according to this measure; only the best one is then effectively applied to the data. In HCS, the whole data is modelled through a simple exponential survival function, fitted through maximum likelihood. The subset identified by the split is modelled by another exponential function with the same method. Then, a likelihood ratio statistic test is applied, yielding a p-value, which describes how significant the difference between the original data, and the subset is. A low (close to 0) p-value implies a low compliance of the subset with the general model; this means that it would be useful to create a separate model for the subset, and turns into a high goodness-of-split measure. The goodness-of-split measure is then taken as the negative of the log of the p-value, which increases, as the p-value gets closer to zero. This measure is further refined with two corrections. The first penalizes small datasets (where the statistic test is likely to overstate the real significance). The second penalizes splits with many conditions, in order to find more understandable descriptions of the real difference between the full data and the subset.

The second component to detail is the split search algorithm. In a traditional partitioning algorithm, a split can test only a single condition. This limits the amount of possible splits, and makes it feasible to test the goodness of every one, in order to find the best. In order to explore the relationships between attributes, HCS allows splits to contain more conditions together. The amount of possible splits becomes however too large to be completely tested. Search is then performed heuristically through a genetic algorithm, whose setup draws inspiration from Wilson’s XCS classifier system[19]. In this way, a small number of tests is performed, but maintaining a high likelihood of finding the conditions producing the highest goodness-of-split measure.

The final (but still vital) component to describe is the stopping criterion. Once the best possible split on a dataset has been found, the algorithm must decide whether this split contains useful information, or is due to noise in the data; this decision is vital to obtaining a good performance of the algorithm. Since the statistical test is used in a rather “unorthodox” way, the usual significance thresholds (0.01, or 0.05) would perform rather poorly. The threshold is then calculated for each dataset with a 10-fold cross-validation procedure. Before looking for splits, the full data is divided into 10 parts. In turn, each part is taken aside, and the algorithm is run fully on the remaining 9 parts, The obtained models are then evaluated on their respective excluded part with various threshold values; the threshold yielding best performance is then selected. Finally, the algorithm is run on the whole data with this threshold. Evaluation of the model over test data is obtained through the Integrated Brier Score measure (IBS). 
Multi-objective analysis







             
There are several follow-up optimization techniques which have been discussed in literature [8],[9],[10],[11]. However, they all share a common ground regarding the solution of the dilemma between an expensive and effective follow-up schedule, or a cheap and ineffective one: they require to fully quantify the cost of an examination, and the cost of an undetected relapse per unit of time. This is an acceptable requirement for engineering applications, where every cost is measurable. In medicine every suggestion for such values would be extremely debatable, and produce questionable results. Our approach circumvents this obstacle by adopting a multi-objective approach. The core idea is to evaluate the effectiveness of a follow-up schedule with respect to both aspects separately. Given a schedule, we calculate the expected time between relapse and detection when a relapse occurs (Ca and the expected number of performed examinations before failure or censoring occurs (Cb). For the schedule S we could have for example (Ca;Cb=8,5;6,2); this means that, on average, every patient entering the follow-up will perform 6.2 examinations, and among those who incur in a relapse, the relapse will be detected 8.5 units of time (eg. weeks) after its onset. When comparing two follow-up schedules, we apply the rule of Pareto-dominance: the schedule S1 is superior to the S2 schedule if and only if the cost values for S1 are both lower than the cost values for S2. In formulas, S1 is better than S2 if and only if 
[image: image1.wmf] and 
[image: image2.wmf]; with this method, we can decide if a schedule is better than another one, regardless of the unestimated costs. On the downside, when no dominance can be established (for instance, if 
[image: image3.wmf] but 
[image: image4.wmf]), there is no clear winner. Multi-objective optimization methods therefore are expected to produce a set of Pareto-optimal solutions, rather than a single optimum like single-objective optimization. In order for such a method to be of practical use, some constraints must be set to reduce the size of the resulting set.

We applied the multi-objective optimization method with two constraints. First, the follow-up schedule must follow a specific pattern, which is currently the most used in medical practice: a first period where examinations are more tightly spaced, followed by a second period where they are performed further apart. We describe such follow-up schedule as
[image: image5.wmf]: d is the time between the first k examinations, d2 is the time between the remaining examinations. One classical example is an examination every 3 months for the first two years, and every 6 months after; this schedule could be described as (3,8,6), expressing the times in months. We calculated all the possible combination of 
[image: image6.wmf]values from 1 to d = 25, k= 24 and d2 = 60.

The second constraint stems from considerating that we already have an existing schedule which we want to improve. The method then takes into account only those schedules which improve the current one, with respect to both the Ca and the Cb costs.

We now sketch the complete procedure to apply the optimization algorithm.

The first step is to establish the survival distribution, and the censoring distribution; these could be obtained from literature, or statistically inferred from the data, if a past record of the disease is available. Then, the currently used follow-up schedule is examined by the system, and its (Ca,Cb) values computed. Finally, all the possible follow-up schedules are examined in turn, by computing their (Ca,Cb) values. Among these, the system retains only those which are better than the currently used schedule, and only those which are not worse than any other schedule. The final result is a set of different schedules, which are presented to the user together with their estimated (Ca,Cb) values.

As a further improvement, we decided to relinquish the condition upon the structure of the follow-up, obtaining what we call a “free” follow-up: now the time between successive examinations can freely vary, without following any pattern. A free follow-up could for instance schedule the first examination after 2 months, the second after 3, the third after 2, the fourth after 5 etc., with no strict rule being followed. While this is probably inconvenient to manage, it provides the schedule with many extra degrees of freedom, which can in turn produce an improvement in the results.

The drawback of this choice is that the number of different schedules becomes so high that it is unfeasible to test every one of them. We then applied an multi-objective evolutionary search algorithm, which makes the search manageable, at the expense of obtaining the best solution with high probability (instead of certainly). Notice that a multi-objective search on such a large amount of possible solutions is very likely to produce a lot of similar-looking results. Manually checking very single one of them would be very time consuming, and probably yield little insight. The real aim of this kind of search is to provide an estimate of the distance between the “free” and the “structured” schedules; in other words, answering the question “Howe much are we losing by imposing a strict pattern on the structure of follow-up schedules”?

Results

Starting from the available data set and through HCS algorithm, the analysis has been successful creating some splits, as expected. The most important split has been found between patients in partial remission (PR) and complete remission (CR) after post-treatment evaluation, as shown in Fig.1. Then HCS analysis runs again inside those two groups, looking for others characteristics, features and differences that could split data in more little subsets. Among PR patients’group, two more subsets have been found. The first one (subset 1) comprised patients (n=60) with the following features: age less than 65 yo, HG NHL diagnosis, pCT treatment approach, no mAb administration. The second (subset 2) collected a total of 129 patients with HG NHL diagnosis and treated without nor mAb nor trasplant approach.  It is interesting that subset 1 is a perfect sub-group of subset 2. Patients belonging to those groups had a worst clinical behaviour compared to PR remaining patients. 

Also in the CR group the analysis created some splits. The bigger one (subset 3) comprised 99 patients with HG NHL diagnosis; age less than 58 y, treated in different ways except oCT. This subset could be more precise (n=67, Subset 4) according to age, if this parameter is comprised between 38 and 58 yo. Differently from PR subsets, those found in the CRs had a better clinical outcome. The characteristics of  each subset are described in detail in Table 3. 

Kaplan Meier analysis results are shown in Fig.2 and Fig.3 for wider and smaller group respectively. Differences between these groups are statistically significant with p.value 0,03 maximum.
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[image: image14..pict]Fig.1 : Split 1: CR vs PR

Fig. 2: Wider splits; Blue = Subset 1; Green = Remaining PR patients; Beige = subset 3; Violet = Remaining CR patients
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Fig. 3: smaller splits:  Blue = Subset 2; Green = remaining PR patients; Beige = Subset 4; Violet = remain

Table 3. Subsets’ characteristics

	
	Subset 1
	Subset 2
	Subset 3
	Subset 4

	N° of patient
	60
	129
	99
	67

	Subset features
	Age < 65
	-
	Age < 58
	38 < age < 58

	
	yes poliCT
	no SCT
	-
	-

	
	no mAb
	no mAb
	no oral therapy
	no oral therapy

	
	HG NHL
	HG NHL
	HG NHL
	HG NHL

	Diagnosis
	
	
	
	

	DLCL
	78,3 %
	77,5 %
	60 %
	53,5 %

	T cell lymphoma
	8,3 %
	5,4 %
	6,1 %
	6 %

	MCL
	3,4 %
	6,2 %
	8,2 %
	10,4 %

	Lymphoblastic L.
	1,7 %
	0,8 % 
	5,1 %
	4,5 %

	Anaplastic L.
	1,5 %
	3,9 %
	11,2%
	7,5 %

	Not specified
	3,3 %
	6,2%
	7 %
	7,6%

	
	
	
	
	

	Median Age
	54,5 (20-65)
	65 (20-88)
	46 (19-58)
	52 (38-58)

	M/F
	36/27
	68/61
	42/47
	35/32

	BM Involvement
	38%
	43 %
	30 %
	 38,8 %

	
	
	
	
	

	IPI status
	
	
	
	

	0
	6 (10%)
	7 (5,4%)
	30 (30 %)
	19 (28,4 %)

	I
	20 (33,3%)
	34 (26.4 %)
	28 (28,3 %)
	20 (28,9 %)

	II
	26 (43,3%)
	58 (58,4 %)
	28 (28,3 %)
	19 (28,4 %)

	III
	4 (6,5%)
	17 (13,2 %)
	7 (7,7 %)
	4 (5,9 %)

	IV
	1 (1,5%)
	8 (6,2 %)
	1 (1 %)
	1 (1,5 %)

	Not available
	3 (5%)
	5 (3,9 %)
	5 (5 %)
	4 (6 %)

	
	
	
	
	

	Therapy
	
	
	
	

	poliCT
	100 %
	84 %
	69,7 %
	70 %

	SCT
	0 %
	0 %
	25,6 %
	25 %

	Oral therapy
	-
	-
	0 %
	0 %

	Response to tp
	PR
	PR
	CR
	CR


The follow up opitimization with multi-objective analysis detected at the beginning a total of 360000 follow up schedules have been detected after searching all the possible combinations for d , k and d2. For each follow up obtained Ca e Cb costs have been compared by multi-objective analysis to those of the current schedule. We look for both follow up structured like ours (d,k,d2) and “free” follow up, where “free” means that intervals between examination is continuously variable. 
Our follow schedule is (13,8,26),  with Ca and Cb values respectively 7,3 and 8,54. Among the 360000 structured follow up obtained six were detected. These schedules were as following: (16,10,22), (15,8,20) (15,6,19) (16,8,19) (16,5,18) (16,4,18). No differences in follow up schedules emerged when we considered separately Low grade and high grade lymphomas patient. For what concerns “free” follow up schedules our analysis starts from the sixth schedules obtained, but the “free” structure do not show any advantage. These results are shown in Fig.4, where the line represents the union of all the dots for free follow up.


[image: image9.wmf]
Fig. 4 : Pareto front of follow up obtained:  
[image: image10.wmf]: Actual follow up; 
[image: image11.wmf] and 
[image: image12.wmf]: Pareto front of structured follow up obtained,.: Pareto front of “free” follow up obtained 

Discussion

In our work we considered a large number of patients affected by NHL who have been followed during time, trying two face two issues trough computer science analysis: the possible detection of new prognostic features and the possible optimization of the current follow up schedule. 

We were able to detect four different subgroups and consequently possible features with a prognostic relevance by HCS algorithm and we demonstrated the validity of our follow up program by a  “multi-objective analysis”, with which we were able to improve it only by 4%.

 The results have been previously shown in the text and in figures and what emerged are that the quality of response after therapy appears to be the most relevant prognostic aspect, regardless of any other feature considered like clinical presentation at diagnosis (age, histology, IPI status), treatment approaches and prognostic index.  There was no difference among high and low grade lymphomas who achieved the same response. 

HCS results have been previously shown in the text and in figures and what emerged are that the quality of response after therapy appears to be the most relevant prognostic aspect, regardless of any other feature considered like clinical presentation at diagnosis (age, histology, IPI status), treatment approaches and prognostic index.  There was no difference among high and low grade lymphomas who achieved the same response. 
It is important to underline how some CRs or PRs has been achieved not following induction therapy but could reflect a second line treatment in case of relapsed patients or patients not responder too first line treatment. Anyway in the analysis we considered also the possibility of previous successful treatments, previous relapses, previous failed therapies, but any impact of these events emerged on results. This suggest that the importance “per se” of clinical response quality and how it is maintained  during time. 








   For what concerns response assessment we have considered minimal residual disease too. As a matter of fact its relationship with relapse rate in different hematological disease has been showed in several works [12],[13],[14],[15],[16]. In our analysis that didn’t emerged, but a minority of patients could be evaluated with this purpose, because this analysis was not available in the early 90’s and for many patients was not possible to have a follow up of MRD during time.  We mentioned as PET scans is a useful tool to detect slow responsive patients: unfortunately also in this case is valid the consideration of test availability in the past and so was not possible to consider a PET criteria for response. It would be interesting in further analysis to consider also a CR defined in the basis of PET scans. 
 After running recursive algorithm in the large groups obtained, further subsets emerged all in the high grade lymphomas group, while in low grade lymphomas no others subset were detectable.  Among HG NHL patients who achieved a partial remission the most important factor was the therapy they underwent. Our data considered a lot of different approaches and the way the algorithm works allows every combination among them.   Two groups had a worse prognosis compared to the remaining HG NHL patients in PR even if diagnostic features were similar. The patients who belong to those groups weren’t treated neither with SCT or mAb during their clinical history. That means that the remaining patients whom has been treated with mAb or transplant do better. 

These results confirmed the description in literature of immunotherapy [17],[19],[20],[21],[22],[23],[24],[25] as the major improving in high grade lymphoma treatment and the substantial similarity among other combinations and different strategies. As a matter of fact subset 1, treated with poliCT alone but without mAb, had a worst outcome compared to the remaining patients treated with any other approach (ex. purine analogs, Oral therapy, poliCT) but with mAb in association.

Among those patients who achieved a complete response, what emerged to be relevant prognostically are age (<58) and absence of oCT during patients’ history. We better analyzed data concerning these subsets and what emerged was that the majority of those cases had been treated aggressively with polichemotherapy and  25 %  had transplant. Furthermore the majority of them had a lower IPI status (0-I) at the diagnosis compared to the rest of the dataset.  The results on this subset confirmed partially what IPI taught us, especially the impact on outcome of age at the diagnosis, but our analysis add something about the quality of response and how it had been achieved.  As a matter of fact the rest of CR patients, who has not been treated aggressively, do not belongs to the group with better prognosis. This is what the condition of “absence of oCT” told us, and suggest how a complete response, in the setting of high grade lymphoma, obtained without polichemotherapy and/or transplant approach, is short lasting, especially in younger patients. What is possible to notice both in PR and CR patients is the role of transplant approach in high grade lymphomas. It is not possible to understand from our results in which situation transplant had the major impact (es. at relapse, in first line); anyhow patients who had transplant had been associated of a better outcome compared to who hadn’t.

A lot of different works had suggested a role of SCT in high grade lymphoma, especially in  relapsed patients [26],[27],[28],[29],[30]. As already said the algorithm looked for any possible combination among all the features available, and as a consequence also the possibility o “CR”, “transplant” in previous or absence of “previous treatment” has been analyzed but do not emerged to be significant, probably also for the low number of patients with those characteristics. Anyway what our analysis showed is the role of transplant in high grade lymphoma in PR and CR that is, so to speak, in presence of responsive disease. As a matter of fact experience of transplant approach in non responsive or refractory patients is not satisfactory and nowadays high dose treatment in this situation should not considered appropriate [30]. As already noticed, a part of clinical response, no others features has been detected by our analysis for low grade lymphomas. The number of patients and the data available were similar to those in the high grade group and the dataset characteristic seemed to reflect the common low grade features (median age, bone marrow involvement, histology frequencies), suggesting the validity of the dataset itself. Obviously it is natural to ask why the role of stem cells transplants or mAb did not emerge from that group, considering the role they showed in the literature also in this setting  [31],[32],[33].  Probably the impossibility to detect further features with our analysis could be explained by the presence of subsets of little statistical power to emerge from the algorithm rather than the absence of any difference. One can possibly speculate that the cause could be the wider number of treatment needed for each patient, due to the higher relapse rate in low grade lymphoma, but we cannot state that on the basis of our data. 

Our work had also the aim to optimize our current follow up for patients affected by NHL. A follow up should be designed to minimize the number of examinations without failing to detect relapses. Timing and examinations’ schedule should be re evaluated as new biological and imaging techniques are available.  It has to be considered that follow up schedules adopted are not obtained by mathematical methods but through survival analysis emerging from literature, clinical experience, convenient time. Even if almost every patient with a NHL diagnosis will enter a follow up plan, the indications present in the literature are not many.  First schedules were chosen on the basis of clinical experience; only later examination frequency has been fixed on the basis of relapse rate and distribution. Weeks [34] suggested a follow up performed every 2-3 months in the first years and than every 4-6 later, and showed how relapses were found by symptoms occurence and LDH elevated values, as confirmed by others [35]. Torrey [36] analyzed data about 79 patients, with a follow up every  2-3-4-6 months respectively at 1°,2°, 3° and 4°-5° year. Relapse occurred for 90% in five years and for 78% during the first two.  To plan a follow up program, its costs should be quantified. Different approaches have be considered. Barlow [9] proposed a method that implied that the better follow up will be that with the lesser sum of costs; even if mathematically correct and elegant, a informatics analysis would be not applicable. Munford [10] suggested a simpler solution, with constant interval among examinations, and fixes relapse chance.  A similar approach was used by Ataman [11] who shaped the interval for examination to fix probability of relapse. Parmigiani [12] added newer and fundamental aspect, as deaths, data censoring and undetected relapses. The statement that every cost is known is difficult to apply in medicine where many parameters are not easily quantifiable, for example the psychological aspect related to cancer diagnosis. We proposed to consider two costs that reflect 1) the number of examinations and 2) the time to detect a relapse, trough an informatics method known as multi-objective analysis. Our work has been successful with six possible better schedules detected, but it has to be noted that the maximum improving achievable, compared to our current one, was 4 %, and that each schedule differed from the actual one for a longer interval between examinations in the first period that increased in the second part of follow up. Therefore the number of the possible examinations would be higher than those on the basis of our actual schedule. This is explained with relapse distribution: as a matter of fact it is higher in the first period: thus considering that the majority of patients will relapse and end their follow up in this first period, scheduling less frequent examinations in the first period reduced the total number of visits. 

In conclusion this new informatics approach firstly applied to hematological malignances confirm previous results, especially mAb and transplant approach role in high grade lymphomas. That underlines its validity and the possible role of such algorithm in detecting prognostic factors in an automated (objective) way. The fact the any characteristic has been detected in low grade lymphoma probably reflect the only lack of these kind of algorithms, that is the need of a large amount of data, making them available not for every disease and not everywhere. The possibility to increase the amount of data for the current dataset, also broadening the analysis to new ones, like MRD or PET response assessment, and/or the application in others patient settings could help to detect further features with a prognostic significance. 

Results from our work and literature review probably suggest that the better follow up schedule should be shaped in two different period (2 years and 3 year) that differ for the interval between examination (3 months vs 6 months). Newer guidelines [37] suggest a different follow up for HG and LH lymphoma. That could be rational considering the different biological features and behavior of these two subsets, but our results and data concerning time to relapse and the limited experience, at our knowledge, available in the literature are not consistent with this approach. 

Therefore for follow up optimization the approach we proposed has been successful because confirm trough an innovative method the effectiveness of the time-schedules proposed by the literature and that we’re currently utilizing
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