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Abstract
Recurrent neural networks fail to deal with prediction tasks which do not satisfy the causality as-
sumption. We propose to exploit bi-causality to extend the Recurrent Cascade Correlation model in
order to deal with contextual prediction tasks. Preliminary results on artificial data show the ability of
the model to preserve the prediction capability of Recurrent Cascade Correlation on strict causal tasks,
while extending this capability also to prediction tasks involving the future.

1 Introduction

Basically, all the recurrent neural network models proposed in literature are based on a causality assumption,
i.e., the output of the network at time ¢y only depends on input at times ¢ < t3. Because of that, several
prediction tasks involving sequences require processing of information from both the past and the future.
The prediction of the secondary structure of proteins, as well as language understanding, are examples of
these tasks.

Typical approaches to these tasks involve feed-forward networks that looks at the input through a fixed
window of predefined size [QS88]. An extension of this approach is given by Time Delay networks [WHH 189,
for which however predefined window sizes must be specified as well.

Some authors (Baldi et al. [BBFT99]) suggested to solve the fixed size window problem by factoring the
internal state of a recurrent neural network into a forward state and a backward state. These components
propagate information from the past and from the future, respectively, and they are combined to produce
the output.

In this paper, we formalize the concept of bi-causality, which is at the basis of the approach reported above,
and we propose an instance of bi-causality suitable for implementation into Recurrent Cascade Correlation
[Fah91]. These networks are able to automatically devise a near-optimal internal state size according to the
training data, thus determining automatically the “right” number of hidden units.

Preliminary results on artificially generated data show the ability of the proposed model (Bi-causal
Recurrent Cascade Correlation) to deal with dependencies on the future. Moreover, the experimental results
show that this ability does not impair the model performance on strict causal prediction tasks.

In the next section we discuss bi-causality, while in Section 3 we define the Bi-causal Recurrent Cascade
Correlation model, showing how to compute the gradient. Experimental results are presented and briefly
discussed in Section 4, where we also show that Recurrent Cascade Correlation is unable to deal with tasks
solved by the proposed model. Conclusions are drawn in Section 5.

2 Causality vs Bi-causality

Recurrent neural networks possess, in principle, the ability to memorize past information to perform complex
sequential mappings. This ability is based on the assumption that a propriety called causality holds, i.e., a
system is causal if the output at time ¢ty depends only on inputs at times ¢ < ¢y. Formally speaking, a causal
system is described by the following equations:

(o

T(x(t — 1), u(t),t)
g(z(t),u(t),t) (1)



where u(t) is the input at time ¢, x(¢) is the internal state of the system at time ¢, and y(t) is the output of
the system at time ¢. Note that the above equations describe a non-stationary system. Typically, the system
is assumed to be stationary as well, i.e., neither the state transition function 7 nor the output function g
depend on t.

In several applications concerning sequence processing, however, causality is not sufficient. For exam-
ple, all the tasks that require contextual information involving both the past and the future violate the
causality assumption. There are many ways to access contextual information in a sequence of elements
[QS88, WHH'89], however, for all of them predefined window sizes must be specified. A solution to this
problem is to resort to recurrent networks, which however assume causality.

Here we suggest a specific extension of the causality concept, bi-causality, which introduces also a de-
pendency on the future in a form amenable to its application in Recurrent Cascade Correlation networks.
In general, we could define the bi-causality as a double and simultaneous causal dependency over the past
and the future. For example, Baldi et al. [BBF199] propose a factorization of the internal state in two
parts, x(t) = [x1(t), z2(t)]", where 1 € IR™ and x5 € IR" keep information about the past (left-to-right
direction) and the future (right-to-left direction), respectively. The state transition function of the system
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The above idea as been implemented by Baldi et al. [BBFT99] through a Bidirectional Recurrent Neural
Network (BRNN) which can be understood as composed of three subnetworks: one for computing «1, one
for x4, and finally one subnetwork which combines all the information for producing the output.

The maintenance of such a huge network can be quite difficult, as well as the decision about how many
hidden units should be used for the computation of @1 and x3. For this reason we propose a different
realization of bi-causality which is amenable to Recurrent Cascade Correlation networks, thus leaving to the
learning algorithm the decision on how many hidden units are needed for the specific task at hand.

The main idea about our new formulation comes from the observation that in Recurrent Cascade Cor-
relation networks hidden units are frozen one by one as new units are added. Notice that, each time a unit
is frozen, the training procedure has already observed the whole sequence, thus the portion of the state
associated to that unit encodes “knowledge” of the whole sequence. This knowledge can be accessed without
problems by new hidden units. One possible formulation of the state transition function which considers the
above observation on component ¢ at time ¢ is given by the following equation:

{Ei(t) = Ti(.’ti(t — 1),£L‘i,1(t — 1),£L‘i,1(t + 1),1‘1',2(15 — 1),1‘1‘72(15 + 1), . .,.’L‘l(t — 1),:1;‘1(15 + 1),U(t),t) (3)

where the initial state is used when needed, both for (¢t — 1) and xx(¢ + 1). Notice that information about
the future can be accessed by component 7 since the components up to ¢ — 1 are computed by frozen hidden
units in the Recurrent Cascade Correlation network.

A graphical model of the above equations for 7 € {1, 2,3} is shown in Figure 1. Note that each unit takes
input both from the past and from the future of preceding units. Concerning the future, in Figure 1 we
have highlighted the dependency of z;(ty) on input labels at times up to ¢t =ty 4+ ¢ — 1, so to show that the
window size on the future is directly proportional to the number of hidden units.

3 The Bi-causal Recurrent Cascade Correlation Network
Referring to eq. 3, and assuming stationarity, i.e., independence of 7;(+) on ¢, the output of the kth hidden unit

(corresponding to x), in our Bi-causal Recurrent Cascade Correlation Network (BRCC), can be computed
as

n k k—1
wi(t) = FO wiili(t) + Y tbgowy(t — 1) + > thrgag(t + 1)) (4)
=0 v=1 q=1

where f(-) is a sigmoidal (or radial) function, I(t) € IR™"" is the input label at time ¢ (with [y(t) = 1 for
each t), wy € IR"™" is the weight vector associated with the input label (with wyo as threshold), @y, € R*
is the weight vector associated with the output of the hidden units at time ¢ — 1 (where units up to k — 1
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Figure 1: Graphical model (for i € {1,2,3}) of our bi-causal formulation of the state transition function (eq.
3). We have emphasized links which convey information about the future to z3 at time ¢ = 2.

are frozen), and wy € R*1 is the weight vector associated with the output of the frozen hidden units at
time ¢ 4 1.

The output of the network (with & inserted hidden units and assuming a single output unit) is then
computed as

o(t) = g(@(t), u(t)) = f(A'z(t) + B'u(t) +0), ()

where A € R" and B € IRF are the output weight vectors for the hidden state and the input, respectively,
and 6 is the output threshold. In this paper, since we are interested in predicting continuous values, the
output function is set to be linear. Moreover, in our experiments we have removed the direct connections
from the input to the output, i.e.,

o(t) = Alz(t) +6. (6)

Learning is performed as in standard Cascade Correlation by interleaving the minimization of the total
error function (LMS) and the maximization of the correlation of the new inserted hidden unit with the
residual error. The main difference with respect to standard Cascade Correlation is in the calculation of the
derivatives. According to equation (4), the derivatives of x(t) with respect to the weights are computed as
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where f’ is the derivative of f(-). Note that equations (7) and (8) are the same used for standard Recurrent
Cascade Correlation (RCC), while equation (9) is added so to include also future information from frozen

units. The above equations are recurrent and can be computed by observing that for the first element of
each sequence %%iff) =1[;f’, and all the remaining derivatives are null. Consequently, we only need to store

the output values of the unit and its derivatives for each component of a sequence.
Learning for the output weights proceeds as in the standard Cascade Correlation algorithm.
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Figure 2: Mean (a) and maximum (b) error of BRCC and RCC. Note that the mean error of RCC is near
the mean error of the null model, and the maximum error diverges.

4 Experimental Results

In this section, we report some preliminary experiments on artificial data sets in order to evaluate the ability
of BRCC in learning contextual mappings. The aim of our experiments is to show that while RCC is unable
to learn a contextual mapping, BRCC can do it. Furthermore, this ability of the BRCC does not impair the
prediction ability of the model under strict causality conditions.

For our experiments, we have considered regression problems. Different sets of randomly generated
artificial sequences have been produced. The training sets are composed of 200 sequences while the test sets
are composed of 100 sequences. The sequences, of length between 5 and 20, are composed of symbols in the
alphabet A = {a, ..., j}. Each symbol is selected according to a uniform distribution over the alphabet and
it is coded as a 10-bit string, with one specific bit turned on (+1) and all others turned off (—1). Moreover,
in order to define the target, a function v : A — {0,0.1,...,0.9} is defined (i.e., v(a) = 0,...,v(j) = 0.9).
Different prediction tasks were obtained by defining different target functions for each element of a sequence.

The first target function, strictly dependent on the next position in the sequence, is defined as in the
following

targety¢(t) = v(s;(t + 1)), (10)

where s; is the i-th sequence, and s;(¢ + 1) returns the sequence element in position ¢ + 1. For comparison
with RCC we have also used the following causal target function (which depends only on the past element):

targetip(t) = v(s;(t — 1)). (11)
Other target functions involving the average on a window of size 4 have been used:

v(si(t)) +v(si(t+ 1)) +v(si(t +2)) +v(si(t+3))

targetas(t) = 1 ) (12)
rgety () = oAU 1) el =2) + ol =3) )

Finally, we have defined a moving average target over the future:

target,mq(t) = targetma (t "’21) +v(si (t)) 14

We performed several training trials with all the above defined target functions. Here we report examples
of specific trials which are representative of the behavior of BRCC and RCC.
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Figure 3: Mean error for RCC and BRCC over: (a) targetip; (b) targets, and targetss.

An example of the results obtained by BRCC and RCC over target:; are given in Figure 2(a). The
performance of a theoretical null model® for the test set is shown as well. Note that, as expected, the RCC
is not able to improve over the null model. The difficulty of RCC to deal with the prediction task is also
evident from the increase in the maximum error corresponding to the increase of the number of hidden units
into the network (Figure 2(b)). On the contrary, BRCC is able to decrease the maximum error along with
the increase in the number of hidden units.

As shown in Figure 3(a), when considering targeti, (i.e., the causality assumption holds) the results
obtained by BRCC are comparable with those obtained by RCC. This shows that the BRCC’s ability to
use contextual information does not impair the performance of the model under strict causal conditions. A
confirmation of this behavior is given when experimenting with targets, (see Figure 3(b)).

Finally, BRCC seems to be able to cope well with longer dependencies in the future, as encoded in
targetss (see Figure 3(b)), as well as with the moving average over the future, i.e., target ., (see Figure 4).

Note that in all the experiments we let the algorithms to insert many more hidden units than necessary
for solving the regression problems, however, it can be observed that no overfitting was observed.

IThe null model is obtained by computing the expected value for the target over the training set.
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Figure 4: Mean error for BRCC on target .



5 Conclusions

In this paper we have proposed a specific extension of the causality concept, bi-causality, which introduces
also a dependency on the future in a form amenable to its application in Recurrent Cascade Correlation
networks. Using this extension, we have proposed the Bi-causal Recurrent Cascade Correlation algorithm,
able to perform contextual analysis of sequences.

Preliminary results on a range of different regression tasks, including either past or future dependencies,
showed that the proposed model does not reduce the efficiency over past knowledge representation, while
being able to capture the dependency of the target on the future.

The proposed model is strictly correlated with the one proposed by Baldi et al. [BBF *99] (BRNN), how-
ever, the Bi-causal Recurrent Cascade Correlation model holds the advantage of building incrementally the
network according to the computational needs. Specifically, the window size over the future is proportional
to the number of hidden units inserted by the algorithm. Moreover, our approach is orthogonal to the one
used in BRNN and could be combined with it. In conclusion, from the preliminary results, it seems that the
BRCC should be preferred to RCC when no information on the causality assumption validity is known.

We plan to apply our model to prediction tasks in DNA analysis. Moreover, the bi-causality concept will
be extended for dealing with structured domains [SS97, FGS98].
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