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Disclaimer: these are lecture notes for a course given at the European
Summer School on Logic, Language and Information (ESSLLI) in Tübingen
in August 2014. They may be rather hard to read without having attended
the course, but they contain a complete list of all definitions and theorems and
exercises proposed in class. For questions, solutions, clarifications please contact
me by email (umberto.uni@gmail.com).
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Chapter 1

Frameworks for Multiagent
Aggregation

In the first lecture we go straight into the problem of aggregation: merging
individual expressions into a collective view. We see a preview of preference ag-
gregation on 2 alternatives, the formal definition of preference aggregation for
any number of alternatives, and the statement of Arrow’s Theorem. We look
at the definitions of three logical frameworks for aggregation: judgment aggre-
gation, binary aggregation, and binary aggregation with integrity constraints.
We conclude with some computational considerations about which framework
to choose.

1.1 Condorcet Paradox

We are in the Enlightment period in France: an important problem is the def-
inition of “what do the people want”. The Marquis de Condorcet discovers a
problem in the most straightforward definition, the one using the majority rule.

Consider the following problem:

Alternatives: {4,#,�}

Individuals: the population of Paris is divided into three equally represented
groups: East, West, South

Individual expressions: rankings from the most preferred alternative to the
least preferred

The problem to solve is: what do the people want? A straightforward possibility
(a generalisation of the “head count” used for centuries) is pairwise majority: an
alternative is collectively preferred to a second one if a majority of the population
prefer the first alternative to the second. But look at the following table:
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East 4 < # < �
West � < 4 < #
South # < � < 4

The People 4 < # < � < 4

The result of the majority rule is a cycle! Any alternative we choose as rep-
resenting “the will of the people”, there will be a majority of the people that
prefers another one (i.e., a potential revolution!).

1.2 May’s Theorem

Let’s try to tackle the problem by first reducing the number of alternatives. It
may be that the problem lies in the fact that there are three possible options to
choose from (the answer is: yes!).

Consider therefore the following problem:

Alternatives: {x, y}

Individuals: N = {1, . . . , n}

Individual expressions: D = {x > y, y > x, x ∼ y}

Where x > y stands for “the individual prefers x to y” and x ∼ y for “the
individual is indifferent between x and y”. Let a profile be D = (D1, . . . , Dn)
with Di ∈ D, i.e., the choice of an expression for each of the individuals in N .

Definition 1.1. An aggregation procedure is a function F : DN → D, associ-
ating a collective view F (D) ∈ D to every profile of individual expressions D.

Some more pieces of notation: let us identify x > y with “1”, y > x with
“-1”, and x ∼ y with “0”. Let N(1) = |{i ∈ N | Di = 1}|, and similarly for
N(−1) and N(0). Here are some examples of aggregation procedures:

• Dictatorships: for all D we have that F (D) = Di

• Constants: for all D we have that F (D) = 1

• The majority rule:

Maj (D) =


1 if N(1) > N(−1)

−1 if N(−1) > N(1)

0 if N(1) = N(−1)

We now ask ourselves the following question: what is a good aggregation pro-
cedure? We list below a number of desirable properties that we would like our
procedure to satisfy:
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Universal domain (hidden): F is defined for all profiles D ∈ DN

Anonymity (A): F is a symmetric functions of its arguments, i.e., for all per-
mutations σ : N → N , we have that F (Dσ(1), . . . , Dσ(n)) = F (D1, . . . , Dn)

Neutrality (N): F is an odd function, i.e., F (−D1, . . . ,−Dn) = −F (D1, . . . , Dn)

Positive Responsiveness (PR): If F (D1, . . . , Dn) = 1 or = 0, and D′i = Di

for all i 6= ī, and D′
ī
> Dī, then F (D′1, . . . , D

′
n) = 1.

Is there any “good” procedure? One that satisfies all these conditions? Yes,
there is actually only one:

Theorem 1.1 (May, 1952). An aggregation procedure satisfies A, N and PR,
if and only if it is the majority rule.

Proof. ⇐) It is easy to see that Maj satisfies the three desired axioms: A is
satisfied since Maj is defined in terms of N(1) and N(−1) only; N is satisfied
since

Maj (−D) = 1⇔ N(−1) > N(1)⇔ Maj (D) = −1;

and, finally, PR is satisfied since when Maj (D) = 0 then N(1) = N(−1), hence
in D′ we have that N(1) > N(−1) and so Maj (D′) = 1.
⇒) The interesting part is showing that the majority is the only rule satisfy-

ing these axioms. Let F satisfy A, N and PR. By A, we know that there exists
a function h : {1, . . . , n}2 → D such that Maj (D) = h(N(1), N(−1)). We first
cover the last line of the definition of Maj :

N(−1) = N(1)⇒
F (D) = h(N(1), N(−1)) = h(N(−1), N(1)) = F (−D)

⇒ F (D) = 0

Let us now consider the case in which:

N(1) = N(−1) + 1⇒ F (D) = 1

using PR starting from a profile where N(1) = N(−1). Now an inductive use
of PR shows that, when 0 6 m 6 n−N(1):

N(1) = N(−1) +m ⇒ F (D) = 1

Hence if N(1) > N(−1) we obtain that F (D) = 1, taking care of the first
case in the definition of the majority rule. If is then sufficient to use the neu-
trality property N and conclude that:

N(−1) > N(1)⇒ F (−D) = 1⇒ F (D) = −1

thus concluding the proof.

5



Exercise 1.1. Show that the three properties A, N and PR are independent,
i.e., that there exists aggregation procedures F that satisfy only one of the three
properties but not the other two.

References: the original paper by May (1952).

1.3 Preference Aggregation

May’s Theorem showed that if we want to aggregate the preferences of a col-
lectivity over two alternatives, then the majority rule is the only aggregation
procedure that satisfies a number of desirable properties. The Condorcet para-
dox showed instead that with three (or more?) alternatives this rule may result
in unexpected outcomes. We now formalise the setting of preference aggrega-
tion for any number of alternatives, and give the statement of a famous theorem
showing that situations like the Condorcet paradox cannot be easily avoided.

The setting is the following:

Alternatives: X

Individuals: N = {1, . . . , n}

Individual expressions: the set of all linear orders L(X ) (i.e., anti-simmetric,
transitive and complete binary relations over X )

A profile of individual preferences is P = (P1, . . . , Pn) where each Pi ∈ L(X ) is a
linear order. Clearly we could consider different ways of expressing preferences,
keeping the assumption that they will be binary relations: weak orders (reflexive,
transitive and complete relations on X ), partial orders (reflexive and transitive
relations), dichotomous preferences (subsets P ⊂ X of “approved” alternatives).
In this notes we will restrict to linear orders (but keep this in mind in Lecture
2 and 4).

Definition 1.2. An aggregation procedure is a function F : L(X )N → L(X ),
associating a collective preference F (P ) ∈ L(X ) to every profile of individual
expressions P .

We write xPiy for “individual i prefers alternative x to alternative y, simi-
larly for the collective preference F (P ). Here are some examples of aggregation
procedures:

• Dictatorships: for all P we have that F (P ) = Pi

• Constants: for all P we have that F (P ) =< for a given linear order <

• The majority rule (is this a proper aggregation procedure?):
for all x, y ∈ X we define xMaj (P )y iff |{i ∈ N | xPiy}| > dn+1

2 e

Once more, let us think of properties that would make for a “good” aggregation
procedure. Similar properties as those we expressed in the previous section can
be written, but we will focus on a set of weaker properties (see Exercise 1.2).
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Universal domain: (hidden) F is defined for every profile P

Collective rationality: (hidden) the outcome of F is a linear order, i.e.,
F (P ) ∈ L(X ) for every profile P . Does the majority rule satisfy this
requirement?

Unanimity (U): if for all i ∈ N we have that xPiy then also xF (P )y (aka.
weak-Pareto property)

Independence of Irrelevant Alternatives (IIA): for all profiles P and P ′,
if for all i ∈ N we have that xPiy ⇔ xP ′iy then also xF (P )y ⇔ xF (P ′)y

Non-dictatorship (NDIC): F is not a dictatorship, i.e., there is no i ∈ N
such that for all profiles P we have that F (P ) = Pi.

We have seen that the majority rule is not a candidate for a good procedure,
since by the Condorcet paradox it does not even output a linear order. The
surprising result is that there is no rule that satisfies the properties above!

Theorem 1.2 (Arrow,1951). Let |X | > 3 and |N | > 2, there is no aggregation
procedure that satisfies U, IIA and NDIC. (Usually written as “every unanimous
and independent aggregation procedure is dictatorial”).

Proof. Stay tuned until Lesson 4.

Instead of proving the theorem let us discuss about possible logical formal-
isations of this theorem. A formalisation in first-order logic has been given by
Grandi and Endriss (2013b), showing that Arrow’s statement is equivalent to a
given first-order theory not having any finite model. Formalisations in modal
logic have been presented by Troquard et al. (2011) and Ågotnes et al. (2009).
An alternative approach is the one followed by Tang and Lin (2009), where Ar-
row’s statement is proven using a SAT solver, after having been reduced to the
base case of 3 alternatives and 2 individuals with an inductive lemma.

Exercise 1.2. State the A, N and PR axioms for the general setting of pref-
erence aggregation. Show that for the case of 2 alternatives those axioms are
stronger than Arrow’s axioms U, IIA and NDIC, i.e. there are aggregation pro-
cedures that satisfies the latter ones but not the former. Is this true also for
more than 3 alternatives?

References: the beautiful textbook by Moulin (1988); other introductory
books on the topic have been written by Gaertner (2006) and by Taylor (2005);
the original publication by Arrow (1963) is still actual and is a pleasure to read;
another classic is Sen (1970), where every mathematical chapter is preceded by
an explanatory one.
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1.4 Judgment Aggregation

The world of individual expressions is not only made of preferences. People
express more complex notions, and we will now make a step forward by gener-
alising from preferences to judgments about logically related propositions. We
define in the following sections three frameworks for a more general study of
aggregation, more or less following the order of historical appearance.

Let L be a set of propositional formulas built from a finite set of propositional
variables using the usual connectives ¬, ∧, ∨, →, ↔, and the constants > and
⊥. For every formula α, define ∼α to be the complement of α, i.e., ∼α := ¬α
if α is not negated, and ∼α := β if α = ¬β for some formula β. We say that a
set Φ is closed under complementation if it is the case that ∼α ∈ Φ whenever
α ∈ Φ. The setting of jugment aggregation is the following:

Agenda: Φ ⊆ LPS, finite and nonempty, closed under complementation, and
not containing any double negation.

Individuals: N = {1, . . . , n}

Individual expressions: judgment sets J ⊆ Φ

Rationality: for all ϕ ∈ Φ we have that ϕ ∈ J or ∼ ϕ ∈ J (complete), and
such that

∧
ϕ∈J ϕ has a model (consistent)

Example 1.1. Let Φ = {p,¬p, q,¬q, p∧q,¬(p∧q)}. A complete and consistent
judgment set is J = {p,¬q,¬(p ∧ q)}.

Let J (Φ) denote the set of all complete and consistent subsets of Φ. A profile
of judgments is J = (J1, . . . , Jn) such that Ji ∈ J (Φ).

Definition 1.3. Given a finite agenda Φ and a finite set of individuals N , an
aggregation procedure for Φ and N is a function F : J (Φ)N → 2Φ, associating
a collective judgment set F (J) ⊆ Φ to every profile of individual expressions J .

We can also give properties of a “good aggregation procedure”:

Universal domain: (hidden) as usual...

Collective rationality: (not hidden!) F (J) is consistent and complete

Other properties...

Exercise 1.3. Write properties such as A, N, PR, IIA, U, NDIC for the setting
of judgment aggregation. Write the definition of the majority rule and test which
properties are satisfied (is your definition of the majority rule an aggregation
procedure?).

References: a very recent textbook on judgment aggregation has been written
by Grossi and Pigozzi (2014) based on an ESSLLI course; a shorter introduction
has been written by List and Puppe (2009); and, of course, the original paper
by List and Pettit (2002).
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1.5 Binary Aggregation

The setting of judgment aggregation looks complex. Let’s try to simplify it in
the following way:

Issues: a set of binary issues I = {1, . . . ,m}

Individuals: N = {1, . . . , n}

Individual expressions: binary ballots B ∈ D = {0, 1}I , expressing yes/no
opinions on the issues

Rationality: a set X ⊆ {0, 1}I of admissible ballots

A profile or rational ballots is B = (B1, . . . , Bn) such that Bi ∈ X. There is
a new entry of rationality, since issues are not always independent and thus not
all views are admissible! Again we can define an aggregation procedure (and
again Exercise 1.3 applies).

References: initially introduced by Wilson (1975), it was subsequently
expanded by Dokow and Holzman (2010, 2009)

1.6 Binary Aggregation with Integrity Constraints

The idea of listing all admissible views sounds weird to a computer scientist.
We can specify admissible ballots in a compact way by using a constraint:

Issues: a set of binary issues I = {1, . . . ,m}

Individuals: N = {1, . . . , n}

Individual expression: binary ballots B ∈ D = {0, 1}I , expressing yes/no
opinions on the issues

Rationality: a formula IC ∈ LPS, where LPS is the propositional language
constructed from atoms PS = {p1, . . . , pm}

A binary ballot B is admissible if B |= IC, and a profile is B = (B1, . . . , Bn)
with Bi |= IC An aggregation procedure can be defined as follows:

Definition 1.4. An aggregation procedure is a function F : DN → D, asso-
ciating a collective ballot F (B) ∈ D to every profile of individual expressions
B.

Again, desirable properties can be defined. A very interesting fact is that
we can express the property of collective rationality depending on the IC:

Definition 1.5. Given an integrity constraint IC ∈ LPS, an aggregation proce-
dure F : DN → D is called collectively rational (CR) with respect to IC, if for
all rational profiles B ∈ Mod(IC)N we have that F (B) ∈ Mod(IC).

References: the simplest introduction is Grandi and Endriss (2011).
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1.7 Which framework is (computationally) best?
(Extra material)

The last three frameworks, judgment aggregation (JA), binary aggregation
(BA), and binary aggregation with integrity constraints (BAwithIC), seems gen-
eral enough to model a variety of individual expressions. Which one should be
pick if we have a computationally oriented mind?

First, we should formally prove that their expressive power is the same.
We need therefore a common semantics on which the three frameworks can be
interpreted. We choose subsets of feasible binary evaluations as our common
semantics, i.e. the objects expressed by the four frameworks:

Definition 1.6. The common semantics for judgments is L0 = {X | X ⊆
{0, 1}m,m ∈ N}

Given the combinatorial explosion (in terms of m) of L0, the four frameworks
introduced previously can be used to compactly represent elements of L0.

Definition 1.7. A language for judgments (L, τ) is given by a set of objects L
and an interpretation function τ : L → L0.

Exercise 1.4. Write the three frameworks introduced before as in Definition 1.6,
defining LJA,LBA and LIC as well as τJA, τBA and τIC. Hint: for BA there is
not much to do.

Now we can finally state (and the reader is encouraged to prove it, at least for
BAwithIC and BA) the equivalence in terms of expressivity:

Proposition 1.1. The four frameworks are all fully expressive.

The first parameter we use to judge whether a framework is computationally
the best is succintness, i.e., how compact is the representation of the same object
in the various frameworks:

Definition 1.8. L is at least as succinct as L′, and we write L � L′ if there
exists a function f : L′ → L and a polynomial p such that:

• f(X) ∼ X for all X ∈ L′;

• size(f(X)) 6 p(size(X)) for all X ∈ L′.

L is strictly more succinct than L′ if L � L′ but L′ 6� L. L is equally succinct
as L′ if L � L′ and L′ � L.

Exercise 1.5. Show that LIC is strictly more succinct than LBA. (easy)

We can therefore discard binary aggregation, since we have a strictly more
compact way to express the same problems.

Exercise 1.6. Show that LIC is equally succinct as LJA, or that it is incompa-
rable. (Open problem, prize: one beer for each � shown, 4 beers for incompa-
rability)
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The second parameter we use to judge these frameworks is the computa-
tional complexity of some basic tasks that needs to be solved when using them.
From the point of view of an agent, a decision problem framed in BAwithIC is
substantially easier to deal with than one expressed in the JA formalism. The
first problem we consider is the following:

DefCheck
Instance: Integrity constraint IC, ballot B ∈ {0, 1}I

(agenda Φ, judgment set J ∈ 2Φ, respectively)
Question: Is B rational?

(is J consistent, respectively?)

While in BA with IC deciding whether Bi |= IC can be solved with a polynomial
model checking, DefCheck in JA corresponds to solving the satisfiability of the
set of formulas in Ji, a classical NP-complete problem. Another problem that
can be considered is that of inferring knowledge from the result of aggregation:

WinInf
Instance: Winning ballot F (B), formula ϕ ∈ LPS

(Winning set F (J), formula ϕ ∈ LPS, respectively)
Question: Is it the case that F (B) |= ϕ?

(is it the case that F (J) |= ϕ, respectively?)

In this case also, the former instance can be solved in polynomial time with
model checking while the latter is significantly harder. To see this, consider
that the outcome of a JA procedure is a set of formulas, and that knowledge
inference from a set of propositional formulas is coNP-hard.
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Chapter 2

Paradoxes of Aggregation

Most work in Social Choice Theory started with the observation of paradoxical
situations. It is not a coincidence that these lecture notes also started from
the Condorcet paradox. From the Marquis de Condorcet (1785) and Jean-
Charles de Borda (1781) to more recent American court cases (Kornhauser and
Sager, 1986), a wide collection of paradoxes have been analysed and studied
in the literature on Social Choice Theory (see, e.g., Nurmi, 1999). In this
second lecture we present some of the most well-known paradoxes that arise
from the use of the majority rule in different contexts, and we show how they
can be expressed in binary aggregation with integrity constraints with a uniform
formulation. Such a uniform representation of the most important paradoxes
in Social Choice Theory enables us to make a crucial observation and show
an important result concerning the syntactic structure of paradoxical integrity
constraints for the majority rule: they all feature a disjunction of literals of size
at least 3.

2.1 Binary Aggregation with Integrity Constraints

Many aggregation problems can be modelled using a finite set of binary is-
sues, whose combinations describe the set of alternatives on which a finite set
of individuals need to make a choice. Before getting to the paradoxes, we re-
call the basic definitions of the framework of binary aggregation with integrity
constraints, and give a general definition of paradox.

2.1.1 Binary Aggregation

Let I = {1, . . . ,m} be a finite set of issues, and let D = D1 × · · · × Dm be
a boolean combinatorial domain, i.e., |Di| = 2 for all i ∈ I. Without loss of
generality we assume that Dj = {0, 1} for all j. Thus, given a set of issues I,
the domain associated with it is D = {0, 1}I . A ballot B is an element of D.

Let N = {1, . . . , n} be a finite set of individuals. Each individual submits a
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ballot Bi ∈ D to form a profile B = (B1, . . . , Bn). Thus, a profile consists of a
binary matrix of size n×m. We write bj for the jth element of a ballot B, and
bi,j for the jth element of ballot Bi within a profile B = (B1, . . . , Bn).

Definition 2.1. Given a finite set of issues I and a finite set of individuals N ,
an aggregation procedure is a function F : DN → D, mapping each profile of
binary ballots to an element of D. Let F (B)j denote the result of the aggregation
of profile B on issue j.

Aggregation procedures are defined for all possible profiles of binary ballots, a
condition that takes the name of universal domain in the literature on Social
Choice Theory. Aggregation procedures that are defined on a specific restricted
domain, by making use of particular characteristics of the domain at hand, can
always be extended to cover the full boolean combinatorial domain (for instance,
by mapping all remaining profiles to a constant value).

2.1.2 Integrity Constraints

In many applications it is necessary to specify which elements of the domain are
rational and which should not be taken into consideration. Since the domain
of aggregation is a binary combinatorial domain, propositional logic provides a
suitable formal language to express possible restrictions of rationality. In the
sequel we shall assume acquaintance with the basic concepts of propositional
logic.

If I is a set of m issues, let PS = {p1, . . . , pm} be a set of propositional sym-
bols, one for each issue, and let LPS be the propositional language constructed
by closing PS under propositional connectives. For any formula ϕ ∈ LPS, let
Mod(ϕ) be the set of assignments that satisfy ϕ.

Definition 2.2. An integrity constraint is any formula IC ∈ LPS.

Integrity constraints can be used to define what tuples in D we consider rational
choices. Any ballot B ∈ D is an assignment to the variables p1, . . . , pm, and we
call B a rational ballot if it satisfies the integrity constraint IC, i.e., if B is an
element of Mod(IC). A rational profile is an element of Mod(IC)N . In the sequel
we shall use the terms “integrity constraints” and “rationality assumptions”
interchangeably.

2.1.3 Examples

Let us now consider several examples of aggregation problems that can be mod-
elled in binary aggregation by devising a suitable integrity constraint:

Example 2.1. (Multi-issue elections under constraints) A committee N has
to decide on each of the three following issues: (U) financing a new university
building, (S) financing a sports centre, (C) increasing catering facilities. As an
approval of both a new university building and a sports centre would bring an
unsustainable demand on current catering facilities, it is considered irrational
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to approve both the first two issues and to reject the third one. We can model
this situation with a set of three issues I = {U, S,C}. The integrity constraint
representing this rationality assumption is the following formula: pU ∧ pS →
pC . To see an example of a rational profile, consider the situation described in
Table 2.1 for the case of a committee with three members. All individuals are
rational, the only irrational ballot being B = (1, 1, 0).

B:

U S C

i1 0 1 0
i2 1 0 0
i3 1 1 1

Table 2.1: A rational profile for pU ∧ pS → pC .

Example 2.2. (Voting for candidates) A winning candidate has to be chosen
from a set C = {1, . . . ,m} by an electorate N . Let the set of issues be I=C.
Assume that we are using approval voting as voting procedure, in which indi-
viduals are submitting a set of candidates they approve (Brams and Fishburn,
2007). Then, we can model the situation without any integrity constraint, since
every binary ballot over I corresponds to a set of candidates. Instead, if we con-
sider more restrictive ballots like in the case of the plurality rule, in which each
individual submits only its favourite candidate, we need to devise an integrity
constraint that forces each individual to approve a single candidate in the list.
This can only be done by taking the disjunction of all possible ballots:

(p1 ∧ ¬p2 ∧ · · · ∧ ¬pm) ∨ (¬p1 ∧ p2 ∧ · · · ∧ ¬pm) · · · ∨ (¬p1 ∧ . . .¬pm−1 ∧ pm)

The voting rule known as k-approval voting, in which individuals submit a set
of k approved candidates, can be modelled in a similar fashion.

Exercise 2.1. (Voting for a committee) An electorate N needs to decide on a
steering committee composed of a director, a secretary and a treasurer. Can-
didates can be chosen between c1 and c2, proposed by party F, and c3 and c4,
proposed by party P. For political reasons, if the chosen director belongs to a
certain party, then the remaining vacancies must be filled with candidates be-
longing to the other party. Write the situation in binary aggregation terms, and
devise the right set of integrity constraints.

2.1.4 A general definition of paradox

Consider the situation introduced in Example 2.1: There are three issues at
stake, and the integrity constraint is represented by the formula IC = pU ∧
pS → pF . Suppose there are three individuals, choosing ballots (0, 1, 0), (1, 0, 0)
and (1, 1, 1), as in Table 2.1. Their choices are rational (they all satisfy IC).
Assume now that we accept an issue j if and only if a majority of individuals
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do, employing the majority rule. Then, we would obtain the ballot (1, 1, 0) as
collective outcome, which fails to be rational. This kind of observation is often
referred to as a paradox.

Definition 2.3. A paradox is a triple (F,B, IC), where F : DN → D is an
aggregation procedure, B is a profile in DN , IC is an integrity constraint in
LPS, and Bi ∈ Mod(IC) for all i ∈ N but F (B) 6∈ Mod(IC).

We are now ready to explore the generality of Definition 2.3 by showing that
classical paradoxes introduced in several frameworks for multiagent aggregation
are instances of this definition.

2.2 The Condorcet Paradox revisited

During the Enlightment period in France, several active scholars dedicated
themselves to the problem of collective choice, and in particular to the cre-
ation of new procedures for the election of candidates. Although these are not
the first documented studies of the problem of social choice (McLean and Urken,
1995), Marie Jean Antoine Nicolas de Caritat, the Marquis de Condorcet, was
the first to point out a crucial problem of the most basic voting rule that was
being used, the majority rule (Condorcet, 1785). We have already seen a version
of the paradox in the first lecture, but let us state it again here:

Condorcet Paradox. Three individuals need to decide on the
ranking of three alternatives {4,#,�}. Each individual expresses
her own ranking in the form of a linear order, i.e., an irreflexive,
transitive and complete binary relation over the set of alternatives.
The collective outcome is then aggregated by pairwise majority: an
alternative is preferred to a second one if and only if a majority of
the individuals prefer the first alternative to the second. Consider
the profile described in Table 2.2.

4 <1 # <1 �
� <2 4 <2 #
# <3 � <3 4

4 < # < � < 4

Table 2.2: The Condorcet paradox.

When we compute the outcome of the pairwise majority rule on this
profile, we notice that there is a majority of individuals preferring the
circle to the triangle (4 < #); that there is a majority of individuals
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preferring the square to the circle (# < �); and, finally, that there
is a majority of individuals preferring the triangle to the square
(� < 4). The resulting outcome fails to be a linear order, giving
rise to a circular collective preference between the alternatives.

Condorcet’s paradox was rediscovered in the second half of the XXth century
while a whole theory of preference aggregation was being developed, starting
with the work of Black (1958) and Arrow’s celebrated result (Arrow, 1963). In
this section, we review the framework of preference aggregation, we show how
this setting can be embedded into the framework of binary aggregation with
integrity constraints, and we show how the Condorcet paradox can be seen as
an instance of our general definition of paradox (Definition 2.3).

2.2.1 Preference Aggregation

We recall from Lecture 1 the basic definitions of preference aggregation. The
framework of preference aggregation considers a finite set of individuals N ex-
pressing preferences over a finite set of alternatives X . A preference relation is
represented by a binary relation over X . Preference relations are traditionally
assumed to be weak orders, i.e., reflexive, transitive and complete binary rela-
tions. In some cases, in order to simplify the framework, preferences are assumed
to be linear orders, i.e., irreflexive, transitive and complete binary relations. In
the first case, we write aRb for “alternative a is preferred to alternative b or it
is equally preferred as b”, while in the second case aPb stands for “alternative
a is strictly preferred to b”. In the sequel we shall assume that preferences are
represented as linear orders.

Each individual submits a linear order Pi, forming a profile P = (P1, . . . , P|N |).
Let L(X ) denote the set of all linear orders on X . Aggregation procedures in
preference aggregation are often called social welfare functions (SWFs):

Definition 2.4. Given a finite set of individuals N and a finite set of alterna-
tives X , a social welfare function is a function F : L(X )N → L(X ).

Note that a SWF is defined for every logically possible profile of linear orders,
a condition that traditionally goes under the name of universal domain, and
that it always outputs a linear order. This last condition was given the name
of “collective rationality” by Arrow (1963). As we have seen in Table 2.2, the
Condorcet paradox proves that the pairwise majority rule is not a SWF because,
in Arrow’s words, it fails to be “collectively rational”. In the following section we
will formalise this observation by devising an integrity constraint that encodes
the assumptions underlying Arrow’s framework of preference aggregation.

2.2.2 Translation

Given a preference aggregation problem defined by a set of individuals N and
a set of alternatives X , let us now consider the following setting for binary
aggregation. Define a set of issues IX as the set of all pairs (a, b) in X . The
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domain DX of aggregation is therefore {0, 1}|X |2 . In this setting, a binary ballot
B corresponds to a binary relation P over X : B(a,b) = 1 if and only if a is in
relation to b (aPb).

Using the propositional language LPS constructed over the set IX , we can
express properties of binary ballots in DX . In this case the language consists of
|X |2 propositional symbols, which we shall call pab for every issue (a, b). The
properties of linear orders can be enforced on binary ballots using the following
set of integrity constraints, which we shall call IC<:1

Irreflexivity: ¬paa for all a ∈ X

Completeness: pab ∨ pba for all a 6= b ∈ X

Transitivity: pab ∧ pbc→pac for a, b, c ∈ X pairwise distinct

Note that the size of this set of integrity constraints is polynomial in the number
of alternatives in X .

Exercise 2.2. Devise the right integrity constraint for weak orders IC6 and
partial orders ICp.

2.2.3 The Condorcet Paradox in Binary Aggregation

The translation presented in the previous section enables us to express the
Condorcet paradox in terms of Definition 2.3. Let X = {4,#,�} and let N
contain three individuals. Consider the profile B for IX described in Table 2.3,
where we have omitted the values of the reflexive issues (4,4) (always 0 by
IC<), and specified the value of only one of (4,#) and (#,4) (the other can
be obtained by taking the opposite of the value of the first), and accordingly
for the other alternatives. Every individual ballot in Table 2.3 satisfies IC<,

4# #� 4�
Agent 1 1 1 1
Agent 2 1 0 0
Agent 3 0 1 0

Maj 1 1 0

Table 2.3: Condorcet paradox in binary aggregation.

but the outcome obtained using the majority rule Maj (which corresponds to
pairwise majority in preference aggregation) does not satisfy IC<: the formula
p4# ∧ p#� → p4� is falsified by the outcome. Therefore, (Maj ,B, IC<) is a
paradox by Definition 2.3.

1We will use the notation IC both for a single integrity constraint and for a set of formulas—
in the latter case considering as the actual constraint the conjunction of all the formulas in
IC.
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The integrity constraint IC< can be further simplified for the case of 3
alternatives {a, b, c}. The formulas encoding the transitivity of binary relations
are equivalent to just two positive clauses: The first one, pba ∨ pcb ∨ pac, rules
out the cycle a<b<c<a, and the second one, pab ∨ pbc ∨ pca, rules out the
opposite cycle c<b<a<c. That is, these constraints correspond exactly to the
two Condorcet cycles that can be created from three alternatives.

References: The Condorcet paradox (and preference aggregation more in
general) has been interpreted into judgment aggregation by Dietrich and List
(2007b) by using a set of fist-order predicates rather than propositional atoms.
An interpretation similar to ours has been given by Dokow and Holzman (2010).
There are also several publications comparing the strength of judgment aggre-
gation with respect to preference aggregation, among others the work of Porello
(2010) and that of Grossi (2009, 2010).

2.3 The Discursive Dilemma and Judgment
Aggregation

The discursive dilemma emerged from the formal study of court cases that was
carried out in recent years in the literature on law and economics, generalising
the observation of a paradoxical situation known as the “doctrinal paradox”
(Kornhauser and Sager, 1986, 1993). Such a setting was first given mathematical
treatment by List and Pettit (2002), giving rise to an entirely new research area
in Social Choice Theory known as judgment aggregation, which we have briefly
discussed in the first lecture. Earlier versions of this paradox can be found in
work by Guilbaud (1952) and Vacca (1922). We now describe one of the most
common versions of the discursive dilemma:

Discursive Dilemma. A court composed of three judges has to
decide on the liability of a defendant under the charge of breach of
contract. According to the law, the individual is liable if there was
a valid contract and her behaviour was such as to be considered a
breach of the contract. The court takes three majority decisions on
the following issues: there was a valid contract (α), the individual
broke the contract (β), the defendant is liable (α ∧ β). Consider a
situation like the one described in Table 2.4.

α β α ∧ β
Judge 1 yes yes yes
Judge 2 no yes no
Judge 3 yes no no

Majority yes yes no

Table 2.4: The discursive dilemma.
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All judges are expressing consistent judgments: they accept the third
proposition if and only if the first two are accepted. However, when
aggregating the judgments using the majority rule we obtain an in-
consistent outcome: even if there is a majority of judges who believe
that there was a valid contract, and even if there is a majority of
judges who believe that the individual broke the contract, the indi-
vidual is considered not liable by a majority of the individuals.

We now show that the discursive dilemma is also an instance of our general
definition of paradox.

2.3.1 Judgment Aggregation

Once more, recall from the first lecture the basic definitions of judgment aggre-
gation. Judgement aggregation (JA) considers problems in which a finite set
of individuals N has to generate a collective judgment over a set of intercon-
nected propositional formulas. Formally, given a finite propositional language
L, an agenda is a finite nonempty subset Φ ⊆ L that does not contain any
doubly-negated formulas and that is closed under complementation (i.e, α ∈ Φ
whenever ¬α ∈ Φ, and ¬α ∈ Φ for every non-negated α ∈ Φ).

Each individual in N expresses a judgment set J ⊆ Φ, as the set of those
formulas in the agenda that she judges to be true. Every individual judgment
set J is assumed to be complete (i.e., for each α ∈ Φ either α or its complement
are in J) and consistent (i.e., there exists an assignment that makes all formulas
in J true). If we denote by J (Φ) the set of all complete and consistent subsets
of Φ, we can give the following definition:

Definition 2.5. Given a finite agenda Φ and a finite set of individuals N , a
JA procedure for Φ and N is a function F : J (Φ)N → 2Φ.

Note that no additional requirement is imposed on the collective judgment set.
A JA procedure is called complete if the judgment set it returns is complete
on every profile. A JA procedure is called consistent if, for every profile, the
outcome is a consistent judgment set.

2.3.2 Translation

Given a judgment aggregation framework defined by an agenda Φ and a set
of individuals N , let us now construct a setting for binary aggregation with
integrity constraints that interprets it. Let the set of issues IΦ be equal to the
set of formulas in Φ. The domain DΦ of aggregation is therefore {0, 1}|Φ|. In
this setting, a binary ballot B corresponds to a judgment set: Bα = 1 if and only
if α ∈ J . Given this representation, we can associate with every JA procedure
for Φ and N a binary aggregation procedure on a subdomain of DNΦ .

As we did for the case of preference aggregation, we now define a set of
integrity constraints for DΦ to enforce the properties of consistency and com-
pleteness of individual judgment sets. Recall that the propositional language is
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constructed in this case on |Φ| propositional symbols pα, one for every α ∈ Φ.
Call an inconsistent set of formulas each proper subset of which is consistent
minimally inconsistent set (mi-set). Let ICΦ be the following set of integrity
constraints:

Completeness: pα∨p¬α for all α ∈ Φ

Consistency: ¬(
∧
α∈S pα) for every mi-set S ⊆ Φ

While the interpretation of the first formula is straightforward, we provide some
further explanation for the second one. If a judgment set J is inconsistent, then
it contains a minimally inconsistent set, obtained by sequentially deleting one
formula at the time from J until it becomes consistent. This implies that the
constraint previously introduced is falsified by the binary ballot that represents
J , as all issues associated with formulas in a mi-set are accepted. Vice versa, if
all formulas in a mi-set are accepted by a given binary ballot, then clearly the
judgment set associated with it is inconsistent.

Note that the size of ICΦ might be exponential in the size of the agenda.
This is in agreement with considerations of computational complexity (see, e.g.,
Papadimitriou, 1994): Since checking the consistency of a judgment set is NP-
hard, while model checking on binary ballots is polynomial, the translation from
JA to binary aggregation must contain a superpolynomial step (unless P=NP).

2.3.3 The Discursive Dilemma in Binary Aggregation

The same procedure that we have used to show that the Condorcet paradox
is an instance of our general definition of paradox applies here for the case of
the discursive dilemma. Let Φ be the agenda {α, β, α ∧ β}, in which we have
omitted negated formulas, as for any J ∈ J (Φ) their acceptance can be inferred
from the acceptance of their positive counterparts. Consider the profile B for
IΦ described in Table 2.5.

α β α ∧ β
Judge 1 1 1 1
Judge 2 0 1 0
Judge 3 1 0 0

Maj 1 1 0

Table 2.5: The discursive dilemma in binary aggregation.

Every individual ballot satisfies ICΦ, while the outcome obtained by using the
majority rule contradicts one of the constraints of consistency, namely ¬(pα ∧
pβ ∧ p¬(α∧β)). Hence, (Maj ,B, ICΦ) constitutes a paradox by Definition 2.3.

References: Another interesting interpretation of the doctrinal paradox is
the geometrical one given by (Eckert and Klamler, 2009) using the theoretical
setting developed by Saari (2008).
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2.4 The Ostrogorski Paradox

Another paradox listed by Nurmi (1999) as one of the main paradoxes of the
majority rule on multiple issues is the Ostrogorski paradox. Ostrogorski (1902)
published a treaty in support of procedures inspired by direct democracy, point-
ing out several fallacies that a representative system based on party structures
can encounter. Rae and Daudt (1976) later focused on one such situation, pre-
senting it as a paradox or a dilemma between two equivalently desirable proce-
dures (the direct and the representative one), giving it the name of “Ostrogorski
paradox”. This paradox, in its simplest form, occurs when a majority of indi-
viduals are supporting a party that does not represent the view of a majority
of individuals on a majority of issues.

Ostrogorski Paradox. Consider the following situation: there is a
two party contest between the Mountain Party (MP) and the Plain
Party (PP); three individuals (or, equivalently, three equally big
groups in an electorate) will vote for one of the two parties if their
view agrees with that party on a majority of the three following
issues: economic policy (E), social policy (S), and foreign affairs
policy (F ). Consider the situation described in Table 2.6.

E S F Party supported

Voter 1 MP PP PP PP
Voter 2 PP PP MP PP
Voter 3 MP PP MP MP

Maj MP PP MP PP

Table 2.6: The Ostrogorski paradox.

The result of the two party contest, assuming that the party that
has the support of a majority of the voters wins, declares the Plain
Party the winner. However, we notice that a majority of individu-
als support the Mountain Party both on the economic policy E and
on the foreign policy F. Thus, the elected party, the PP, is in dis-
agreement with a majority of the individuals on a majority of the
issues.

Bezembinder and van Acker (1985) generalised this paradox, defining two dif-
ferent rules for compound majority decisions. The first, the representative out-
come, outputs as a winner the party that receives support by a majority of the
individuals. The second, the direct outcome, outputs the party that receives
support on a majority of issues by a majority of the individuals. An instance of
the Ostrogorski paradox occurs whenever the outcome of these two procedures
differ.

Stronger versions of the paradox can be devised, in which the losing party
represents the view of a majority on all the issues involved (see, e.g., Rae and
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Daudt, 1976). Further studies of the “Ostrogorski phenomenon” have been
carried out by Deb and Kelsey (1987) as well as by Eckert and Klamler (2009).
The relation between the Ostrogorski paradox and the Condorcet paradox has
been investigated in several papers (Kelly, 1989; Rae and Daudt, 1976), while
a comparison with the discursive dilemma was carried out by Pigozzi (2005).

2.4.1 The Ostrogorski Paradox in Binary Aggregation

In this section, we provide a binary aggregation setting that represents the Os-
trogorski paradox as a failure of collective rationality with respect to a suitable
integrity constraint.

Let {E,S, F} be the set of issues at stake, and let the set of issues IO =
{E,S, F,A} consist of the same issues plus an extra issue A to encode the
support for the first party (MP).2 A binary ballot over these issues represents
the individual view on the three issues E, S and F : if, for instance, bE = 1, then
the individual supports the first party MP on the first issue E. Moreover, it
also represents the overall support for party MP (in case issue A is accepted) or
PP (in case A is rejected). In the Ostrogorski paradox, an individual votes for a
party if and only if she agrees with that party on a majority of the issues. This
rule can be represented as a rationality assumption by means of the following
integrity constraint ICO:

pA ↔ [(pE ∧ pS) ∨ (pE ∧ pF ) ∨ (pS ∧ pF )]

An instance of the Ostrogorski paradox can therefore be represented by the
profile B described in Table 2.7.

E S F A

Voter 1 1 0 0 0
Voter 2 0 0 1 0
Voter 3 1 0 1 1

Maj 1 0 1 0

Table 2.7: The Ostrogorski paradox in binary aggregation.

Each individual in Table 2.7 accepts issue A if and only if she accepts a majority
of the other issues. However, the outcome of the majority rule is a rejection
of issue A, even if a majority of the issues gets accepted by the same rule.
Therefore, the triple (Maj ,B, ICO) constitutes a paradox by Definition 2.3.

Exercise 2.3. Devise a stronger version of the Ostrogorski paradox, in which
the winning party disagrees with a majority of the individuals on all issues.

2We hereby propose a model that can be used for instances of the Ostrogorski paradox
concerning at most two parties. In case the number of parties is bigger than two, the framework
can be extended adding one extra issue for every party.
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2.5 The Majority Rule: Characterisation of Para-
doxes

We can now make a crucial observation concerning the syntactic structure of
the integrity constraints that formalise the paradoxes we have presented so far.
First, for the case of the Condorcet paradox, we observe that the formula en-
coding the transitivity of a preference relation is the implication pab∧pbc → pac.
This formula is equivalent to ¬pab ∨ ¬pbc ∨ pac, which is a clause of size 3, i.e.,
it is a disjunction of three different literals. Second, the formula which appears
in the translation of the discursive dilemma is also equivalent to a clause of
size 3, namely ¬pα ∨ ¬pβ ∨ ¬p¬(α∧β). Third, the formula which formalises the
majoritarian constraint underlying the Ostrogorski paradox, is equivalent to the
following conjunction of clauses of size 3:

(pA ∨ ¬pE ∨ ¬pF ) ∧ (pA ∨ ¬pE ∨ ¬pS) ∧ (pA ∨ ¬pS ∨ ¬pF ) ∧
∧(¬pA ∨ pE ∨ pF ) ∧ (¬pA ∨ pE ∨ pS) ∧ (¬pA ∨ pS ∨ pF )

Thus, we observe that the integrity constraints formalising the most clas-
sical paradoxes in aggregation theory all feature a clause (i.e., a dis-
junction) of size at least 3.3 In this section we characterise the class of
integrity constraints that are lifted by the majority rule as those formulas that
can be expressed as a conjunction of clauses (i.e., disjunctions) of maximal size 2.

Let us first provide a formal definition of the majority rule.

Definition 2.6. Let NB
j be the set of individuals that accept issue j in profile

B. In case the number of individuals is odd, the majority rule ( Maj) has a
unique definition by accepting issue j if and only if |NB

j | > n+1
2 .

For the remainder of this section we make the assumption that the number
of individuals is odd. Recall from the first lecture the definition of collective
rationality:

Definition 2.7. F is collectively rational (CR) wrt. IC if it does not generate
paradoxes with IC, i.e., if F (B) |= IC whenever for all i ∈ N we have that
Bi |= IC.

We now show in the following theorem that a necessary and sufficient con-
dition for the majority rule not to generate a paradox with respect to a given
integrity constraint IC is that IC be equivalent to a conjunction of clauses of
maximal size 2. The kernel of the proof goes on the following lines: first, we
show that clauses of size one, i.e., literals, and of size 2 never create a paradox
with the majority rule; second, we show that it is always possible to generate a
paradox with a clause of size 3 or bigger.

3This observation is strongly related to a result by Nehring and Puppe (2007) in the
framework of judgment aggregation, which characterises the set of paradoxical agendas for
the majority rule as those agendas containing a minimal inconsistent subset of size at least 3.
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Theorem 2.1. The majority rule Maj is CR with respect to IC if and only if
IC is equivalent to a conjunction of clauses of maximal size 2.

Proof. (⇐) Let IC be equivalent to a conjunction of clauses of maximal size 2,
which we indicate as ψ =

∧
kDk. We want to show that Maj is CR wrt. IC. We

first make the following two observations. First, since two equivalent formulas
define the same set of rational ballots, showing that Maj is CR wrt. IC is
equivalent to showing that Maj is CR wrt. ψ. Second, if the majority rule is
collectively rational wrt. two formulas ϕ1 and ϕ2 then it is also CR wrt. their
conjunction ϕ1 ∧ ϕ2. Thus, it is sufficient to show that Maj is CR wrt. all
clauses Dj to conclude that Maj is CR wrt. their conjunction and hence with
IC. Recall that all clauses Dj have maximal size 2. The case of a clause of size 1
is easily solved. Suppose Dk = pjk or Dk = ¬pjk . Since all individuals must be
rational the profile will be unanimous on issue jk, and thus the majority will
behave accordingly on issue jk, in accordance with the constraint Dk. Let us
then focus on a clause IC = `j ∨ `k, where `j and `k are two distinct literals,
i.e., atoms or negated atoms. A paradoxical profile for the majority rule with
respect to this integrity constraint features a first majority of individuals not
satisfying literal `j , and a second majority of individuals not satisfying literal
`k. By the pigeonhole principle these two majorities must have a non-empty
intersection, i.e., there exists one individual that does not satisfy both literals `j
and `k, but this is incompatible with the requirement that all individual ballots
satisfy IC.

(⇒) Let us now assume for the sake of contradiction that IC is not equivalent
to a conjunction of clauses of maximal size 2. We will now build a paradoxical
situation for the majority rule with respect to IC.

We need the following crucial definition: Call minimally falsifying partial
assignment (mifap-assignment) for an integrity constraint IC an assignment
to some of the propositional variables that cannot be extended to a satisfying
assignment, although each of its proper subsets can. We now associate with
each mifap-assignment ρ for IC a conjunction Cρ = `1 ∧ · · · ∧ `k, where `i = pi
if ρ(pi) = 1 and `i = ¬pi if ρ(pi) = 0 for all propositional symbols pi on which
ρ is defined. The conjunction Cρ represents the mifap-assignment ρ and it is
clearly inconsistent with IC. The negation of Cρ is hence a disjunction, with
the property of being a minimal clause implied by IC. Such formulas are known
in the literature on knowledge representation as the prime implicates of IC,
and it is a known result that every propositional formula is equivalent to the
conjunction of its prime implicates (see, e.g., Marquis, 2000). Thus, we can
represent IC with the equivalent formula

∧
ρ ¬Cρ of all mifap-assignments ρ for

IC. From our initial assumption we can infer that at least one mifap-assignment
ρ∗ has size > 2, for otherwise IC would be equivalent to a conjunction of 2-
clauses.

We are now ready to show a paradoxical situation for the majority rule with
respect to IC. Consider the following profile. Let y1, y2, y3 be three proposi-
tional variables that are fixed by ρ∗. Let the first individual i1 accept the issue
associated with y1 if ρ(y1) = 0, and reject it otherwise, i.e., let b1,1 = 1−ρ∗(y1).
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Furthermore, let i1 agree with ρ∗ on the remaining propositional variables. By
minimality of ρ∗, this partial assignment can be extended to a satisfying assign-
ment for IC, and let Bi1 be such an assignment. Repeat the same construction
for individual i2, this time changing the value of ρ∗ on y2 and extending it to
a satisfying assignment to obtain Bi2 . The same construction for i3, changing
the value of ρ∗ on issue y3 and extending it to a satisfying assignment Bi3 .
Recall that there are at least 3 individuals in N . If there are other individuals,
let individuals i3s+1 have the same ballot Bi1 , individuals i3s+2 ballot Bi2 and
individuals i3s+3 ballot Bi3 . The basic profile for 3 issues and 3 individuals is
shown in Table 2.5. In this profile, which can easily be generalised to the case
of more than 3 individuals, there is a majority supporting ρ∗ on every variable
on which ρ∗ is defined. Since ρ∗ is a mifap-assignment and therefore cannot be
extended to an assignment satisfying IC, the majority rule in this profile is not
collectively rational with respect to IC.

y1 y2 y3

i1 1-ρ∗(y1) ρ∗(y2) ρ∗(y3)
i2 ρ∗(y1) 1-ρ∗(y2) ρ∗(y3)
i3 ρ∗(y1) ρ∗(y2) 1-ρ∗(y3)

Maj ρ∗(y1) ρ∗(y2) ρ∗(y3)

Table 2.8: A general paradox for the majority rule wrt. a clause of size 3.

Exercise 2.4. What happens when the number of individuals is even? The
majority rule does not have a unique definition: the strict majority accept an
issue if |NB

j | > n
2 and the weak majority instead if |NB

j | > n
2 . Does Theorem 2.1

still hold with these definitions?

2.6 More Paradoxes! (Extra material)

In this section we describe two further paradoxes that can be analysed using
the framework of binary aggregation with integrity constraints: the paradox
of divided government and the paradox of multiple elections. Both situations
concern a paradoxical outcome obtained by using the majority rule on an ag-
gregation problem defined on multiple issues. The first paradox can be seen as
an instance of a more general behaviour described by the second paradox.

2.6.1 The Paradox of Divided Government

The paradox of divided government is a failure of collective rationality that
was pointed out for the first time by Brams et al. (1993). Here we follow the
presentation of Nurmi (1997).
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The paradox of divided government. Suppose that 13 voters
(equivalently, groups of voters) can choose for Democratic (D) or
Republican (R) candidate for the following three offices: House of
Representatives (H), Senate (S) and the governor (G). It is a common
assumption that in case the House of Representatives gets a Repub-
lican candidate, then at least one of the remaining offices should go
to Republicans as well. Consider now the profile in Table 2.9.

H S G

Voters 1-3 D D D
Voter 4 D D R
Voter 5 D R D
Voter 6 D R R
Voters 7-9 R D R
Voters 10-12 R R D
Voter 13 R R R

Maj R D D

Table 2.9: The paradox of divided government.

As shown in Table 2.9, it is exactly the combination that had to be
avoided (i.e., RDD) that is elected, even if no individual voted for
it.

This paradox can be easily seen as a failure of collective rationality: it is suffi-
cient to replace the letters D and R with 0 and 1, and to formulate the integrity
constraint as ¬(pH ∧ ¬pS ∧ ¬pG). The binary ballot (1, 0, 0) is therefore ruled
out as irrational, encoding the combination (R,D,D) that needs to be avoided.

This type of paradox can be observed in cases like the elections of a commit-
tee, such as in the Exercise 2.1. Even if it is recognised by every individual that
a certain committee structure is unfeasible (i.e., it will not work well together),
this may be the outcome of aggregation if the majority rule is being used.

2.6.2 The Paradox of Multiple Elections

Whilst the Ostrogorski paradox was devised to stage an attack against repre-
sentative systems of collective choice based on parties, the paradox of multiple
elections (MEP) is based on the observation that when voting directly on multi-
ple issues, a combination that was not supported nor liked by any of the voters
can be the winner of the election (Brams et al., 1998; Lacy and Niou, 2000).
While the original model takes into account the full preferences of individuals
over combinations of issues, if we focus on only those ballots that are submit-
ted by the individuals, then an instance of the MEP can be represented as a
paradox of collective rationality. Let us consider a simple example described in
Table 2.10.
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Multiple election paradox. Suppose three voters need to take
a decision over three binary issues A, B and C. Their ballots are
described in Table 2.10.

A B C

Voter 1 1 0 1
Voter 2 0 1 1
Voter 3 1 1 0

Maj 1 1 1

Table 2.10: The multiple election paradox (MEP).

The outcome of the majority rule in Table 2.10 is the acceptance of
all three issues, even if this combination was not voted for by any of
the individuals.

While there seems to be no integrity constraint directly causing this paradox,
we may represent the profile in Table 2.10 as a situation in which the three
individual ballots are bound for instance by a budget constraint ¬(pA∧pB∧pC).
Even if all individuals are giving acceptance to two issues each, the result of the
aggregation is the unfeasible acceptance of all three issues.

As can be deduced from our previous discussion, every instance of the MEP
gives rise to several instances of a binary aggregation paradox for Definition 2.3.
To see this, it is sufficient to find an integrity constraint that is satisfied by all
individuals and not by the outcome of the aggregation.4 On the other hand,
every instance of Definition 2.3 in binary aggregation represents an instance of
the MEP, as the irrational outcome cannot have been voted for by any of the
individuals.

The multiple election paradox gives rise to a different problem than that of
consistency, to which this dissertation is dedicated, as it is not directly linked
to an integrity constraint established in advance. The problem formalised by
the MEP is rather the compatibility of the outcome of aggregation with the
individual ballots. Individuals in such a situation may be forced to adhere
to a collective choice which, despite it being rational, they do not perceive as
representing their views (Grandi and Pigozzi, 2012).

In their paper, Brams et al. (1998) provide many versions of the multiple
election paradox, varying the number of issues and the presence of ties. Lacy
and Niou (2000) enrich the model by assuming that individuals have a prefer-
ence order over combinations of issues and submit just their top candidate for
the election. They present situations in which, e.g., the winning combination

4Such a formula always exists. Consider for instance the disjunction of the formulas speci-
fying each of the individual ballots. This integrity constraint forces the result of the aggrega-
tion to be equal to one of the individual ballots on the given profile, thus generating a binary
aggregation paradox from a MEP.
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is a Condorcet loser (i.e., it loses in pairwise comparison with all other combi-
nations). Some answers to the problem raised by the MEP have already been
proposed in the literature on Artificial Intelligence. For instance, a sequence of
papers have studied the problem of devising sequential elections to avoid the
MEP in case the preferences of the individuals over combinations of multiple is-
sues are expressed in a suitable preference representation language (Lang, 2007;
Lang and Xia, 2009; Xia et al., 2011; Conitzer and Xia, 2012).
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Chapter 3

Collective Rationality and
Languages for Integrity
Constraints

Individual agents may be considered rational in many different ways, and for
most cases it is possible to devise paradoxical situations leading to an irra-
tional collective outcome (Lecture 2) The purpose of this lecture is to develop
a theoretical analysis of the relation between axiomatic properties and collec-
tive rationality with respect to given integrity constraints, generalising what
observed in the previous chapter to a full-fledged theory of collective rationality
for aggregation procedures in binary aggregation.

3.1 Two Definitions for Classes of Aggregation
Procedures

3.1.1 Axiomatic definitions

Aggregation procedures are traditionally studied using the axiomatic method.
Axioms are used to express desirable properties of an aggregation procedure,
and these axioms are then combined in an attempt to find the most desirable
aggregation system. This methodology is widespread in the whole literature on
Economic Theory, as testified by several important results which were proven
using the axiomatic method in a number of disciplines: notable examples are
the definition of the Nash solution for bargaining problems (Nash, 1950), the
treatment by von Neumann and Morgenstern (1947) of decision making under
uncertainty and, finally, Arrow’s Theorem in preference aggregation (Arrow,
1963). We now present a list of the most important axioms familiar from stan-
dard Social Choice Theory, and more specifically from judgment aggregation
(List and Puppe, 2009) and binary aggregation (Dokow and Holzman, 2010),
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adapted to the framework of binary aggregation with integrity constraints.
Let X ⊆ DN be a subset of the set of profiles. The first axiomatic property

we take into consideration is called unanimity:

Unanimity (U): For any profile B ∈ X and any x ∈ {0, 1}, if bi,j = x for all
i ∈ N , then F (B)j = x.

Unanimity postulates that, if all individuals agree on issue j, then the aggre-
gation procedure should implement that choice for j. This axiom stems from
a reformulation of the Paretian requirement, which is traditionally assumed in
preference aggregation.

Another common property is the requirement that an aggregation procedure
should treat all issues in the same way. We call this axiom issue-neutrality:

Issue-Neutrality (NI): For any two issues j, j′ ∈ I and any profile B ∈ X ,
if for all i ∈ N we have that bi,j = bi,j′ , then F (B)j = F (B)j′ .

The axiom of issue-neutrality often comes paired with another requirement of
symmetry between issues, that focuses on the possible values that issues can
take.1 We propose this axiom under the name of domain-neutrality:

Domain-Neutrality (ND): For any two issues j, j′ ∈ I and any profile B ∈
X , if bi,j = 1− bi,j′ for all i ∈ N , then F (B)j = 1− F (B)j′ .

This axiom is a generalisation to the case of multiple issues of the axiom of
neutrality introduced by May (1952) (recall from Lecture 1). The two notions
of neutrality above are independent from each other but dual: issue-neutrality
requires the outcome on two issues to be the same if all individuals agree on
these issues; domain-neutrality requires them to be reversed if all the individuals
make opposed choices on the two issues.

The following property requires the aggregation to be a symmetric function
of its arguments, and it is traditionally called anonymity.

Anonymity (A): For any profile B ∈ X and any permutation σ : N → N ,
we have that F (B1, . . . , Bn) = F (Bσ(1), . . . , Bσ(n)).

The next property we introduce has played a crucial role in several studies in
Social Choice Theory, and comes under the name of independence:

Independence (I): For any issue j ∈ I and any two profiles B,B′ ∈ X , if
bi,j = b′i,j for all i ∈ N , then F (B)j = F (B′)j .

This axiom requires the outcome of aggregation on a certain issue j to depend
only on the individual choices regarding that issue. In preference aggregation
the corresponding axiom is called independence of irrelevant alternatives. In the

1Sometimes the two conditions are paired together in a single requirement of neutrality
(see, e.g., Riker, 1982, Chapter 3).
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literature on judgment aggregation, the combination of independence and issue-
neutrality takes the name of systematicity. This axiom is at the basis of the
“welfaristic view” for ordinal utility in Social Choice Theory (see Roemer, 1996,
p. 28). This research assumption states that a society, in making its choices,
should only be concerned with the well-being of its constituents, discarding all
“non-utility information”; in particular, past behaviour or hypothetical situ-
ations other than the one a society is facing (independence), and particular
characteristics or correlations between the issues at hand (issue-neutrality). In
the same spirit, the axiom of anonymity requires that the collective decision
should disregard names, weights or importance of the individuals in a society.

There are also other axioms, but for the moment we have enough definitions.
We conclude with an important remark. It is crucial to observe that all axioms
are domain-dependent : It is possible that an aggregation procedure satisfies
an axiom only on a subdomain X ⊆ D in which individuals can choose their
ballots. For instance, consider the following example. With two issues, let
IC = (p2 → p1) and let F accept the first issue if a majority of the individuals
accept it, and accept the second issue only if the first one was accepted and
the second one has the support of a majority of individuals. This procedure is
clearly not independent on the full domain, but it is easy to see that it satisfies
independence when restricted to X = Mod(IC)N .

We can finally define a notation to identify procedures that satisfy an axiom
on the subdomain Mod(IC)N induced by a given integrity constraint IC.

Let F�Mod(IC)N denote the restriction of the aggregation procedure F to the

subdomain of rational ballots Mod(IC)N . We give the following definition:

Definition 3.1. An aggregation procedure F satisfies a set of axioms AX with
respect to a language L ⊆ LPS, if for all constraints IC ∈ L the restriction
F�Mod(IC)N satisfies the axioms in AX. This defines the following class:

FL[AX] := {F : DN→D | N is finite and F�Mod(IC)N sat. AX for all IC ∈ L}

In particular, F := {F : DN → D | N is finite} is the class of all aggregation
procedures for a given I. In the sequel we shall omit mentioning explicitly that
N is finite, keeping it as a general underlying assumption.

We can show some properties of axiomatic classes of procedures. We write
F[AX] as a shorthand for F{>}[AX], the class of procedures that satisfy the
axioms in AX over the full domain D.

Lemma 3.1. The following facts hold:
(i) if L1 ⊆ L2 then FL1 [AX] ⊇ FL2 [AX];

(ii) in particular, if > ∈ L, then F[AX] ⊇ FL[AX];
(iii) FL[AX1,AX2] = FL[AX1] ∩ FL[AX2].

Exercise 3.1. Prove Lemma 3.1.

3.1.2 Definition in terms of collective rationality

Recall that a binary aggregation problem is given by a set of agents N having to
take a decision on which combination of binary issues I to choose. Depending
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on the situation at hand, a subset of such combinations is designated as the set
of rational choices, and is specified by means of a propositional formula in the
language LPS associated to I.

Let therefore I be a finite set of issues and let LPS be the propositional
language associated with it. We call any subset L of LPS a language. Examples
include the set of atoms PS, or the set of formulas of a given size, as well as
more classical fragments obtained by restricting the set of connectives that can
be employed in the construction of formulas, like the set of clauses, obtained
from the set of literals using only disjunctions. In the previous lectures we
called an aggregation procedure collectively rational with respect to a formula
IC ∈ LPS if the outcome of aggregation satisfies the same integrity constraint
IC as the individuals on every rational profile. We now extend this definition
to collectively rational procedures with respect to a given language L:

Definition 3.2. Given a language L ⊆ LPS, define CR[L] to be the class of
aggregation procedures that lift all integrity constraints IC ∈ L:

CR[L] := {F : DN → D | N is finite and F is CR for all IC ∈ L}.

3.1.3 Collective Rationality and Languages

We now study the behaviour of the classes defined in the previous section with
respect to set-theoretic and logical operations performed on the languages and
on the axioms. In particular, we give a definition of languages for integrity
constraints that is specific to the study of collectively rational procedures.

Let L be a language. Define L∧ to be the closure of L under conjunction,
i.e., the set of finite conjunctions of formulas in L. We now prove that the class
of collectively rational procedures is invariant under closing the language under
conjunction, i.e., that the set of collectively rational procedures for L and for
L∧ coincide:

Lemma 3.2. CR[L∧] = CR[L] for all L ⊆ LPS.

Proof. CR[L∧] is clearly included in CR[L], since L ⊆ L∧. It remains to be
shown that, if an aggregation procedure F lifts every constraint in L, then
it lifts any conjunction of formulas in L. This fact is rather straightforward;
however, we now prove it in detail to get acquainted with the definition of
CR[L]. Let

∧
k ICk with ICk ∈ L be a conjunction of formulas in L, and

let B ∈ Mod(
∧
k ICk)N be a profile satisfying this integrity constraint. Note

that Mod(
∧
k ICk) =

⋂
k Mod(ICk), thus B ∈ Mod(ICk)N for every k. Now

suppose that F ∈ CR[L], then when we apply F to profile B we have that
F (B) ∈ Mod(ICk) for every k by collective rationality of F . This in turn implies
F (B) ∈ Mod(

∧
k ICk), thus proving that F is CR with respect to

∧
k ICk.

This lemma entails that different languages for integrity constraints can define
the same class of CR procedures. For instance, we have that the language
of cubes (conjunctions of literals) generates the same class as the language of
literals, i.e., CR[cubes] = CR[literals], since the former is obtained from the latter
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by closing it under conjunction. A more interesting fact is that procedures that
are CR with respect to clauses (disjunctions of literals) are CR with respect
to any integrity constraint in LPS, i.e., CR[clauses] = CR[LPS]. This holds
because every propositional formula is equivalent to a formula in conjunctive
normal form (CNF), where it is expressed precisely as a conjunction of clauses.

We have just proven that the class CR[L] is invariant under closing the
language under conjunction. Another such property is the closure under logical
equivalence.2 Recall that two formulas are logically equivalent when they share
the same set of models. Let us indicate with L≡ the set of formulas in LPS that
are equivalent to a formula in L. We have the following lemma:

Lemma 3.3. CR[L≡] = CR[L] for all L ⊆ LPS.

The proof of the lemma is straightforward from our definitions. It is sufficient to
observe that an equivalent formulation of our definition of collective rationality
can be given by substituting formulas with the set of rational ballots given by
their models. Two formulas that are logically equivalent have the same set of
models, giving rise to the same requirement of collective rationality. Bringing
together the results of Lemma 3.2 and of Lemma 3.3, we can now give the
following definition:

Definition 3.3. A language for integrity constraints L is a subset of LPS that
is closed under conjunction and logical equivalence.

In the following sections we often characterise languages by means of syntactic
properties, e.g., cubes or clauses, denoting the language for integrity constraints
generated by these formulas, i.e., the subset of LPS obtained by closing the
original language under conjunction and logical equivalence. For instance, the
language of 2-clauses (i.e., disjunctions of size at most two) indicates the lan-
guage of formulas that are equivalent to a conjunction of clauses of size at most
two3. The language of literals and that of cubes coincide, as well as the language
of clauses and the full language LPS, as we have previously remarked.

Tautologies and contradictions play a special role in languages for integrity
constraints. First, observe that if a language L includes a tautology (or a
contradiction, respectively), then by closure under logical equivalence L contains
all tautologies (all contradictions, respectively). Thus, we indicate with > ∈
L the fact that L contains all tautologies, and with ⊥ ∈ L the fact that L
contains all contradictions. Second, not all languages for integrity constraints
include both tautologies and contradictions, or either of them. For instance, the
language of literals includes the contradiction p∧¬p but it does not contain any
tautology. On the other hand, the language of positive clauses, composed by
clauses in which all literals occur positively, does not include neither tautologies
nor contradictions.

2It is important to stress the fact that we consider logical equivalence inside the language
LPS, not allowing the use of additional propositional variables.

3The language of 2-clauses can be equivalently defined by closing the set of 2-CNF under
logical equivalence.
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Nevertheless, it is easy to see that collective rationality with respect to tau-
tologies and contradictions corresponds to a vacuous requirement: In the first
case, the outcome of a procedure will always satisfy a tautology, and in the sec-
ond case the set of rational ballots is empty. These remarks constitute a proof
of the following lemma.

Lemma 3.4. CR[L ∪ {>}] = CR[L ∪ {⊥}] = CR[L] for all L ⊆ LPS.

Exercise 3.2. (For the more logic-oriented readers, arguably not very interest-
ing) Does Definition 3.3 contain all the operations that we can perform on L that
leave the set CR[L] invariant? Yes. Show that given two languages for integrity
constraints L1 and L2, if it is the case that L1 6= L2, then CR[L1] 6= CR[L2]
(there is a detail missing in this statement).

We conclude this section by establishing some easy properties of CR[L]:

Lemma 3.5. The following facts hold:
(i) If L1 ⊆ L2, then CR[L1] ⊇ CR[L2];

(ii) CR[L1 ∪ L2] = CR[L1] ∩ CR[L2] for all L1,L2 ⊆ LPS;
(iii) CR[L1 ∩ L2] = CR[L1] ∪ CR[L2] for all L1,L2 ⊆ LPS.

Exercise 3.3. Prove Lemma 3.5.

3.1.4 From collective rationality to integrity constraints
and back (extra material)

In the first part of the lecture we have associated with any language for integrity
constraints L a class of aggregation procedures CR[L] that are collectively ratio-
nal with respect to all formulas in L. Once a set of issues I is fixed, CR[−] can
therefore be viewed as an operator from the set of languages for integrity con-
straints (i.e., subsets of LPS closed under conjunction and logical equivalence)
to subsets of the class F of all aggregation procedures for I. We now introduce
the inverse operation:

Definition 3.4. Given a class of aggregation procedures G ⊆ F , let LF [G] be
the set of integrity constraints that are lifted by all F ∈ G:

LF [G] = {ϕ ∈ LPS | F is CR with respect to ϕ for all F ∈ G}

LF [G] is the intersection of all LF [{F}] for F ∈ G. The characterisation of the
paradoxical constraints for the majority rule shown in the previous section can
be rephrased as LF [Maj ] = 2clauses.

Exercise 3.4. Let I be a set of issues, L a language for integrity constraints
containing > and ⊥, and G ⊆ F a class of aggregation procedures on I. Show
that the following holds:

(i) LF [CR[L]] = L
(ii) CR[LF [G]] ⊇ G and this inclusion is strict for some classes.
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3.2 Characterisation Results for Propositional
Languages

The aim of this section is to explore the relationship between the two definitions
of classes of aggregation procedures introduced in Section 3.1: collectively ratio-
nal procedures on one side, and procedures defined by axiomatic requirements
on the other. In particular, we look for results of the following form:

CR[L] = FL[AX],

for languages L and axioms AX. We call such findings characterisation results:
they provide necessary and sufficient axiomatic conditions for an aggregation
procedure to be collectively rational with respect to a language for integrity
constraints.

3.2.1 Full Characterisations

Recall that a procedure is unanimous if it shares the view of the individuals in
case they all agree, either all accepting or rejecting a certain issue. The first
characterisation result shows that the set of aggregation procedures that lift
all rationality constraints that can be expressed as conjunctions of literals is
precisely the class of unanimous procedures:

Theorem 3.1. CR[literals] = Fliterals[U].

Proof. One direction is easy: If X := Mod(`) is a domain defined by a literal `,
then every individual ballot must agree with it, either positively or negatively
depending on its sign. This entails, by unanimity, that the collective outcome
agrees with the individual ballots. Thus, F is collectively rational with respect
to `, and by Lemma 3.2 F is CR with respect to the full language of literals.

For the other direction, suppose that F ∈ CR[literals]. Fix an issue j ∈ I.
Pick a profile B ∈ Dn such that bi,j = 1 (or 0) for all i ∈ N . That is, B ∈
Mod(pj)

N (or ¬pj , respectively). Since F is collectively rational for every literal,
including pj and ¬pj , it must be the case that F (B)j = 1 (or 0, respectively),
proving unanimity of the aggregator.

As remarked in Section 3.1.3, the language generated from literals is the same
as the language of cubes, i.e., finite conjunctions of literals. We can therefore
state the following corollary.

Corollary 3.1. CR[cubes] = Fcubes[U].

An equivalence is a bi-implication of literals where the literals are both positive
(or both negative, which amounts to the same thing). Call the language for
integrity constraints generated by equivalences L↔, i.e., the set {pj ↔ pk |
pj , pk ∈ PS} closed under conjunction and logical equivalence. This language
allows us to characterise issue-neutral aggregators, i.e., procedures that treat
distinct issues in the same way:
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Theorem 3.2. CR[L↔] = FL↔ [NI ].

Proof. To prove the first inclusion (⊇), pick an equivalence pj ↔ pk. This
defines a domain in which issues j and k share the same pattern of accep-
tance/rejection, and since the procedure is neutral over issues, we get F (B)j =
F (B)k. Therefore, the constraint given by the initial equivalence is lifted. Thus,
we can conclude by Lemma 3.2 that the full langauge L↔ is lifted.

For the other direction (⊆), suppose that a profile B is such that bi,j = bi,k
for every i ∈ N . This implies that B ∈ Mod(pj ↔ pk)N , and since F is in
CR[L↔], F (B)j must be equal to F (B)k. This holds for every such B, proving
that F is neutral over issues.

Exercise 3.5. An XOR formula is a bi-implication of one negative and one
positive literal. Let LXOR be the language for integrity constraints generated
from {pj ↔ ¬pk | pj , pk ∈ PS}. Show that CR[LXOR] = FLXOR

[ND].

We conclude this section by characterising the classes of collectively rational
procedures for languages at the extremes of the spectrum: the full language
LPS, the language of tautologies, and that of contradictions. For the last two
classes the characterisation is straightforward. Recall that F = {F : DN → D}
is the class of all aggregation procedures (for fixed I). We have already stated
in Lemma 3.4 that tautologies and contradictions are vacuous requirements for
what concerns collective rationality, and here we use these arguments to give a
characterisation result for this trivial class of formulas. Let {>} be the language
of all tautologies, and {⊥} be the language of all contradictions:

Proposition 3.1. CR[{>}] = CR[{⊥}] = F .

If on the other hand we turn to study the class of procedures that lift any
integrity constraint in LPS we discover an interesting class of procedures. Let
us give the following definition,that generalises the notion of dictatorship.4

Definition 3.5. An aggregation procedure F : DN → D is a generalised dicta-
torship, if there exists a map g : DN → N such that F (B) = Bg(B) for every
B ∈ DN .

That is, a generalised dictatorship copies the ballot of a (possibly different)
individual in every profile. Call this class GDIC. This class fully characterises
the class of collectively rational aggregators for the full propositional language
LPS:

Theorem 3.3. CR[LPS ] = GDIC.

4This class was introduced by Cariani et al. (2008) in the context of judgment aggregation
under the name of rolling dictatorships. A related (but different) notion is that of positional
dictatorships, introduced by Roberts (1980a) and rather standard in Social Choice Theory
(Roemer, 1996). It denotes social choice functions that follow the choice of the individual
having a certain position in society (e.g., egalitarian maximin). The same term is also used
to indicate a generalisation of the median rule in single-peaked domains (Moulin, 1988).
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Proof. Clearly, every generalised dictatorship lifts any arbitrary integrity con-
straint IC ∈ LPS . To prove the other direction, suppose that F 6∈ GDIC.
Hence, there exists a profile B ∈ DN such that F (B) 6= Bi for all i ∈ N . This
means that for every i there exists an issue ji such that F (B)ji 6= bi,ji . We
now want to build a propositional formula that is satisfied by all individuals
and not by the collective outcome, proving that F is not CR with respect to
the full propositional language. Define a literal `ji to be equal to pji if bi,ji = 1,
and to ¬pji otherwise. Consider as integrity constraint IC the following for-
mula:

∨
i `ji . Clearly, Bi |= IC for every i ∈ N , i.e., B is a rational profile for

the integrity constraint IC. But by construction, F (B) 6|= IC, as F (B) differs
from the individual ballots on all literals in IC. Therefore, F is not collectively
rational for IC and does not belong to the class CR[LPS ].

Generalised dictatorships do not only include “bad” aggregation procedures. In
Lecture 5 we will see the definition of some very interesting rules based on the
selection of the most representative voters.

3.3 Characterisations Results for Classical
Axiomatic Properties

In the previous section we proved several characterisation results for various
simple fragments of the propositional language associated with an aggregation
problem. In this section we shift our focus from syntactic descriptions of lan-
guages to axiomatic properties of aggregation procedures, having the axioms as
variables when exploring the possibility for a characterisation result.

We first generalise some of the results proven in the previous section to
more general characterisations of axioms, dropping the domain restriction given
by the language. Then, we prove some negative results involving axioms like
anonymity or independence, which are properties that constrain the aggregation
on more than one profile. For these axioms a characterisation cannot be found.

3.3.1 Axioms Characterisation

Consider the class F[AX], dropping the subscript L, as representing the class of
procedures that defines an axiom. As observed at the end of Section 3.1.3, for
all the axiomatic properties considered we know that F[AX] ⊆ FL[AX] for all
L ⊆ LPS. Some of the characterisation results proved in the previous section can
be easily generalised to the class F[AX], becoming therefore characterisations
of classical axioms.

Corollary 3.2. The following equivalences hold:
(i) F[U] = CR[literals].

(ii) F[NI ] = CR[L↔].
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Proof. Refer to Theorems 3.1, 3.2. For all three classes we prove that FL[AX] =
F[AX], for the relevant axiom and language. We do so by proving that the condi-
tion required by the axiom is a vacuous requirement outside domains defined by
formulas in L. In the first case, suppose that B is a profile in which all individ-
uals unanimously accept (reject) a given issue j. This means that B ∈ Mod(pj)
(B ∈ Mod(¬pj), respectively). Thus, all profiles in the scope of the axiom of
unanimity are models of a literal. The other case is similar: if two formulas
share the same pattern of acceptance/rejection (issue-neutrality), then we are
in a profile that is a model of a bi-implication. Therefore, for a procedure to
satisfy unanimity or issue-neutrality on domains defined by L is equivalent to
satisfying the same axiom on the full domain.

Exercise 3.6. Following up from Exercise 3.5, show that F[ND] = CR[LXOR].

3.3.2 Negative Results

Results of this form cannot be proven for other important axioms, for which it
is not even possible to obtain a characterisation result.

Proposition 3.2. There is no language L ⊆ LPS such that CR[L] = FL[I].

Proof. We prove this proposition by constructing, for any choice of a language
L, an independent function that is not collectively rational for a certain IC ∈ L.
Fix a language L. This language will contain a falsifiable formula ϕ (otherwise
CR[L]=F by Proposition 3.1 and we are done, as F 6= FL[I]). Choose a bal-
lot/model B? ∈ D such that B? 6|= ϕ. Then the constant function F ≡ B? is an
independent function (on the full domain) that is not collectively rational.

Proposition 3.3. There is no language L ⊆ LPS such that CR[L] = FL[A].

Proof. Same technique here. Fix a language L. This language will contain a
falsifiable formula ϕ (otherwise CR[L]=F by Proposition 3.1 and we are done,
as F 6= FL[A]). Choose a ballot/model B? ∈ D such that B? 6|= ϕ. Then the
constant function F ≡ B? is an anonymous function (on the full domain) that
is not collectively rational.

Our interest toward these axioms does not cease here. On the contrary, the
previous two propositions showed that the classes of independent and anony-
mous procedures behave in the same way as the full class F for what concerns
collective rationality: the set of integrity constraints that are lifted by any ag-
gregator in these classes is the trivial language {>,⊥}. This suggests that
interesting characterisations can be studied inside those classes, replacing the
set F of all procedures with, e.g., the class F[I]. This is an approach that has
been studied widely, and we are going to pursue this approach in the fourth
lecture.
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3.3.3 Towards a general characterisation of axioms (extra
material)

Let us conclude the session with some remarks about the structure of the ax-
iomatic properties seen so far. The results proven in this section are consistent
with the intuition that assumptions regarding the collective rationality of an
aggregator can only condition the outcome in view of a single profile at a time.
Axioms like independence or monotonicity coordinate the behaviour of the ag-
gregator on more than one profile, and for this reason cannot be characterised
as collective rationality with respect to a particular language. This ideal line
that can be drawn to separate “intra-profile axioms” from “inter-profile axioms”
has been given the name of “single-profile” versus “multi-profile” approach in
the literature on Social Choice Theory (Samuelson, 1967; Roberts, 1980a).

The multi-profile approach to Social Choice Theory is the rather standard
study of aggregation procedures as functions defined on the domain of all pro-
files, while under the single-profile approach the object of study is a single
profile at a time, together with its outcome. Classical axioms have first been
formulated under the former approach, which led to the celebrated Arrow’s Im-
possibility Theorem (Arrow, 1963). In the following decades several authors
proposed the single-profile approach to Social Choice Theory as a possible es-
cape from Arrow’s impossibility (Samuelson, 1967). Unfortunately, as several
theorems have shown (see, e.g., Roberts, 1980b; Pollak, 1979), the impossibil-
ity persists even after the classical axioms are transformed into their so-called
“single-profile analogues”.

It is not our purpose to give a formal treatment of such notions,5 but we
may put forward the following informal definition.

Definition 3.6. ( informal) An axiom AX is an intra-profile property of aggre-
gation procedures if it can be written in the form ∀B Ψ(B, F (B)) where Ψ is a
property of the profile B and of the outcome F (B). An axiom is an inter-profile
property otherwise.

It is easy to see that collective rationality with respect to a certain language is
an intra-profile requirement, since it comes of the following form:

∀B if Bi |= IC for all i ∈ N then also F (B) |= IC

To prove that anonymity and independence are genuine inter-profile properties
would require a more precise definition than the one we have provided, but for
now it is sufficient to observe that their formulation involves a quantification on
two distinct profiles, and that this cannot be easily translated into a single-profile
statement. By summing up these remarks, we can conclude that if an axiom can
be characterised as collective rationality with respect to a certain language, then
it is necessarily intra-profile, and the universally quantified formula expressing
this axiom is exactly that of collective rationality. Axioms that are instead

5For a formalisation of similar concepts in first-order logic of predicates we refer to the
work of Rubinstein (1984) and our previous work (Grandi and Endriss, 2013b).
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genuinely inter-profile, like independence, monotonicity and anonymity, but also
non-imposition, non-dictatorship and permutation-neutrality (see Riker, 1982),
cannot be characterised in terms of collective rationality, and it is easy to prove
a result like Proposition 3.3 for such classes.

On the other hand, not all intra-profile requirements can be expressed as
collective rationality with respect to a certain language. A counterexample can
be found in a property inspired from the condition of “unrestricted domain over
triples” presented by Pollak (1979). This condition is the single-profile analogue
of the axiom that classically goes under the name of universal domain. It is a
condition of richness imposed on a single profile B, and in binary aggregation
it requires that for every combination that can be constructed with three in-
dividuals and three issues, i.e., for every profile over {0, 1}3, there exist three
issues i1, i2 and i3 and three individuals such that their ballots in B restricted
to issues i1, i2 and i3 coincide with the given subprofile. If this is the case, we
set the outcome of the function to accept all the issues, i.e., F (B) = (1, . . . , 1).
The condition is genuinely intra-profile but in view of its syntactic structure
(it contains an existential quantifier over three different individuals and issues)
cannot be expressed as collective rationality with respect to a given language.

Exercise 3.7. Give a formal definition of intra-profile and inter-profile axioms
for aggregation procedures. Show formally that if an axiom can be characterised
in terms of collective rationality then it is an intra-profile axiom. Show that
inter-profile axioms canon be characterised in terms of collective rationality.
Provide a characterisation of the set of intra-profile axioms that can be charac-
terised in terms of collective rationality. (open problems, prize: an ice-cream
for the first statement, large beer for each subsequent statement.)

3.4 References

Wilson (1975) has been the first to define and study the framework of binary
aggregation, obtaining general characterisation results for independent aggre-
gation procedures that generalise the more famous impossibility theorem by
Arrow (1963). Wilson’s notion of responsive aggregator for a family of subsets
corresponds to our notion of collective rationality with respect to a language for
integrity constraints. Being focused on independent procedures, Wilson char-
acterised classes of collectively rational procedures in terms of the structure of
winning coalitions defining those procedures (see Lecture 4).

Dokow and Holzman (2009, 2010) focused on the similar problem of char-
acterising “impossibility domains”, i.e., subsets of the full set of binary ballots
{0, 1}I on which every independent, unanimous and collectively rational proce-
dure is dictatorial. They represented rationality assumptions directly as sets of
feasible binary ballots, and they provided graph-theoretic conditions for such a
subset to be an impossibility domain.

A similar approach has been taken by Nehring and Puppe (2010), who fo-
cused on the study of monotonic and independent procedures. The character-
isation of paradoxical results for the majority rule presented in Lecture 2 can
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be considered as a syntactic analogue of a result proved by the same authors in
earlier work (Nehring and Puppe, 2007), which deals with the characterisation
of impossibility domains for a class of procedures including the majority rule.

Characterisation results in line with those seen in this chapter relates the
class of quota rules, i.e., aggregators that accept an issue if the ratio of ac-
ceptance exceed a given quota, and languages of clauses, i.e., disjunctions of
limited size Grandi and Endriss (2013a). Many of these results are analogous to
those proven by Dietrich and List (2007a) in the framework of (formula-based)
judgment aggregation. From a computational perspective, however, the use of
integrity constraints to model rationality assumptions, rather than referring to
the consistency of judgment sets, leads to problems that are substantially easier
to compute (see Lecture 1).

All results in this chapter can be generalised to cover the case of an infinite
number of issues and an infinite number of individuals (except for those concern-
ing quota rules and the majority rule, whose definitions hinge on the finiteness
of the set of individuals). Related work on this topic has been carried out by
Herzberg and Eckert (2012), focusing on the study of independent aggregation
procedures for infinite electorates.
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Chapter 4

Ultrafilter methods

The aim of this lecture is to learn a widely used technique used to characterise
classes of aggregation procedures. This technique is used when the axiom of in-
dependence is assumed, and focuses on the structure of coalitions of individuals
and their power on the collective decision. We will first learn the technique in
preference aggregation, presenting a proof of Arrow’s Theorem and some related
results, and then view another application of the same technique in (formula-
based) judgment aggregation.

4.1 Arrow’s Theorem and Winning Coalitions

The first use of the structure of winning coalitions to prove, in this case, a
possibility result is due to Fishburn (1970). He showed that Arrow’s Theorem
does not generalise to the case of an infinite amount of individuals, by con-
structing an independent, unanimous and non-dictatorial procedure making use
of an ultrafilter over individuals. His crucial observation was that the axiom
of independence allows a rule to be defined in terms of winning coalitions, and
hence the power of a set-theoretic formulation can be exploited. His work was
later generalized to full characterisation theorems by Kirman and Sondermann
(1972), and now most proofs in aggregation theory use similar techniques.

In this section we will prove Arrow’s Theorem and related results using the
so-called ultrafilter technique, showing its flexibility in proving (im)possibility
theorems.

4.1.1 Reminder on Preference Aggregation

Let N be a set of individuals expressing preferences over a set X of alternatives.
We represent such preferences with a binary relation on X . In this section we
concentrate on two ways of representing preferences, linear orders and weak
orders. Recall that a binary relation is a linear order if it is irreflexive, transitive
and complete. The term aPib stands for “individual i strictly prefers alternative
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a to alternative b”. The choice of a linear order Pi for each individual constitutes
a preference profile P = (P1, . . . , Pn). A weak order is a binary relation that is
reflexive, transitive and complete. We denote weak orders with the letter R, thus
aRib stands for “individual i weakly prefers a to b” and call R = (R1, . . . , Rn)
a profile of weak orders. Note that every weak order R induces an irreflexive
and transitive binary relation, usually referred to as the strict part of R, and
denoted with R<, namely the relation that holds between a and b whenever aRb
holds but bRa does not.

If we denote with L(X ) the set of all linear orders on X , then the set of all
profiles of (linear) preference orders is the set L(X )N .

Definition 4.1. A social welfare function (SWF) for X and N defined on linear
orders is a function w : L(X )N → L(X ).

A SWF associates with every preference profile P = (P1, . . . , Pn) ∈ L(X )N

a linear order w(P ), which in most interpretations is taken to represent the
aggregation of the preferences of the individuals into a “social preference order”
over X . The same definition can be given using the set R(X ) of all weak orders
over X as the domain of aggregation, defining a SWF for N and X defined on
weak orders as a function w : R(X )N → R(X ).

It is important to note that in our definition of SWFs there are two hidden
conditions that could be stated as axioms, but that we have instead included
as an integral part of the formal framework of preference aggregation. The
first is usually called unrestricted or universal domain: it requires a SWF to
be defined over all preference profiles in L(X )N . Domain restrictions, such
as single-peaked preferences (Black, 1958), are the most common escape from
Arrow’s impossibility theorem (see, e.g., Gaertner, 2001). The second hidden
condition is called collective rationality by Arrow (1963, Chapter VIII, Section
V). It requires the outcome of the aggregation to be a linear (weak, respectively)
order, i.e., it requires the outcome to conform to the same rationality constraints
as the input received from the individuals.

4.1.2 Axioms

Since the seminal work of Arrow (1963), the literature on preference aggregation
has made extensive use of the axiomatic method to classify and study SWFs.
There are several properties that an aggregation mechanism may satisfy, and
some of them have been argued to be natural requirements for a SWF. In this
section we list some of the most important axioms presented in the literature.
We start with the three properties that led to the proof of Arrow’s Theorem:

Pareto Condition (P): For all profiles P ∈ L(X )N , if aPib for every individ-
ual i ∈ N , then aw(P ) b.

Independence of Irrelevant Alternatives (IIA): For all profiles P and P ′

in L(X )N , if aPib⇔ aP ′i b for all i ∈ N , then aw(P ) b⇔ aw(P ′) b.
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Non-dictatorship (NDIC): There is no individual i ∈ N such that w(P ) = Pi
for every profile P ∈ L(X )N .

The (weak) Pareto condition (also known as unanimity) states that, whenever
every individual strictly prefers alternative a to alternative b, so does society.
IIA forces the social ranking of two alternatives a and b to depend only on their
relative ranking by the individuals. A formulation of these axioms for the case
of weak orders can be easily obtained by considering profiles in R(X )N rather
than in L(X )N . The only exception is the weak Pareto condition, which is
usually stated for the strict order R< induced by a weak order R.

Weak Pareto Condition (WP): For all profiles R ∈ R(X )N , if aR<i b for
every individual i ∈ N , then aw(R)< b.

The axioms WP, IIA and NDIC are the most classical set of impossible require-
ments for SWFs: Arrow’s Theorem (1963) states that there is no SWF defined
on weak (linear, respectively) orders that satisfies WP (P, respectively), I and
NDIC in case there are at least 3 alternatives.

Other axiomatic properties have been proposed in the literature. We state
here their formulation for the case of linear orders. We refer to the literature
(Gaertner, 2006) for a formulation of these properties in the case of weak orders,
in case it cannot be obtained directly from our version. The first one we consider
is the axiom of anonymity (also known as equality, cf. Arrow, 1963):

Anonymity (A): For any profile P ∈ L(X )N and any permutation σ : N →
N , we have that F (P1, . . . , Pn) = F (Pσ(1), . . . , Pσ(n)).

Another property is the principle of neutrality, i.e., that all alternatives should
be treated the same way. This axiom takes different forms in the literature.
It is often stated for independent procedures, or it employs permutations, in
line with the axiom of anonymity (Arrow, 1963; Taylor, 2005). Here, we state
a formulation of this axiom for linear orders which we adapted from Gaertner
(2006).

Neutrality: For any four alternatives a, b, c, d ∈ X and profile P ∈ L(X )N , if
for all i ∈ N we have that aPib⇔ cPid, then aw(P ) b⇔ cw(P ) d.

4.1.3 Let’s work in binary aggregation, it’s simpler

Recall the embedding of PA into BA with IC (Lecture 2). Given a set of alter-
natives X , we can construct a set of issues IX given by all pairs of alternatives
and integrity constraints IC< (IC6, respectively) for the case of linear orders
(weak orders), to encode the rationality constraints of preference aggregation.

This enables us to obtain a correspondence between SWFs defined on linear
orders and aggregation procedures that are CR with respect to IC<, and, in the
same way, between SWFs defined on weak orders and aggregation procedures
that are CR with respect to IC6. This correspondence is not a bijection, since
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every SWF is associated with a set of aggregation procedures, depending on how
the function is extended outside the domain defined by the integrity constraint
of preferences.

The correspondence extends to axiomatic properties. By substituting the
expressions aPib or aRib with bi,ab = 1, aw(P ) b with F (B)ab = 1, and prefer-
ence profile P with binary profile B, we obtain for most of the axioms presented
in Section 4.1.2 their equivalent formulation for binary aggregation.

For instance, the axiom of independence of irrelevant alternatives (IIA) is
usually called simply independence (I), where X ⊆ DN is a subset of the set of
profiles:

Independence (I): For any issue j ∈ I and any two profiles B,B′ ∈ X , if
bi,j = b′i,j for all i ∈ N , then F (B)j = F (B′)j .

The Pareto condition corresponds to a weak version of the axiom of unanimity
(U), restricted to the case of individuals agreeing on the acceptance of an issue:

Unanimity (U): For any profile B ∈ X and any x ∈ {0, 1}, if bi,j = x for all
i ∈ N , then F (B)j = x.

For the case of weak orders the resulting axiom is even weaker (but sufficient to
obtain deep impossibilities, see Section 4.1.5).

Exercise 4.1. State formally the binary aggregation versions of all axioms pre-
sented in Section 4.1.2. Show that the binary aggregation version of weak pareto
is weaker than the axiom of unanimity for binary aggregation.

Exercise 4.2. The axiom of neutrality translates to the following statement:

Issue-Neutrality (NI): For any two issues j, j′ ∈ I and any profile B ∈ X ,
if for all i ∈ N we have that bi,j = bi,j′ , then F (B)j = F (B)j′ .

Show formally that the two axioms correspond. Check with the relevant lit-
erature whether there are other possible formulations of neutrality, both in pref-
erence and in binary aggregation, and discuss the relations between the different
formulations.

This direct correspondence between axiomatic properties enables us to study
classes of procedures and to translate results from one framework to the other.
For instance, to every anonymous SWF defined on weak orders that satisfies
IIA corresponds an aggregation procedure that is CR with respect to IC6 and
that satisfies I and A on Mod(IC6). The restriction on Mod(IC6) is of crucial
importance, as we have no information on the behaviour of F outside the domain
defined by IC6 or IC<.
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4.1.4 Winning coalitions and ultrafilters

First, some further notation (recall that we switched to binary aggregation):
NB
j denote with NB

j = {i ∈ N | bi,j = 1} the set of individuals accepting issue
j in profile B. Let us consider aggregation procedures that satisfy the axiom of
independence, proving a representation result in terms of winning coalitions:1

Proposition 4.1. An aggregation procedure F satisfies I if and only if for every
issue j there exists a collection of subsets Wj ⊆ P(N ) such that F (B)j = 1 if
and only NB

j ∈ Wj. Let Wj be the set of winning coalitions of F for issue j.

Proof. Let F be an independent procedure, and let j be an issue in I. Define
Wj as the set of all sets A ⊆ N such that there exists a profile B with NB

j = A

and F (B)j = 1. As F is independent, for every profile B′ with NB′

j = A we

have that F (B′)j = 1. Thus, F is defined by the set of winning coalitions Wj .
On the other hand, given a set of winning coalitions Wj for F , let B and B′ be
two distinct profiles such that bi,j = b′i,j . It is straightforward to observe that

this implies that NB
j = NB′

j , and hence that F has the same outputs on j in
the two profiles. Thus, F is independent.

When combined with issue-neutrality, independence generates procedures that
are defined by a single set of winning coalitions, the same for every issue:

Corollary 4.1. An aggregation procedure F satisfies I and NI if and only if
there exists a collection of subsets W ⊆ P(N ) such that F (B)j = 1 if and only
if NB

j ∈ W.

As is well understood in SCT, impossibility theorems in preference aggregation
heavily feed on the notion of independence.

We now give the following definition, that of an ultrafilter (see, e.g., Davey
and Priestley, 2002b):

Definition 4.2. An ultrafilter W on a set N is a collection of subsets of N
satisfying the following three conditions:

(i) ∅ 6∈ W
(ii) C1, C2 ∈ W implies C1 ∩ C2 ∈ W (closure under intersection)

(iii) C or N \C is in W for any C ⊆ N (maximality)

The ultrafilter technique in a nutshell: start from a class of independent
aggregation procedures, show that the properties defining this class force the
set of winning coalitions to be an ultrafilter, conclude by observing that an
ultrafilter over a finite set is principal and hence that there is an individual, the
dictator, that is included in every winning coalition.

1Rules defined in terms of winning coalitions are sometimes referred to as “voting by
committee” in the literature on Social Choice Theory (Barberà et al., 1991).
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4.1.5 Arrow’s Theorem

Arrow’s Theorem (1963) is considered one of the cornerstones of Social Choice
Theory, with which every new result needs to be compared. In this section
we provide an alternative proof of this theorem using the ultrafilter techniques
and the binary aggregation translation of preferences. While our proof does not
stand out in terms of succintness when compared with proofs based on combi-
natorics (see, e.g., Geanakoplos, 2005), and while it employs known techniques
based on the study of winning coalitions (see, e.g., Kirman and Sondermann,
1972), its contribution to the literature can be assessed in two important as-
pects: First, by referring to a more general framework (binary aggregation),
it sheds new light on the “source” of Arrow’s impossibility, identifying it in
a clash between axiomatic requirements and collective rationality with respect
to the integrity constraints of preference. Second, the flexibility of our proof
method enables us to obtain different versions of Arrow’s result, including a
characterisation of oligarchies usually attributed to Gibbard (1969), with minor
adjustments from the original proof.

We begin by proving the following lemma:

Lemma 4.1. If |X| > 3, every unanimous and independent aggregation proce-
dure F for IX that is CR with respect to transitivity is issue-neutral with respect
to non-reflexive issues.2

Proof. Let F be an aggregation procedure for IX that satisfies both U and I.
By the representation result in Proposition 4.1, F is characterised by a set of
winning coalitions Wab for every issue ab ∈ IX , such that F (B) = 1 if and only
if NB

j ∈ Wab. We now prove that the collection of winning coalitions is the

same for all (non-reflexive) issues, hence F satisfies NI .
Note that the Wab are not empty (due to unanimity). Consider any three

alternatives a, b and c, ad let C ∈ Wab. We will employ collective rationality to
show that C must also be a winning coalition for each of the other five issues
associated with the three alternatives, namely ba, ac, ca, bc and cb. A simple
inductive argument then suffices to show that C will in fact have to be a winning
coalition for all (non-reflexive) issues.

Now suppose F is CR with respect to transitivity. Let us first see how to
prove that C ∈ Wac: Consider a scenario in which ab and ac are accepted by
the agents in C and only those, and in which bc is accepted by all agents, as
described in Figure 4.1.
By definition of C, ab is collectively accepted, and by unanimity bc is also
collectively accepted. Then, by collective transitivity, ac must be collectively
accepted. Hence, C is a winning coalition for ac, i.e., C ∈ Wac. We can use a
similar argument for the other edges: e.g., to show C ∈ Wcb consider the case
with C accepting all of ca, ab and cb; then to show C ∈ Wba consider the case
with C accepting all of bc, ca and ba; and so forth.

2This lemma ceases to hold if we lift the restriction to non-reflexive issues, i.e., issues
different from bb with b ∈ X . However, this restriction suits well to our problem, since we do
not want to differentiate the proof between irreflexive and reflexive preferences.
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C
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Figure 4.1: Collective transitivity entails issue-neutrality.

Since transitivity is included in both integrity constraints of preferences IC< and
IC6, it is a straightforward consequence of the previous proof that Lemma 4.1
can be extended to these more restrictive constraints, obtaining a proof of what
is known in PA as the “contagion lemma”:

Lemma 4.2. If |X| > 3, every unanimous and independent aggregation pro-
cedure F for IX that is CR with respect to IC< or IC6 is issue-neutral with
respect to non-reflexive issues.

We are now ready to state and prove Arrow’s Theorem:

Theorem 4.1 (Arrow, 1963, weak orders). Given a finite set of individuals
N and a finite set of alternatives X such that |X | > 3, every independent and
weakly Paretian SWF for N and X defined on weak orders is dictatorial.

Proof. Let w be an independent and unanimous SWF for N and X . By the
translation of PA into BA with IC of Section 4.1.3, w corresponds to an aggre-
gation procedure Fw on issues IX that is CR with respect to IC6 and satisfies
axioms I and a weaker version of U. Closer inspection of the proof of Lemma 4.2
shows that it can be proved by weakening the assumption of unanimity to the
property corresponding to weak Pareto. Thus, we can assume that Fw is also
issue-neutral with respect to non-reflexive issues. Combining this observation
with our representation result in Proposition 4.1, we can characterise Fw in
terms of the set of winning coalitions W. We now prove that W is an ultrafilter
(Definition 4.2). The proof is then concluded by observing that an ultrafilter
over a finite set is principal, i.e., that is defined as those subsets of N containing
a given individual i∗, which is therefore the dictator. Thus, moving back to pref-
erence aggregation, we obtain the desired conclusion that every weakly Paretian
and independent SWF defined on at least three alternatives is dictatorial.

(i) It is straightforward to observe that the empty set being a winning coali-
tion is in direct contradiction with the weak Pareto condition, therefore ∅ 6∈ W.

(ii) In order to prove that W is closed under intersection, let C1 and C2

be two winning coalitions in W and consider the following profile over three
distinct alternatives a, b, c ∈ X (recall that we assumed |X | > 3). Let exactly
the individuals in C1 accept issues ab, exactly the individuals in C2 accept
issue bc, and exactly the individuals in C1 ∩ C2 accept issue ac, as described
in the left part of Figure 4.2. By independence, we can ignore the judgments
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of the individuals on the remaining issues. Since both C1 and C2 are winning
coalitions, both issues ab and bc are accepted. By collective rationality with
respect to transitivity, issue ac also has to be accepted. Therefore, C1 ∩C2 is a
winning coalition in W.

a b

c

C1

C2
C1 ∩ C2

a

b

N \ C C

Figure 4.2: The set of winning coalitions is an ultrafilter.

(iii) We conclude by proving maximality for W. Let C ⊆ N , and consider
a profile in which exactly the individuals in C accept issue ab and exactly the
individuals in N \C accept issue ba, as described in the right part of Figure 4.2.
By collective rationality with respect to completeness, either issue ab or issue
ba has to be accepted. Thus, at least one of C or its complement N \ C is a
winning coalition.

Notice that in the proof of Theorem 4.1 we have not used the assumption of
reflexivity of weak orders, and that Lemma 4.2 holds for both weak and linear
orders. This implies that the same proof holds for the usual statement of Arrow’s
Theorem for linear orders. Moreover, by using Lemma 4.1 in place of Lemma 4.2,
the same proof shows the following result:

Theorem 4.2. Given a finite set of individuals N and a finite set of alternatives
X such that |X | > 3, every independent and unanimous SWF for N and X
defined on complete and transitive binary relations is dictatorial.

To illustrate further the flexibility that is brought about by our new proof
method, let us prove a result that drops the assumption of completeness from
the statement of Theorem 4.1. Define a preorder as a reflexive and transitive
relation. Define Nab = {i ∈ N | aPib}. A SWF w is called an oligarchy if there
exists a subset of individuals A ⊆ N such that for all profiles P we have that
aw(P ) b if and only if A ⊆ NP

ab. We now provide an alternative proof of the
following result, usually attributed to Gibbard (1969):

Theorem 4.3. Given a finite set of individuals N and a finite set of alternatives
X such that |X | > 3, every independent and unanimous SWF for N and X
defined on preorders is an oligarchy.

Proof. In the proof of Theorem 4.1 we have used the assumption of completeness
of a weak order to obtain the proof of maximality of the set of winning coalitions
W. Therefore, the first two conditions on the set of winning coalitions (i.e.,
∅ 6∈ W and closure under finite intersections) are still satisfied. We need to
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prove two simple properties to obtain our conclusion. First, we observe that W
is non-empty, since by weak Pareto it contains the full set N . Second, we prove
thatW is closed under supersets, i.e., if C ∈ W then C ⊆ D implies D ∈ W. In
this caseW is called a filter (Davey and Priestley, 2002a). Let therefore C ∈ W
and C ⊆ D. Construct a profile B in which issue ab is accepted by exactly
the individuals in C, issue bc by all individuals, and issue ac by exactly the
individuals in D, as described in Figure 4.3. Since C ∈ W and F is unanimous,
both issues ab and bc are accepted, and by CR with respect to transitivity we
obtain that also issue ac is accepted, and thus D ∈ W.

a b

c

C

ND

Figure 4.3: The set of winning coalitions is a filter.

We can now conclude the proof by observing that every filter over a finite set
is defined as the set of C ⊆ N such that A ⊆ C for a certain A ⊆ N . To see
this, it is sufficient to take the intersection of all winning coalitions (which is
non-empty by closure under intersection): w is an oligarchy of the individuals
in this set.

If you are wondering what Kirman and Sondermann (1972) said, here is a
statement of their theorem:

Theorem 4.4. Given a set of individuals N and a set of alternatives X such
that |X | > 3, the winning coalitions W associated to an independent and unan-
imous SWF for N and X form an ultrafilter.

Arrow’s Theorem is the corollary of Theorem 4.4 in case both sets of indi-
viduals and alternatives are finite.

Exercise 4.3. Prove Theorem 4.4 (very easy!). Exhibit an independent and
unanimous SWF that is non-dictatorial.

4.2 Ultrafilter techniques in judgment aggrega-
tion

Proofs in the setting of judgment aggregation tend to make a heavy use of
winning coalitions, although not always the ultrafilter technique explained in
the previous section. In this section we prove one of the central theorems of
judgment aggregation, due to Nehring and Puppe (2007), by making use of the
ultrafilter technique.
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Recall the framework of judgment aggregation. We have formulas in a propo-
sitional logical language, we have an agenda Φ which is closed under complemen-
tation and does not contain double negation, and we are interested in consistent
aggregation, i.e., starting from satisfiable individual subsets of the agenda we
want to obtain a satisfiable set of formulas in the output. As for axioms, it
is sufficient to substitute ϕ ∈ Ji for bi,j = 1 in binary aggregation or aPib in
preference aggregation to obtain their analogous in judgment aggregation.

We need the following definition, that formalizes a limit to the complexity
of the formulas involved in the aggregation:

Definition 4.3. An agenda Φ satisfies the median property iff all inconsistent
subsets of Φ contain an inconsistent subset of size 2.

An agenda that satisfies the median property has inconsistencies which are very
simple, since they can only involve two formulas. Longer chain of inconsistent
formulas that are consistent if taken in smaller subsets are not allowed. For
instance, the agenda {p, q, p ∧ q} closed under negation does not satisfy the
median property: the inconsistent subset of size three {p, q,¬(p∧q)} is minimal,
i.e., it does not contain any inconsistent subset. The agenda {p, r, p ∧ q} closed
under negation, on the other hand, satisfies the median property.

We need one last axioms, which we neglected throughout the course, that
is a generalization of the positive responsiveness property by May (Lecture 1)
and formalizes the intuition that if an accepted formula gets additional support
it should still be accepted:

I-Monotonicity (MI ): For any formula ϕ ∈ Φ and any two profiles J ,J ′ ∈
J (Φ)N , if ϕ ∈ Ji entails ϕ ∈ J ′i for all i ∈ N , and for some s ∈ N we have
that ϕ 6∈ Js and ϕ ∈ J ′s, then ϕ ∈ F (J) entails ϕ ∈ F (J ′)

Let us finally state and prove the following result, due to Nehring and Puppe
(2007):

Theorem 4.5. Let N be of odd cardinality. An agenda Φ satisfies the median
property if and only if there exists unanimous, neutral, independent, monotonic
and non-dictatorial aggregation procedures for Φ that are complete and consis-
tent.

Proof. For the first direction we need to show that if the agenda Φ satisfies the
median property then we can construct an aggregator that satisfies all desirable
conditions. Well, just use the majority rule! (Exercise 4.4).

Let us now show by contradiction that if the agenda does not satisfy the
median rule then every neutral, independent and monotonic aggregation rule is
a dictatorship. Any idea of how to show this? Using the ultrafilter method!

First, we need to show that any independent and neutral aggregation proce-
dure can be defined in terms of winning coalitions (by independence), and that
this set is equal for each formula (by neutrality). No surprise here, proofs work
as for the case of binary aggregation. Now we need to show that the set W of
winning coalitions is an ultrafilter:
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(i) ∅ 6∈ W: if ∅ ∈ W then by monotonicity also N ∈ W against consistency
(ϕ and ¬ϕ would always be accepted).

(ii) W is closed under intersection: since we assumed that Φ does not satisfy
the median property, we know that there must exists an inconsistent subset
X ⊆ Φ of size at least three, and that does not contain any inconsistent
subset of size 2. Let ϕ1, ϕ2 and ϕ3 be three distinct formulas in X. Let
now C1 and C2 be winning coalitions, and consider the following profile:

C1 \ (C1 ∩ C2) ϕ1 ¬ϕ2 ϕ3 X \ ϕ1, ϕ2, ϕ3

C2 \ (C1 ∩ C2) ¬ϕ1 ϕ2 ϕ3 X \ ϕ1, ϕ2, ϕ3

C1 ∩ C2 ϕ1 ϕ2 ¬ϕ3 X \ ϕ1, ϕ2, ϕ3

N \ (C1 ∪ C2) ¬ϕ1 ϕ2 ϕ3 X \ ϕ1, ϕ2, ϕ3

Now this means that:

• ϕ1 ∈ F (J), since NJ
ϕ1

= C1 ∈ W

• ϕ2 ∈ F (J) since NJ
ϕ2
⊇ C2 and C2 ∈ W hence by monotonicity also

NJ
ϕ2
∈ W.

• all formulas in X \ {ϕ1, ϕ2, ϕ3} are accepted since N ∈ W (by com-
pleteness, since ∅ 6∈ W then N ∈ W).

• this implies that ¬ϕ3 ∈ F (J).

To conclude it is sufficient to observe that NJ
¬ϕ3

= C1∩C3, hence C1∩C3 ∈
W.

(iii) W is maximal. Let W ⊂ N , and construct a profile in which only those in-
dividuals in W accept a formula ϕ. Observe that by individual rationality
exactly those individuals in N \W accept ¬ϕ. Now by completeness either
ϕ is accepted by F , hence W is a winning coalitions, or ¬ϕ is accepted,
hence N \W is a winning coalition.

It is now sufficient, as usual, to observe that an ultrafilter over a finite set is
principal, to conclude that the rule must be dictatorial.

The previous proof was obtained by means of axiomatic properties mostly,
and those conditions can be relaxed obtaining different conditions on the agenda
(the following section list some references where these results can be found).

Exercise 4.4. Show that the majority rule with an odd number of individu-
als and an agenda that satisfies the median property is consistent, complete,
anonymous, unanimous, independent and monotonic.

Exercise 4.5. Theorem 4.5 holds also for an even number of individuals, with
the same statement. Can you prove it in that case? What is the most difficult
direction?
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Exercise 4.6. Exploiting the translation of judgment aggregation in binary ag-
gregation that was sketched in Lecture 2, state the equivalent version of The-
orem 4.5 in binary aggregation with integrity constraints. Does this statement
remind you of something? What is the equivalent of the median property for
integrity constraints?

4.2.1 References

For a more detailed study of the use of ultrafilters in preference aggregation we
refer to Daniëls and Pacuit (2009) and Herzberg and Eckert (2012). Judgement
aggregation proofs are most often stated in terms of winning coalitions, for an
explicit use of the ultrafilter techniques we refer to Grossi and Pigozzi (2014).

A very general formulation of Arrow’s Theorem in the slightly more general
setting of graph aggregation can be found in (Endriss and Grandi, 2014b). This
is a very useful albeit technical reading to understand ultrafilter techniques in
a very abstract setting.
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Chapter 5

Aggregation procedures,
computational complexity,
and applications

We have seen many theorems in the last four lectures, but only one aggregation
procedure! This procedure was the notorious majority rule, which in many cases
did not even satisfy basic criteria like collective rationality.

In this lecture we present a long list of aggregation procedures in the setting
of formula-based judgment aggregation, with the main aim to enforce collective
rationality. We will briefly talk about what axioms are satisfied, but mostly we
will assess aggregation procedures by studying the computational complexity
of winner determination, i.e., how hard is it to compute the result of a given
aggregator. We conclude by listing some applications of (mostly judgment and
binary) aggregation to a number of diverse settings: crowdsourcing (collective
annotations and sentiment analysis), strategic aspects of aggregation, multi-
agent argumentation, modal logic and aggregation.

5.1 Winner determination and computational
complexity

Recall briefly the setting of formula-based judgment aggregation. We have an
agenda Φ, we collect individual judgment sets Ji ⊆ Φ which are complete and
consistent, and we want to obtain a complete and consistent collective judgment
set.

The majority rule, the only rule we have seen so far except for dictatorships
and constant functions, accepts a given formula ϕ if and only if the set of
individuals accepting ϕ in profile J , i.e., NJ

ϕ , has cardinality larger or equal

than n+1
2 , where n is the number (odd) of individuals.
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Aside from axiomatic properties, which are a very good mean to assess the
qualities of a given aggregator, our computationally oriented mind brings us to
study how hard is it to use or implement a given rule. Computational complexity,
a well-established topic in computer science, provides all the tools that we need
for this task.1

But what does it mean for a rule to be complex to use? What is the ex-
act algorithmic problem we need to implement when we use an aggregation
procedure? We now give a precise formulation of this problem.

The problem of winner determination in voting theory is that of computing
the election winner given a profile of preferences supplied by the voters. The
corresponding decision problem asks, given a preference profile and a candidate,
whether the given candidate is the winner of the election. In JA, we want to
compute F (J) for a given profile J . For a resolute aggregation procedure F , we
can formulate a corresponding decision problem by asking, for a given formula,
whether it belongs to F (J):

WinDet(F )
Instance: Agenda Φ, profile J ∈ J (Φ)n, formula ϕ ∈ Φ.
Question: Is ϕ an element of F (J)?

By solving WinDet once for each formula in the agenda, we can compute the
collective judgment set from an input profile. Note that asking instead whether
a given judgment set J? is equal to F (J) does not lead to an appropriate
formulation of the winner determination problem, because to actually compute
the winner we would then have to solve our decision problem an exponential
number of times (once for each possible J?).

For the case of irresolute JA procedures F , i.e., procedures that output a set
of collective judgment sets rather than a single one, we can adapt the winner
determination problem in the following way:

WinDet?(F )
Instance: Agenda Φ, profile J ∈ J (Φ)n, subset L ⊆ Φ.
Question: Is there a J? ⊆ Φ with L ⊆ J? such that J? ∈ F (J)?

To see that this is an appropriate formulation of a decision problem correspond-
ing to the task of computing some winning set, note that we can compute a
winner using a polynomial number of queries to WinDet? as follows. First, ask
whether there exists a winning set including an arbitrarily chosen first formula of
the agenda ϕ1, i.e., L = {ϕ1}. In case the answer is positive, consider a second
formula ϕ2 and query WinDet? with L = {ϕ1, ϕ2}. Use subset L = {∼ϕ1, ϕ2}
in case of a negative answer. Continue this process until all formulas in the
agenda have been covered.

1A useful brief introduction to computational complexity can be found here: http://

staff.science.uva.nl/~ulle/teaching/comsoc/2009/comsoc-complexity.pdf
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5.2 Quota rules

An aggregation procedure F for n = |N | individuals is a quota rule if for every
formula ϕ there exists a quota qϕ ∈ {0, . . . , n+1} such that ϕ ∈ F (J) if and only
if |NJ

ϕ | > qϕ. The class of quota rules has been studied in depth by Dietrich
and List (2007a). Let us focus on a particular class of quota rules:

Definition 5.1. Given some m ∈ {0, . . . , n+1} and an agenda Φ, the uniform
quota rule with quota m is the aggregation procedure Fm with ϕ ∈ Fm(J) ⇔
|NJ

ϕ | > m.

An aggregation procedure satisfies A, I, MI, and N if and only if it is a uniform
quota rule; this fact follows immediately from a result by Dietrich and List
(2007a), who use a slightly more narrow definition of quota rule. Provided
m 6= n+ 1, the uniform quota rule Fm also satisfies U.

A quota rule of special interest is the majority rule. The majority rule is the
uniform quota rule with m = n+1

2 ; it accepts a formula whenever there are more
individuals accepting it than there are rejecting it (recall that we did assume n
to be odd).

Exercise 5.1. Show that the majority rule is the only uniform quota rule that
always outputs a complete and complement-free judgment set (i.e., it does never
accept a formula together with its negation).

Depending on the particular thresholds defining a quota rule, there are spe-
cific requirements on the agenda to guarantee collective rationality. For the
details see the work of Dietrich and List (2007a).

5.2.1 Winner determination for quota rules

It is immediately clear that winner determination is a polynomial problem for
any quota rule, including the majority rule.

Lemma 5.1. WinDet(Fm) is in P for any uniform quota rule Fm.

Exercise 5.2. Show an algorithm that solves WinDet(Fm) in polynomial time.

5.3 The premise-based and conclusion-based pro-
cedures

Two basic aggregation procedures that can be set up in a way so as to avoid the
problem of collective rationality have been discussed in the JA literature from
the very beginning, namely the premise-based and the conclusion-based proce-
dure (Kornhauser and Sager, 1993; Dietrich and Mongin, 2010). The basic idea
is to divide the agenda into premises and conclusions. Under the premise-based
procedure, we apply the majority rule to the premises and then infer which con-
clusions to accept given the collective judgments regarding the premises; under
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the conclusion-based procedure we directly ask the agents for their judgments on
the conclusions and leave the premises unspecified in the collective judgment set.
That is, the conclusion-based procedure does not result in complete outcomes
(so strictly speaking it does not conform to our definition of an aggregation
procedure), and we shall not consider it here. The premise-based procedure, on
the other hand, can be set up in a way that guarantees consistent and complete
outcomes, which provides a usable procedure of some practical interest.

For many JA problems, it may be natural to divide the agenda into premises
and conclusions. Let Φ = Φp ] Φc be an agenda divided into a set of premises
Φp and a set of conclusions Φc, each of which is closed under complementation.

Definition 5.2. The premise-based procedure PBP for Φp and Φc is the
function mapping each profile J = (J1, . . . , Jn) ∈ J (Φ)n to the following judg-
ment set:

PBP(J) = ∆ ∪ {ϕ ∈ Φc | ∆ |= ϕ},

where ∆ = {ϕ ∈ Φp | |NJ
ϕ | >

n+ 1

2
}

That is, ∆ is the set of premises accepted by a (strict) majority; and the PBP
will return this set ∆ together with those conclusions ϕ that logically follow
from ∆ (∆ |= ϕ).

If we want to ensure that the PBP always returns judgment sets that are
consistent and complete, then we have to impose certain restrictions:

• If we want to guarantee consistency, then we have to impose restrictions
on the premises. We have seen in the previous lecture that the majority
rule is guaranteed to be consistent if and only if the agenda Φ satisfies
the median property, i.e., if every inconsistent subset of Φ has itself an
inconsistent subset of size 6 2. This result immediately transfers to the
PBP: it is consistent if and only if the set of premises satisfies the median
property.

• If we want to guarantee completeness, then we have to impose restrictions
on the conclusions: for any assignment of truth values to the premises,
the truth value of each conclusion has to be fully determined.

Here we make two additional assumptions. First, we assume that the agenda Φ
is closed under propositional variables: p ∈ Φ for any propositional variable p
occurring within any of the formulas in Φ. Second, we equate the set of premises
with the set of literals. Clearly, the above-mentioned conditions for consistency
and completeness are satisfied under these assumptions.

So, to summarise, the instance of the PBP we shall work with is defined as
follows: Under the assumption that the agenda is closed under propositional
variables, the PBP accepts a literal ` if and only if more individuals accept `
than do accept ∼`; and the PBP accepts a compound formula if and only if it is
entailed by the accepted literals. For consistent and complete input profiles, and
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assuming that n is odd, this leads to a resolute JA procedure that is consistent
and complete. On the downside, the PBP violates most of the standard axioms
typically considered, such as N and I.

Exercise 5.3. Show that the PBP violates U (unanimity).

5.3.1 Winner determination for the premise-based proce-
dure

Winner determination is also tractable for the premise-based procedure:

Proposition 5.1. WinDet(PBP) is in P.

Proof. Counting the number of agents accepting each of the premises and check-
ing for each premise whether the positive or the negative instance has the ma-
jority is easy. This determines the collective judgment set as far as the premises
are concerned. Deciding whether a given conclusion should be accepted by the
collective now amounts to a model checking problem (is the conclusion ϕ true in
the model induced by the accepted premises/literals?), which can also be done
in polynomial time.

5.4 The distance-based procedure

The basic idea of a distance-based approach to aggregation is to select an out-
come that, in some sense, minimises the distance to the input profile. This idea
has been used extensively in both preference aggregation (Kemeny, 1959) and
belief merging (Konieczny and Pino Pérez, 2002). The first example of a JA
procedure based on a notion of distance was introduced by Pigozzi (2006), albeit
under the restrictive assumption that the agenda is closed under propositional
variables and that each compound formula will either be unanimously accepted
or unanimously rejected by all agents. Most importantly, in Pigozzi’s approach
the syntactic information contained in the agenda was discarded by moving the
aggregation from the level of formulas to the level of models. A syntactic variant
of this procedure has later been defined by Miller and Osherson (2009), which
these authors call the Prototype-Hamming rule. This is the distance-based pro-
cedure we shall define and analyse here. It is an irresolute procedure, returning
a (nonempty) set of collective judgment sets.

First, let us define a notion of distance between judgment sets. We can
interpret a judgment set J as a (characteristic) function J : Φ → {0, 1} with
J(ϕ) = 1 if ϕ ∈ J and J(ϕ) = 0 if ϕ 6∈ J . The Hamming distance H(J, J ′)
between two (complete and complement-free) judgment sets J and J ′ is the
number of positive formulas on which they differ:

H(J, J ′) =
∑
ϕ∈Φ+

|J(ϕ)− J ′(ϕ)|
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Definition 5.3. Given an agenda Φ, the distance-based procedure DBP is
the function mapping each profile J = (J1, . . . , Jn) ∈ J (Φ)n to the following set
of judgment sets:

DBP(J) = argmin
J∈J (Φ)

∑
i∈N

H(J, Ji)

A collective judgment set under the DBP minimises the amount of disagreement
with the individual judgment sets (i.e., it minimises the sum of the Hamming
distances with all individual judgment sets). Note that in cases where the ma-
jority rule leads to a consistent outcome, the outcome of the DBP coincides
with that of the majority rule (making it a resolute procedure over these pro-
files). We can combine the DBP with a tie-breaking rule to obtain a resolute
procedure.

The DBP is complete and consistent by design: only judgment sets in J (Φ)
are considered candidates when searching for a solution. However, it violates
most of the standard axiomatic properties when those are adapted to the case
of irresolute JA procedures (Lang et al., 2011). In particular, the DBP is not
independent; indeed, it is based on the very idea that correlations between
propositions should be exploited rather than neglected.

5.4.1 Winner determination of the distance-based proce-
dure (extra material)

We now want to analyse the complexity of the winner determination problem for
the distance-based procedure. As the DBP is irresolute, we study the decision
problem WinDet?. As we shall see, WinDet?(DBP) is Θp

2-complete, thus
showing that this rule is very hard to compute. The class Θp

2 (also known
as ∆p

2(O(log n)), PNP[log] or PNP
|| ) is the class of problems that can be solved

in polynomial time asking a logarithmic number of queries to an NP oracle or,
equivalently, that can be solved in polynomial time asking a polynomial number
of such queries in parallel (Wagner, 1987; Hemachandra, 1989). To obtain our
result, we first have to devise an NP oracle that will then be used in the proof
of Θp

2-membership. We shall use the following problem:

WinDet?K(DBP)
Instance: Agenda Φ, profile J ∈ J (Φ)n, subset L ⊆ Φ, K ∈ N.
Question: Is there a J? ∈ J (Φ) with L ⊆ J? such that

∑
i∈N H(J?, Ji) 6 K?

That is, we ask whether there exists a judgment set J? with a Hamming distance
to the profile of at most K that accepts all the formulas in L. In other words,
rather than aiming at computing a winning judgment set, this problem merely
allows us to compute a judgment set of a certain minimal quality (where quality
is measured in terms of the Hamming distance). It is easy to show that this
problem lies in NP.

Lemma 5.2. WinDet?K(DBP) is in NP.
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Proof. NP is composed by problems that can be solved by first guessing cer-
tificate in an exponential space and then check in polynomial time whether
the certificate solves positively the problem posed. We therefore devise a non-
deterministic polynomial algorithm to solve the problem of WinDet?K(DBP).

Recall that we are given an agenda Φ, a profile J ∈ J (Φ)n, a subset L ⊆ Φ,
and a number K ∈ N. What we want to know is whether there exists a J? ∈
J (Φ) with L ⊆ J? that is at most K-distant to the profile.

To solve the problem it is sufficient to first guess a complete judgment set
J? such that L ⊆ J? and, at the same time, an assignment ρ to all variables
contained in Φ. The space of all such profiles and assignments is exponential
in the size of the input. Now it is sufficient to check that: (i) ρ |= J?, hence
J? is consistent, and (ii) that

∑
i∈N H(J?, Ji) 6 K, to obtain an answer to

WinDet?K(DBP).

To obtain an upper bound for the winner determination problem for the DBP,
we can now use a standard construction. This first involves identifying the
“best” value for K, and then deciding WinDet?K(DBP) for that value of K.
The latter can be done with a logarithmic number of queries to the problem the
complexity of which we have analysed in Lemma 5.2. Together, this yields the
desired upper bound:

Lemma 5.3. WinDet?(DBP) is in Θp
2.

Proof. The problem WinDet?(DBP) asks whether there exists a winning judg-
ment set that accepts all formulas in a given subset L ⊆ Φ. Since the Hamming
distance between a judgment set and a profile is bounded from above by a poly-
nomial figure, we can solve this problem by performing a binary search over K
using a logarithmic number of queries to WinDet?K(DBP).

More precisely, since
∑
i∈N H(J?, Ji)) 6 K? = |Φ|

2 · |N |, a figure that is
polynomial in the size of the problem description, we can ask a first query to
WinDet?K(DBP) with K = K?

2 and an empty subset of designated formulas.

In case of a positive answer, we can continue the search with a new K = K?

4 ,
otherwise we move to the higher half of the interval querying WinDet?K(DBP)
with K = 3

4 ·K
?. This process ends after a logarithmic number of steps, provid-

ing the exact Hamming distance Kw of a winning candidate from the profile J
under consideration. It is now sufficient to run the problem WinDet?K(DBP)
with K = Kw and subset L as in the original instance of WinDet?(DBP) we
wanted to solve. In case the answer is positive, since there cannot be a winning
judgment set with Hamming distance strictly less than Kw, one of the winning
judgment sets contains all formulas in L. On the other hand, in case of a nega-
tive answer all judgment sets containing L have Hamming distance bigger than
Kw, and thus cannot belong to the winning set.

It is also possible to show that the upper bound established by Lemma 5.3 is
tight. We refer to Endriss et al. (2012) for the details.
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5.5 Rules based on minimization

There are many alternative rules that can be defined based on minimisation
principles. The following examples are taken from the work of Lang et al.
(2011), and are all majority preserving rules, i.e., they output the result of the
majority rule in case it is consistent.

Exercise 5.4. Show that the DBP is majority consistent.

Let Maj (J) be the result of the majority rule over a profile J : let Maj⊆(J) be
the set of all maximal consistent subsets of Maj (J) by inclusion, and Maj|.|(J)
be the set of all consistent subsets of Maj (J) which have maximal cardinality.

Definition 5.4. The maximal sub-agenda rule associates with every profile
those judgment sets that extends a maximal consistent subset of the outcome of
the majority rule:

MSA(J) = {J ∈ J (Φ) | J ⊇M with M ∈ Maj⊆(J)}}

Definition 5.5. The maxcard sub-agenda rule associates with every profile
those judgment sets that extends a consistent subset of maximal cardinality of
the outcome of the majority rule:

MCSA(J) = {J ∈ J (Φ) | J ⊇M with M ∈ Maj|.|(J)}}

Instead of modifying directly the outcome of the majority rule in a minimal
way so that it can be consistent, another approach is that of modifying the
profile of individual judgment sets in a minimal way so that the outcome of
the majority over this new modified profile is consistent. If J and J ′ are two
profiles, let H(J ,J ′) =

∑
i∈N H(Ji, J

′
i).

Definition 5.6. The minimal number of atomic changes rule associates with
every profile the closest consistent outcome of the majority rule:

MNAC(J) = {Maj(J ′) | Maj(J ′) ∈ J (Φ) and H(J ,J ′) 6 H(J ,J ′′)

for all J ′′ ∈ J (Φ)N }

Another possibility is to start using the weights of acceptance/rejection of
the formulas in the agenda. The DBP does something similar in minimizing the
overall weights over all formulas. Inspired by the work of Tideman (1987) in
voting theory we can give the following definition.

First, we need some notation. For a given profile J , define the majority
strength of a formula ϕ as MSJ (ϕ) = max{|NJ

ϕ |, |NJ
¬ϕ|}, inducing an ordering

�J
τ on formulas, with ties broken using a permutation τ : Φ+ → Φ+, where Φ+

is the set of positive formulas in the agenda. Now, for a given profile J and
permutation τ : Φ+ → Φ+, we define the judgment set LJ

τ via the following
procedure:
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for ϕ ∈ Φ, following order �J
τ do

L = L ∪ ϕ if L ∪ ϕ is consistent
L = L ∪ ¬ϕ otherwise

That is, we go through the formulas in order of majority strength (with ties
broken by τ) and take over the majority decision whenever this is consistent
with the previous choices, otherwise we invert it.

Definition 5.7. The ranked-agenda rule is the aggregation rule that se-
lects the individual ballots returned by the above procedure for some tie-breaking
rule τ :

RA(J) = {LJ
τ | τ is a permutation on Φ+}

The computational complexity of winner determination for all these rules has
been studied by Lang and Slavkovik (2014), albeit for a different algorithmic
problem than the one presented here. The results are discouraging: for all cases
the problem sits either in the second layer of the polynomial hierarchy or it is
in Θp

2, as for the DBP. Using rules based on minimization is hard!

5.6 Rules based on the most representative voter

Lemma 5.3 showed that computing the result of the distance-based procedure is
very hard. But, on the other hand, the distance-based rule seems to find the ideal
compromise among all judgment sets.2 A classic solution to this problem is to
resort to polynomial approximations, i.e., polynomial algorithms that compute
a judgment set which is very close to the ideal result of the DBP.

This approach has been pursued extensively in preference aggregation, where
the DBP is called the Kemeny rule (Dwork et al., 2001; Ailon et al., 2008;
Kenyon-Mathieu and Schudy, 2007). However, similar algorithms are usually
randomized and are mostly focused on an efficient computation and hence can-
not be explained and used as practical aggregation rules themselves.

A different possibility is that of restricting the search space of a distance-
based procedure to those judgment sets that were received from the individuals.
Consider the following two definitions:

Definition 5.8. The average-voter rule is the aggregation rule that selects
those individual judgment sets that minimise the sum of the Hamming distances
to the individual judgment sets:

AVR(J) = argmin
J∈Supp(J)

∑
i∈N

H(J, Ji)

2With some doubts on the fact that the Hamming distance treats all formulas in the same
way, although this can be solved by considering particular distances created for judgment sets,
such as the one developed by Duddy and Piggins (2012).
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Definition 5.9. The majority-voter rule is the aggregation rule that selects
those individual judgment sets that minimise the Hamming distance to one of
the majority outcomes:

MVR(J) = argmin
J∈Supp(J)

H(J,Maj(J))

Similar rules are clearly polynomial to compute: it is sufficient to read the input
profile and compute the distances of each individual judgment sets to the others,
or to the outcome of the majority rule. Moreover, as we showed in previous work
Endriss and Grandi (2014a), they are very good approximations of the distance
based procedure.3

5.6.1 References

The first paper to study the complexity of judgment aggregation procedures
is the work of Endriss et al. (2012), followed up by Baumeister et al. (2011,
2013) for the study of strategic issues for the premise-based procedure. Many
aggregation procedures based on minimization were introduced by Lang et al.
(2011), and the complexity of winner determination for many such rules has
been studied in Lang and Slavkovik (2014). Judgment aggregation procedures
based on a notion of score (like the Borda rule in voting) have been defined by
Dietrich (2014). The relations between judgment aggregation rules and well-
studied voting procedures have been spelled out by Lang and Slavkovik (2013).

5.7 Applications

Here is a selection of current research topics where judgment/binary aggregation
is being used, with references for further readings.

5.7.1 Multiagent argumentation

The problem of (abstract) argumentation is that of selecting a ”winning” ar-
gument among a set of possibly conflicting arguments. More formally, we are
given an attack graph among arguments, and we need to select a subset of argu-
ments that are in some ways acceptable, called an extension or a labeling. There
are many possible ways to do so, depending on the characteristics we want on
the extension. For instance, we may require that no pair of arguments in the
extension attack each other (conflict-free).

When multiple agents are involved, we may face two problems:

• we may observe different extensions from different agents on the same
attack graph.

• we may observe different attack graphs.

3This is true in binary aggregation with integrity constraints, but it is very likely that the
results extend to the formula-based framework for judgment aggregation used above.

63



In the first case we need to aggregate extensions over the same graph, making
sure that we obtain an acceptable extension in the output (sounds like collective
rationality...). Rahwan and Tohmé (2010), as well as Caminada and Pigozzi
(2011), have worked on this problem using techniques from (formula-based)
judgment aggregation.

In the second case we are simply aggregating graphs. Coste-Marquis et al.
(2007) have framed on this problem in the setting of belief merging.4. Endriss
and Grandi (2014b) have worked on the problem of graph aggregation from a
more general perspective not focused on the problem of argumentation .

5.7.2 Crowdsourcing: collective annotation of corpora and
sentiment analysis

In a series of papers, Endriss and Fernández (2013); Qing et al. (2014); Kruger
et al. (2014) have used settings related to binary aggregation to study an impor-
tant problem in computational linguistics, that of collective annotations. This
is a crowdsourcing problem: a set of words or phrases that needs to be classified
to create an annotated corpus is sent out to a number of people that provide
their classification, and this information needs to be aggregated to create the
collective annotation. This is used for instance in computational linguistics to
create large corpora of annotated phrases. They were successful in showing that
their aggregation-based methods outperform the standard ones, opening up a
very fruitful area of application for aggregation methods.

Another problem that falls under the crowdsourcing label is that of sentiment
analysis: assume that we want to know which is the most popular candidate in
an election, or the most preferred products in a catalogue; after collecting a large
number of textual expressions (tweets, blog posts, reviews) from internet we
classify them by making use of automatic classifiers into positive and negative,
and then we need to aggregate this information into a collective sentiment that
allows us to detect what is the most preferred candidate/alternative. A position
paper by Grandi et al. (2014b) presents some possible research direction for the
use of aggregation methods in this area. It is mostly focused on the use of
voting rules or preference aggregation procedures, but we can easily imagined
to be able to extract more complex information from individual text and make
the use of binary or judgment aggregation necessary.

5.7.3 Aggregation and modal logic

If we can aggregate graphs, then why not studying constraints in modal logic? If
we can aggregate propositional formulas, why not aggregating modal formulas?

Formula-based judgment aggregation have been studied in general logics
(i.e., any logic that satisfies some criteria including monotonicity, which does
not rule out most modal logics) by Dietrich (2007). No specific study of modal
logic has been done to date.

4The relations between belief merging and judgment/binary aggregation are subject of
ongoing research
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The aggregation of Kripke models using integrity constraints formulated in
modal logic is an interesting research topic (on which I am currently working on
with Ulle Endriss). A nice property of this setting is that collective rationality
does not have a single definition. We can interpret the integrity constraint:

• on specific worlds in the models (truth at a given world)

• on all worlds in the models (global truth)

• on all models on all worlds (validity)

Observe that the last possible definition corresponds to collective rationality
with respect to a given graph property, using the well-known results in corre-
spondence theory in modal logic.

5.7.4 Strategic aspects

When a collectivity needs to take a decision there are personal interest involved:
individuals can misrepresent their true opinion/preference/judgment to obtain
a result they favor. This problem is called strategic voting or manipulation, and
it is widely studied in preference aggregation and in voting theory.

Judgment aggregation does not provide us with enough information on the
individual preferences to study the problem of manipulation directly. We simply
receive a judgment set, and we have make some assumptions on which collective
judgments will be preferred to others based on this information:

• we can assume that an individual wants to get her complete judgment
set as the collective outcome. In this case manipulation is most often
impossible.

• we can assume that individual wants to get one particular formula in the
collective judgment set. This case is studied by Dietrich and List (2007c),
where it is proven that manipulation is impossible iff the aggregation pro-
cedure is independent and monotonic.

• we can assume that an individual wants to get as many formulas as possible
coherent with her judgment set. In this case we induce an individual
preference over judgment sets using the Hamming distance. This case
has also been studied by Dietrich and List (2007c), and its computational
aspects by Endriss et al. (2012); Baumeister et al. (2011, 2013).

A novel research trend in strategic voting is the use of game-theoretic notion
to characterize equilibria of manipulation. A first study in the setting of binary
aggregation has been done by Grandi et al. (2014a).
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